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Abstra
t. In this paper, we propose a pretty-simple password-authenti
ated

key-ex
hange proto
ol, whi
h is proven to be se
ure in the standard

model under the following three assumptions. (1) DDH (De
ision DiÆe-

Hellman) problem is hard. (2) The entropy of the password is large

enough to avoid on-line exhaustive sear
h (but not ne
essarily o�-line

exhaustive sear
h). (3) MAC is sele
tively unforgeable against partially


hosen message atta
ks, (whi
h is weaker than being existentially un-

forgeable against 
hosen message atta
ks).

1 Introdu
tion

We 
onsider the following password-authenti
ated key-ex
hange proto
ol, by

whi
h two entities 
an share a fresh authenti
ated session-key (being se
ure

against o�-line atta
ks) by using a pre-shared human-memorable password (or

pass phrases), whi
h may be inse
ure against o�-line atta
ks but se
ure against

on-line atta
ks.

The on-line atta
k is a serial exhaustive sear
h for a se
ret performed on-line

using a server that veri�es the se
ret (see Se
tion 2), and the o�-line atta
k is that

performed o�-line in parallel using re
orded trans
ripts of a proto
ol. While the

on-line atta
ks 
an be prevented by letting the server take appropriate intervals

between invalid trials, the o�-line atta
ks 
annot be prevented by su
h measures

sin
e the atta
k is performed o�-line and independently of the server. Thus the

o�-line atta
ks are 
riti
al to most of the proto
ols using human-memorable

passwords not having enough entropy to avoid o�-line exhaustive sear
h.

While PKI (Publi
-Key Infrastru
tures) 
an realize an authenti
ated key-

ex
hange or key-transport (being se
ure against o�-line atta
ks) like SSH (Se-


ure SHell), SSL/TLS (Se
ure So
ket Layer/Transport Layer Se
urity), Station-

to-Station proto
ol [6℄ and the proto
ols in [8℄ do, we have to re
all that the

re
eivers of publi
-keys must verify them using the �ngerprints (digests) of them

or the veri�
ation keys of digital signatures atta
hed with them. This means the

entities must 
arry about something, whi
h is hard to remember. On the other

hand, PAKE (Password-Authenti
ated Key-Ex
hange) proto
ols do not require



its entities to 
arry something hard to remember (ex
ept a password) to verify

something.

The studies on the PAKE with formal se
urity proof have appeared in [7,13,

12,9, 1, 5, 14, 11℄. Unfortunately, they are either by far ineÆ
ient or the proofs

are given only in the random ora
le model. In the random ora
le model, the

mapping of the underlying hash and en
ryption fun
tions is assumed not to

be �xed in advan
e, and then gradually determined by the random ora
le at

random every after the evaluation of them. And then simulators (for proving the

se
urity redu
tion) are assumed to know all the evaluated input-output pairs of

the fun
tions by simulating the random ora
les [2℄.While the proof in the random

ora
le model may give one reason to 
onje
ture that the pra
ti
al version (whi
h

uses 
onventional �xed fun
tions instead of random ora
les) might also be se
ure,

it does not give any formal validation of the se
urity of the pra
ti
al version.

On the other hand, [7, 9℄ give their se
urity proofs in the standard model

where the mapping of the underlying hash and en
ryption fun
tions is �xed in

advan
e, and then simulators for showing the se
urity redu
tion do not need

to know the evaluated input-output pairs of the fun
tions. Unfortunately, the

proto
ol proposed in [7℄ is too ineÆ
ient to use in pra
ti
e sin
e it employs

te
hniques from generi
 multi-party 
omputations, su
h as non-malleable 
om-

mitments, se
ure polynomial evaluations and zero-knowledge proofs. While [9℄

is more eÆ
ient than [7℄, it still requires large 
ommuni
ation 
osts and 
ompu-

tation 
osts.

In this paper, we propose a more eÆ
ient proto
ol that is also provably

se
ure in the standard model. Comparative results with the previous s
hemes [7,

9℄ are summarized in Table 1. As shown in the table, our proto
ol is eÆ
ient in

both the 
ommuni
ation 
osts and the 
omputation 
osts. It requires only about

2:34 modular exponentiations of ea
h entity whereas more than 6:5 modular

exponentiations are required in the previous s
hemes. If pre-
omputation is used,

ours requires only 1 and 2 modular exponentiations of the server and of the


lient respe
tively, whereas more than 3:2 and 4:2 modular exponentiations are

required of them respe
tively in the previous s
hemes. (The di�eren
e between

the server and the 
lient in the pre-
omputation phase is whether passwords are

stored in advan
e or given every time.)

Ours has an advantage in 
ommuni
ation 
osts too. It requires only 4 data

unit ex
hange whereas more than 11 data unit ex
hange is required in the pre-

vious s
hemes where one data unit denotes either a member of the underlying

�eld or one hashed value, su
h as a MAC. In addition, our proto
ol ends in only

one round in parallel sin
e both y

1

and y

2

in our proto
ol 
an be 
al
ulated

independently and then sent independently. The implementation overhead of

our proto
ol is very small sin
e the 
lients and the servers use almost the same

algorithm, and it 
an be obtained with small modi�
ation of the widely used

DiÆe-Hellman key-ex
hange proto
ol.

Our proto
ol has a formal validation of se
urity in the standard model. The

intuitive explanation of the result is that even if adversaries 
an abuse entities

as ora
les, the possibility for them obtaining some signi�
ant information on



Table 1. Comparison of PAKEs proven to be se
ure in the standard model

Computation Costs

�

1 Communi
ation Costs

�

2 Core Hard

S
hemes Client C Server S C to S S to C Problems

�

3

EÆ
ient Constru
tion

�

5

�

5

�

5

�

5 ITP, PR

of [7℄

�

4 � (m+ 1)n; (� mn) � 2n; (� n) � (m+ 1)n � 2m+ n and DDH

�

6

KOY [9℄ � 7:75; (� 4:29) � 6:58; (� 3:29) � 6 5 DDH

Our Proposal 2:34; (2) 2:34; (1) 2 2 DDH

*1: The number of modular exponentiations where the 
osts for one simulta-

neous 
al
ulation of two bases and �ve bases are 
onverted into 1:17 and 1:29,

respe
tively [15℄. The �gures in the parentheses are the remaining 
osts after

pre-
omputation.

*2: The number of data units to be sent where one data unit denotes either a

member of the underlying �eld or one hashed value, su
h as a MAC.

*3: In addition to the 
ore hard problems, all the s
hemes 
ommonly require:

(1) Passwords 
hosen se
urely against on-line atta
ks, (2) Unforgeable MACs

or signatures against 
hosen-message atta
ks.

*4: EÆ
ient 
onstru
tion using the polynomial evaluation in [16℄ and the eÆ-


ient oblivious transfer in [18℄.

*5: Only the 
osts in the pre-key ex
hange phase are shown. Both n and m

depends on the se
urity parameter. Currently, at least

�

m

n

1

�

> 2

80

must hold

for n � n

1

to make the underlying polynomial re
onstru
tion problem hard

(whi
h is required in the eÆ
ient polynomial evaluation)[4℄.

*6: ITP and PR denote Inversion of Trapdoor Permutation and Polynomial

Re
onstru
tion, respe
tively. IneÆ
ient 
onstru
tion of [7℄ assumes only trap-

door permutations as its 
ore hard problems.

the session-key of the 
hallenge session 
an be negligibly small if DDH (De
i-

sion DiÆe-Hellman) problem is hard, passwords are unguessable with on-line

exhaustive sear
h and MACs are sele
tively unforgeable against partially 
hosen

message atta
ks, (whi
h is weaker than being existentially unforgeable against


hosen message atta
ks).

This paper 
onsists as follows: in Se
tion 2, we explain both on-line and o�-

line atta
ks that are 
ru
ial to the password-based proto
ols. Then, in Se
tion

3, we propose a pretty-simple proto
ol whi
h has an immunity against o�-line

atta
ks. And �nally, in Se
tion 4, we show the formal validation of se
urity of

our proto
ol in the standard model.

2 On-line and O�-line Atta
ks

Sin
e on-line atta
ks and o�-line atta
ks are 
ru
ial to the password-based pro-

to
ols, we explain them in this se
tion using some examples.

At �rst, we 
onsider the following password-based 
hallenge-response proto-


ol where a server gives a random 
hallenge r to a 
lient, and then the 
lient re-

turns the server res := E

pass

(r), the en
ryption of r using a pre-shared (hashed)

password pass as its symmetri
 key. An adversary, in the on-line atta
k, runs a



proto
ol with the server impersonating the 
lient, and then tries guessed pass-

words pass

0

on-line returning res

0

:= E

pass

0

(r) to the server. If it is a

epted,

pass

0

is the target password with high probability.

While almost all of the password-based proto
ols a

ept this kind of atta
k,

it 
an be prevented by letting the server take appropriate intervals between

invalid trials. On the other hand, o�-line atta
ks, des
ribed bellow, are more

powerful sin
e they 
annot be prevented by the above measures. Adversaries, in

the o�-line atta
k, �rstly obtain valid pairs of r and res by eavesdropping honest

exe
utions of the proto
ol, and then �nds pass

0

satisfying res = E

pass

0

(r) o�-line

in parallel. Sin
e the atta
k is performed o�-line in parallel and the entropy of

a password is usually not large enough, they 
an �nd it in a pra
ti
al time with

high probability.

The o�-line atta
k is also appli
able to DH-EKE (DiÆe-Hellman En
rypted

Key-Ex
hange) [3℄ if the underlying group size log

2

jGj = log

2

q is smaller than

the en
ryption size

1

. Note that the above 
ondition is usually true when a prime

order subgroup and a 
onventional stream 
ipher or a blo
k 
ipher, su
h as AES,

are used. DH-EKE is a proto
ol, in whi
h two entities ex
hange y

1

:= E

pass

(g

r

1

)

and y

2

:= E

pass

(g

r

2

) respe
tively, and then share D

pass

(y

1

)

r

2

= D

pass

(y

2

)

r

1

=

g

r

1

�r

2

as a fresh se
ret where g is a generator of a �nite 
y
li
 group G =< g >,

E

pass

() and D

pass

() are en
ryption and de
ryption fun
tions using a (hashed)

password pass as its symmetri
 key. The o�-line atta
k on DH-EKE is performed

as follows: adversaries obtain some y

1

and y

2

eavesdropping the proto
ol, and

then see o�-line whether D

pass

0

(y

1

) and D

pass

0

(y

2

) (for obtained y

1

and y

2

)

represent right members in G for guessed passwords pass

0

. If at least one of

them is not a right member, the guessed password is wrong. By 
ontinuing the

above pro
ess, they 
an �nd the 
orre
t password.

Our proto
ol, proposed below, has the immunity against these o�-line at-

ta
ks.

3 Our Proposal: Pretty-Simple PAKE

Our proto
ol is de�ned over a �nite 
y
li
 group G =< g > where jGj = q and

q is a large prime (or a positive integer divisible by a large prime). While G 
an

be a group over an ellipti
 
urve, we assume, in this paper, G is a prime order

subgroup over a �nite �eld F

p

. That is, G = fg

i

mod p : 0 � i < qg where p is a

large prime number, q is a large prime divisor of p � 1 and g is an integer su
h

that 1 < g < p � 1, g

q

= 1 and g

i

6= 1 for 0 < i < q. A generator of G is any

element of G ex
ept 1.

Both g and h are two generators of G, 
hosen so that its DLP (Dis
rete

Logarithm Problem), i.e. 
al
ulating

a = log

g

h; (1)

1

While DH-EKE is proven to be se
ure in the random ora
le model in [1℄, the proof

is given under the assumption that the underlying group size is at least the same as

the en
ryption size. Thus the proof 
annot be applied when the group size is smaller

than the en
ryption size.
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Fig. 1. Se
re
y-ampli�
ation phase of our proto
ol
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Fig. 2. Veri�
ation phase and session-key generation phase of our proto
ol

should be hard

2

for ea
h entity. Both g and h may be given as system parameters

or 
hosen with the negotiation between entities. For example, g is a random

generator of G and h := Hash(g)

(p�1)=q

mod p, or one entity A 
hooses g := g

s

1

b

for a random s

1

2 (Z=qZ)

�

and a publi
 generator g

b

, and then sends the


ommitment Hash(g) to the other entity B, B replies h := g

s

2

b

for a random

s

2

2 (Z=qZ)

�

, and �nally A reveals g to B.

The proto
ol 
onsists of the following three phases: a se
re
y-ampli�
ation

phase, a veri�
ation phase and a session-key generation phase. In the se
re
y-

ampli�
ation phase, the se
re
y of the pre-shared weak se
ret, i.e. a human

memorable password that may be vulnerable against o�-line atta
ks, is ampli�ed

to a strong se
ret (we 
all it a keying material) that is se
ure even against o�-

line atta
ks. In the veri�
ation phase, entities 
on�rm whether they 
an share

the same keying material or not using a 
hallenge-response proto
ol with the

keying material as its key. In the session-key generation phase, a session-key is

generated using the keying material.

3.1 Se
re
y-Ampli�
ation Phase

The se
re
y-ampli�
ation phase is illustrated in Fig. 1. The 
lient 
hooses a

random number r

1

2 (Z=qZ)

�

and then 
al
ulates y

1

:= g

r

1

� h

pass




using its

(hashed) password pass




, whi
h is shared with the server. It sends y

1

to the

server. The server also 
al
ulates y

2

:= g

r

2

� h

pass

s

using its (hashed) password

pass

s

(shared with the 
lient) and a random number r

2

2 (Z=qZ)

�

, and then

sends it to the 
lient The 
lient's keying material is km




= (y

2

� h

�pass




)

r

1

and

the server's one is km

s

= (y

1

� h

�pass

s

)

r

2

.

2

It is reasonable to assume that DLP is hard sin
e our proto
ol is based on the

diÆ
ulty of DDH (De
ision DiÆe-Hellman) problem, and DLP is harder than DDH.



Only when they use the same password, they 
an share the same keying

material. Otherwise guessing the other's keying material is hard due to the DLP

between g and h (see also Se
tion 4.1). Adversaries 
annot determine the 
orre
t

password of the other entity with o�-line atta
ks sin
e they 
annot know the

keying material of it, whi
h is required to narrow down the password.

This phase ends in only one pass in parallel sin
e both y

1

and y

2


an be


al
ulated and sent independently (where g

r

1

and y

2

are pre-
omputable). This

speeds up the proto
ol. The implementation 
ost of this phase is very low sin
e

it 
an be obtained with a very small modi�
ation of widely used DiÆe-Hellman

key ex
hange proto
ols.

3.2 Veri�
ation Phase

This phase is illustrated in Fig. 2. In this phase, entities verify whether they

share the same keying material or not with a 
hallenge-response proto
ol using

the keying material 
al
ulated in the se
re
y-ampli�
ation phase.

The 
lient and the server 
al
ulate v

1

:= MAC

km




(Tag




jjy

1

jjy

2

) and v

2

:=

MAC

km

s

(Tag

s

jjy

1

jjy

2

) respe
tively using a MAC generation fun
tion MAC

k

()

and the keying materials as its key k. Both Tag

s

and Tag




are pre-determined

distin
t values, e.g. Tag

s

= (ID




jjID

s

jj00) and Tag




= (ID




jjID

s

jj01) where

ID




and ID

s

are IDs of the 
lient and the server. The 
lient and the server

ex
hange v

1

and v

2

ea
h other, and then they verify v

1

= MAC

km




(Tag

s

jjy

1

jjy

2

)

and v

2

= MAC

km

s

(Tag




jjy

1

jjy

2

) respe
tively. If at least one of them does not

hold, the 
orresponding entities wipe o� all the temporally data in
luding the

keying materials, and then 
lose the session. Otherwise they pro
eed to the

session-key generation phase.

Adversaries 
an try o�-line exhaustive sear
h for the keying material using

(Tag




jjy

1

jjy

2

) and v

1

or (Tag

s

jjy

1

jjy

2

) and v

2

. The su

ess probability a
hieved

within a polynomial time t 
an be negligible if a strong se
ret 
an be shared in

the se
re
y-ampli�
ation phase and an appropriate MAC generation fun
tion,

whose keys are unguessable, is used.

3.3 Session-Key Generation Phase

If the above veri�
ation phase su

eeds in, the entities generate their session

keys using the veri�ed keying materials as follows:

sk

s

:= MAC

km

s

(Tag

sk

jjy

1

jjy

2

) (2)

sk




:= MAC

km




(Tag

sk

jjy

1

jjy

2

) (3)

where Tag

sk

is a pre-determined distin
t value from both Tag

v

2

and Tag

v

1

,

e.g. Tag

sk

= (ID




jjID

s

jj11). The generated session keys are then used in the

subsequent appli
ation.

The requirement for the MAC generation fun
tion in this phase and the

previous phase is �

ma


(k

2

; t; i) given in De�nition 4 
an be negligibly small for



pra
ti
al se
urity parameter k

2

and i (that is a polynomial of k

2

) sin
e if ad-

versaries 
annot forge a MAC 
orresponding to (Tag

sk

jjy

1

jjy

2

) and km

s

or km




with a signi�
ant probability, they 
annot obtain any signi�
ant information of

the session-key.

This requirement 
an be satis�ed by using a universal one-way hash fun
tion

[17℄ or by using a pra
ti
al MAC generation fun
tion, su
h as HMAC-SHA-1

[10℄ (and even KeyedMD5) so far sin
e no e�e
tive algorithms are known so far

to make �

ma


0

(k

2

; t; i) non-negligible where �

ma


0

(k

2

; t; i) is given in De�nition 5

and it is larger than or equal to �

ma


(k

2

; t; i).

4 Se
urity of Our Proto
ol

4.1 Repla
ement of h with g

Before we show the formal se
urity proof of our proto
ol, we des
ribe why two

distin
t generators, h and g, should be used (instead of one generator). It is

be
ause the following adversary A

I


an narrow down the 
andidates for the

keying material to at most N , the number of the possible passwords, with o�-

line atta
ks.

A

I

runs the proto
ol with the target entity impersonating its partner. For

simpli
ity, we assume A

I

impersonates a 
lient. A

I

generates y

1

using randomly


hosen r

1

and pass




, and then sends it to the target. The keying material of the

target is km

s

:= (y

1

� g

�pass

s

)

r

2

, and A

I


an narrow down its 
andidates to at

most N sin
e

km

s

= (y

2

� g

�pass

s

)

r

1

+pass




�pass

s

(4)

and A

I

knows pass




, r

1

and the 
andidates for pass

s

, whi
h is at most N .

If N is in the range of o�-line exhaustive sear
h, A

I


an determine the 
orre
t

one by seeing whether v

2

= MAC

km

s

(Tag

s

jjy

1

jjy

2

) holds or not with o�-line

sear
h.

On the other hand, in our proto
ol, adversaries have to �nd a = log

g

h to

narrow down the 
andidates for km

s

sin
e the following holds

km

s

= (y

2

� h

�pass

s

)

r

1

+a(pass




�pass

s

)

: (5)

4.2 Se
urity Model and Formal Validation of Se
urity

In order to 
onsider a more advantageous situation for adversaries, we assume

they have a

ess to the following ora
les, whi
h were originally introdu
ed by

Bellare et al in [1℄, but a little bit modi�ed for our proto
ol.

Exe
ute ora
le: It a

epts two IDs of entities sharing the same password. Then

it 
arries out a honest exe
ution of the proto
ol between them, and outputs

the 
orresponding trans
ript. This ora
le ensures that adversaries are able

to observe all the trans
ripts between any entities in
luding the target ones.



Send ora
le: It a

epts an entity ID and a message that is a part of a trans
ript.

It a
ts as the entity, and then outputs a 
ompleted trans
ript 
orrespond-

ing to them. This ora
le ensures that adversaries are able to run a proto
ol

with any entity impersonating its partner and obtain the 
orresponding tran-

s
ripts.

Reveal ora
le: It a

epts both an entity ID and a session ID, and then reveals

the 
orresponding session-key. (This ora
le does not reveal the session-key of

the 
hallenge trans
ript.) Note that a session-key might be leaked out sin
e

it is used outside of the proto
ol in various appli
ations that might deal it

inse
urely (e.g. by using it as a key of very weak en
ryption algorithms).

Reveal ora
le simulates su
h a situation.

Corrupt ora
le: This ora
le is used to see whether the proto
ol satis�es the

forward se
re
y, i.e. whether the dis
losure of a long-lived se
ret (a password

in our proto
ol) does not 
ompromise the se
re
y of the session-keys from

earlier runs (even though that 
ompromises the authenti
ity and thus the

se
re
y of new runs). It a

epts two entity IDs and then reveals the 
orre-

sponding password shared between them. This ora
le 
an be used after the

trans
ripts related with the target password are generated.

Test

sk

ora
le: This ora
le is used to see whether adversaries 
an obtain some

information on the 
hallenge session-key by giving a hint on it to them. It

a

epts an entity ID in the 
hallenge session, and then 
ips a 
oin b 2 f0; 1g.

If b = 0, it returns the 
orresponding session-key. Otherwise it returns a

random one ex
ept the 
orre
t session-key. This ora
le 
an be used only

on
e per 
hallenge.

Test

km

ora
le: Sin
e a session-key is generated from a keying material, we pre-

pare this ora
le to see whether a strong se
ret 
an be generated in the se
re
y

ampli�
ation phase. This ora
le a

epts both an entity ID and an session ID,

and then 
ips a 
oin b 2 f0; 1g. If b = 0, it returns the 
orresponding key-

ing material. Otherwise, it returns a random one ex
ept the 
orre
t keying

material. Note that adversaries are not allowed to distinguish the obtained

information from this ora
le using (Tag




jjy

1

jjy

2

) and v

1

or (Tag

s

jjy

1

jjy

2

) and

v

2

sin
e it is given to see whether a strong se
ret 
an be generated in the

se
re
y ampli�
ation phase.

Using the above ora
les, adversaries suppose to try to distinguish a session-

key given by Test

sk

ora
le.

At �rst, we de�ne the followings:

De�nition 1 (Advantage) Let Pr(Win) denote the probability that an algo-

rithm A 
an distinguish whether a given key is the 
orre
t session-key or not.

Then Adv

ind

sk

A

, the advantage of A distinguishing the session-key, is given by

Adv

ind

sk

A

= 2Pr(Win)� 1: (6)

De�nition 2 (DDHProblem)Given g

b

2 G and d = (d

1

; d

2

; d

3

) = (g

x

1

b

; g

x

2

b

; g

x

3

b

)

where x

3

is either x

1

� x

2

or not with probability 1=2, then de
ide whether g

x

3

b

=

g

x

1

�x

2

b

or not.



De�nition 3 (Probability of Solving DDH Problem) Let �

ddh

(k

1

; t) de-

note the probability that the DDH problem of size k

1

= log

2

q is solved in a

polynomial time t with the best known algorithm.

The requirement for the MAC generation fun
tion in our proto
ol is �

ma


(k

2

; t; i),

given in the following De�nition 4, 
an be negligibly small for pra
ti
al se
urity

parameter k

2

and i (that is a polynomial of k

2

). �

ma


(k

2

; t; i) is upper bounded

by �

ma


0

(k

2

; t; i), whi
h is given in De�nition 4 that is a more general de�nition.

De�nition 4 (Sele
tive UnForgeability of a MAC Against Partially

Chosen Message Atta
k) Let �

ma


(k

2

; t; i) denote the probability that a k

2

bit length MAC of a given message 
an be forged in a polynomial time t with

the best known algorithm that are allowed to ask at most i (whi
h is a polyno-

mial of k

2

) queries to the following MAC generation ora
le (whi
h is available in

our proto
ol by abusing entities or using Send, Exe
ute and Reveal ora
les). The

MAC generation ora
le here a

epts a message m, entity 2 fserver; 
lientg,

target 2 fv; skg and a bije
tive fun
tion f() and then returns, for randomly


hosen r

1

and r

2

, MAC

f(km)

(Tag

s

jjmjjg

r

2

) if entity = server and target = v,

MAC

f(km)

(Tag




jjg

r

1

jjm) if entity = 
lient and target = v,MAC

f(km)

(Tag

sk

jjmjjg

r

2

)

if entity = server and target = sk or MAC

f(km)

(Tag

sk

jjg

r

1

jjm) if entity =


lient and taget = sk, respe
tively. A MAC is said to be SUF-PCMA (Sele
-

tively UnForgeable against Partially Chosen Message Atta
ks) if �

ma


(k

2

; t; i) is

negligibly small.

De�nition 5 (Existential UnForgeability of a MAC Against Chosen

Message Atta
k) Let �

ma


0

(k

2

; t; i) denote the probability that a new MAC-

message pair for a k

2

bit length MAC 
an be generated in a polynomial time

t with the best known algorithm that are allowed to ask at most i (whi
h is a

polynomial of k

2

) queries to a MAC generation ora
le, whi
h a

epts a message

m and a bije
tive fun
tion f() and then returns MAC

f(km)

(m). A MAC is said

to be EUF-CMA (Existential UnForgeable against Chosen Message Atta
ks) if

�

ma


0

(k

2

; t; i) is negligibly small.

Under the following assumption, Theorem 1 is true

3

. The intuitive inter-

pretation of Theorem 1 is that if both N and jGj are large enough and both

�

ma


(k

2

; t; q

se

+ 2q

ex

+ q

re

+ 2) and �

ddh

(k

1

; t) 
an be negligibly small for appro-

priate se
urity parameters k

1

and k

2

, the advantage for the a
tive adversaries


an be bounded by a negligibly small value.

Assumption 1 (Password) Users' passwords are 
hosen uniformly at random

from a set of 
ardinality N .

Theorem 1 (Indistinguishability of sk) Suppose the following adversary A,

whi
h a

epts a 
hallenge trans
ript (that may be obtained by eavesdropping a

3

Theorem 1 
an be extended easily to the 
ase where passwords are 
hosen non-

uniformly sin
e the uniformity assumption of the passwords is just for simpli
ity.



proto
ol, impersonating a partner or intruding in the middle of the target enti-

ties), and then asks q

ex

, q

se

and q

re

queries to the Exe
ute, Send, Reveal ora
les

respe
tively, and �nally is given sk

x

by Test

sk

ora
le where sk

x

is either the

target session-key or not with the probability 1=2. Then Adv

ind

sk

A

, the advantage

of it to distinguish whether sk

x

is the target session key or not in a polynomial

time t is upper bounded by

Adv

ind

sk

A

� "

ma


(k

2

; t; q

se

+ 2q

ex

+ q

re

+ 2)

+2(q

se

+ q

ex

+ 1) � "

ddh

(k

1

; t)

+

2q

se

+ 1

N

+

2(q

se

+ q

ex

)

jGj

(7)

where both k

1

and k

2

are the se
urity parameters.

Proof.

Re
all that Win is an event that A distinguishes sk

x


orre
tly. Win hap-

pens either after an event KmUnknown o

urs or after its 
ompliment event

KmUnknown o

urs where KmUnknown is an event that A obtains some signif-

i
ant information on the keying material km in the se
re
y ampli�
ation phase,

and KmUnknown is an event that A does not obtains any signi�
ant information

on the keying material km in the se
re
y ampli�
ation phase. Thus Pr(Win) is

upper bounded by

Pr(Win)

= Pr(WinjKmUnknown)Pr(KmUnknown)

+Pr(WinjKmUnknown)Pr(KmUnknown)

� Pr(WinjKmUnknown) + Pr(KmUnknown): (8)

We evaluate Pr(WinjKmUnknown) �rst. Even if km is unknown, the follow-

ing two adversaries A

replay

and A

ma


, 
an distinguish sk

x

. A

ma


tries to forge a

MAC of (Tag

sk

jjy

1

jjy

2

), and then distinguish sk

x

. A

replay

tries to obtain at least

one trans
ript 
oin
iding with the 
hallenge trans
ript using Send or Exe
ure

ora
les, and then obtains the 
orresponding session-key, whi
h is the same as

the 
hallenge session-key, using Reveal ora
le.

Let Pr(Win

A

replay

) and Pr(Win

A

ma


) denote the probabilities of A

replay

and A

ma


being able to distinguish sk

x

, respe
tively. Pr(Win

A

replay

) is upper

bounded by

Pr(Win

A

replay

) �

(q

se

+ q

ex

)

jGj

(9)

sin
e A

replay


annot 
ontrol at least either r

1

or r

2

and 
an obtain at most

(q

se

+q

ex

) trans
ripts. The upper bound of Pr(Win

A

ma


) is given by the following

lemma.

Lemma 1 Suppose the probability that an adversary A

ma



an forge a k

2

bit

length MAC of a given message in a polynomial time t using i message-MAC



pairs without knowing its key is �

ma


(k

2

; t; i). Then Pr(Win

A

ma


), the probability

of A

ma


distinguishing a given session-key without knowing its keying material

is upper bounded by 1=2 + �

ma


(k

2

; t; i)=2.

Proof.

The situation where A

ma


tries to distinguish a session-key 
an be divided

into the following four 
ases a

ording to whether a MAC forged by A

ma


(of

the given message (Tag

sk

jjy

1

jjy

2

)) is valid or not, and whether a key given by

Test

sk

ora
le is 
orre
t or not, i.e. b = 0 or b = 1.

Let MACValid denote an event that the forged MAC is valid. The best strat-

egy for A

ma


to maximize the winning probability to distinguish the given key

from Test

sk

ora
le is to return b = 0 (with the probability 1) if the generated

MAC 
oin
ides with the given key, and b = 1 (with the probability 1) otherwise

sin
e A

ma



an only know whether the generated MAC and the given key 
oin-


ide or not, and then the probabilities they 
oin
ide and they do not are given

by

Pr(b = 0;MACValid)

+Pr(b = 1;MACValid) �

1

2

k

2

� 1

(10)

and

Pr(b = 0;MACValid)

+Pr(b = 1;MACValid)

+Pr(b = 1;ForgeMAC) �

2

k

2

� 2

2

k

2

� 1

(11)

respe
tively where Pr(b = 0;MACValid) > Pr(b = 1;MACValid) �

1

2

k

2

�1

and

Pr(b = 0;MACValid) > Pr(b = 1;MACValid) + Pr(b = 1;ForgeMAC) �

2

k

2

�2

2

k

2

�1

hold as long as �

ma


(k

2

; t; i) >

1

2

k

2

.

This give the following probability

Pr(Win

A

ma


j b = 0;MACValid) = 1; (12)

Pr(Win

A

ma


j b = 1;MACValid) = 1; (13)

Pr(Win

A

ma


j b = 0;MACValid) = 0; (14)

Pr(Win

A

ma


j b = 1;MACValid)

=

2

Len(sk)

� 2

2

Len(sk)

� 1

; (15)

And thus Pr(Win

A

ma


) is upper bounded by

Pr(Win

A

ma


)

= Pr(Win

A

ma


jb = 0;MACValid)

�Pr(b = 0) � Pr(MACValid)



+Pr(Win

A

ma


jb = 1;MACValid)

�Pr(b = 1) � Pr(MACValid)

+Pr(Win

A

ma


jb = 0;MACValid)

�Pr(b = 0) � Pr(MACValid)

+Pr(Win

A

ma


jb = 1;MACValid)

�Pr(b = 1) � Pr(MACValid)

= Pr(MACValid)

+Pr(Win

A

ma


jb = 1;MACValid)

�Pr(b = 1) � Pr(MACValid)

� �

ma


(k

2

; t; i) +

2

k

2

� 2

2

k

2

� 1

�

1

2

� f1� �

ma


(k

2

; t; i)g

�

1

2

+

�

ma


(k

2

; t; i)

2

(16)

2

A

ma



an obtain at most q

se

+ 2q

ex

+ q

re

message-MAC pairs using Send,

Exe
ute, Reveal ora
les, and at most 2 message-MAC pairs from a 
hallenge

trans
ript. Thus

i = q

se

+ 2q

ex

+ q

re

+ 2: (17)

By substituting (17) for (16) and summing up (9) and (16), we 
an obtain

Pr(WinjKmUnknown)

�

(q

se

+ q

ex

)

jGj

+

1

2

+

�

ma


(k

2

; t; q

se

+ 2q

ex

+ q

re

+ 2)

2

: (18)

Next we evaluate Pr(KmUnknown), the possibility of A being able to obtain

some information on the keying material km in the se
re
y ampli�
ation phase.

In the se
re
y ampli�
ation phase, A 
an obtain g, h, y

1

, y

2

(and pre-images of

either y

1

or y

2

by impersonating the 
orresponding entity). The obtained data


an be 
lassi�ed into the following four 
ases a

ording to whether or not the

passwords of the two entities 
oin
ide with ea
h other, and whether or not the

adversary knows the pre-image of either y

1

or y

2

.

Case 1: Passwords of the target entity and its parter are di�erent, i.e. pass




6=

pass

s

, and the adversary knows the pre-image of neither y

1

nor y

2

.

Case 2: Passwords of the target entity and its parter are the same, i.e. pass




=

pass

s

, and the adversary knows the pre-image of neither y

1

nor y

2

.

Case 3: Passwords of the target entity and its parter are di�erent, i.e. pass




6=

pass

s

, and the adversary knows the pre-image of either y

1

or y

2

.

Case 4: Passwords of the target entity and its parter are the same, i.e. pass




=

pass

s

, and the adversary knows the pre-image of either y

1

or y

2

.



While Case 4 is the most advantageous for A, it happens only when A inputs

the 
orre
t password impersonating the parter of the target entity on-line. This

probability is bounded by (q

se

+1)=N sin
e A 
an try at most q

se

+1 passwords

on-line where q

se

passwords are tried using Send ora
le and 1 using the 
hallenge

session. The other 
ases happen with more high probabilities. For example, Case

1 and 2 happen when an adversary eavesdrops a session, or sends modi�ed values

of ever used y

1

or y

2

, i.e. sends y

1

� g

j

1

� h

j

2

mod p or y

2

� g

j

1

� h

j

2

mod p for

j

1

; j

2

2 Z=qZ to the target entity. Case 3 happens when an adversary generates

y

1

(or y

2

) from its pre-images and sends it to the target entity.

While Case 1 to 3 happen with high probability, distinguishing the keying

material in these 
ases is as hard as or harder than solving DDH problem. Lemma

2 shows that distinguishing it in Case 2 is as hard as or harder than solving DDH

problem.

Lemma 2 Suppose there exists an algorithm A

1

, whi
h a

epts a 
hallenge tran-

s
ript g, h, y

1

and y

2

between the entities sharing the same password, and is given

a hint km

x

from Test

km

ora
le where km

x

is either equal to the keying material

of the target entity, i.e. km




or km

s

, or not with the probability of 1=2, and �-

nally distinguishes whether km

x

is the 
orre
t keying material or not in at most

� steps and with the advantage of �. Then one 
an 
onstru
t an algorithm B

1

whi
h runs in �

0

steps and solves a given DDH problem with the advantage of �

0

where

�

0

= �; (19)

�

0

= � + Poly(k

1

) (20)

and Poly(k

1

) is a polynomial of a se
urity parameter k

1

= log

2

q.

Proof.

B

1


an be 
onstru
ted as follows. At �rst B

1

re
eives a DDH set g

b

and

d = (d

1

; d

2

; d

3

) = (g

x

1

b

; g

x

2

b

; g

x

3

b

). B

1


hooses a random password pass

s

= pass




and a random generator h 2 G, and then gives g := g

b

, h, y

1

:= d

1

� h

pass




,

y

2

:= d

2

� h

pass

s

and km

x

:= d

3

to A

1

. If the answer of A

1

is km

x

= km




(whi
h also means km

x

= km

s

), B

1

returns d

3

= g

x

1

�x

2

b

. Otherwise it returns

d

3

6= g

x

1

�x

2

b

.

B

1


an solve the DDH problemwith the same advantage as � sin
e d

3

= g

x

1

�x

2

b

holds with probability 1 if km

x

= km

s

= km




. The number of steps required

for B

1

is mainly 
onsumed in the 
al
ulation of h

pass




and h

pass

s

whi
h ends in

polynomial steps of k

1

= log

2

q. Thus �

0

= � + Poly(k

1

).

2

Lemma 3 shows that distinguishing the keying material of the server (im-

personating a 
lient) in Case 3 is as hard as or harder than solving DDH prob-

lem. This also means distinguishing the 
lient's keying material impersonating

a server is as hard as or harder than solving DDH problem. (The 
orresponding

proof 
an be obtained by repla
ing r

1

and pass




in the following proof with r

2

and pass

s

respe
tively, due to the symmetry of our proto
ol.)



Lemma 3 Suppose there exists an algorithm A

2

, whi
h a

epts g, h, y

2

, y

1

, r

1

,

pass




and km

x

where g, h, y

2

and y

1

are a 
hallenge trans
ript between entities

that does not share the same password, r

1

and pass




are the pre-image of y

1

,

and km

x

is a hint given by Test

km

ora
le, whi
h is either km

s

or not with the

probability of 1=2, and �nally distinguishes whether km

x

= km

s

or not in at

most � steps and with the advantage of �. Then one 
an 
onstru
t an algorithm

B

2

whi
h runs in �

0

steps and solves a given DDH problem with the advantage

of �

0

where

�

0

= �; (21)

�

0

= � + Poly(k

1

) (22)

and Poly(k

1

) is a polynomial of a se
urity parameter k

1

= log

2

q.

B

2


an be 
onstru
ted as follows. At �rst B

2

re
eives a DDH set, g

b

and

d = (d

1

; d

2

; d

3

) = (g

x

1

b

; g

x

2

b

; g

x

3

b

). It 
hooses a random number r

1

2 (Z=qZ)

�

,

two distin
t passwords pass




and pass

s

, and then gives A

2

g := g

b

, h := d

2

,

y

2

:= d

1

h

pass

s

, y

1

:= g

r

1

h

pass




, r

1

, pass




and km

x

= d

r

1

1

� d

(pass




�pass

s

)

3

. If

the answer of A

2

is km

x

= km

s

, B

2

returns d

3

= g

x

1

�x

2

b

. Otherwise it returns

d

3

6= g

x

1

�x

2

b

.

B

2


an solve the DDH problem with the same advantage as � sin
e

km

x

= d

r

1

1

� d

(pass




�pass

s

)

3

; (23)

km

s

= g

x

1

�r

1

� h

(pass




�pass

s

)x

1

= d

r

1

1

� g

x

2

(pass




�pass

s

)x

1

; (24)

and d

3

= g

x

1

x

2

b

holds if km

s

= km

x

. The number of steps required for B

2

is

mainly 
onsumed in the 
al
ulation of y

1

, y

2

and km

x

whi
h ends in polynomial

steps of k

1

= log

2

q. Thus �

0

= � + Poly(k

1

).

2

Distinguishing the target keying material in Case 1 is as hard as or harder

than doing that in Case 3 sin
e the pre-images of y

1

and y

2

are not given to

the adversaries in Case 1. The 
orresponding proof 
an be obtained simply by

removing y

1

and pass




from the inputs of B

2

in the proof of Lemma 3.

From the above dis
ussion and De�nition 3, the probability that one 
an

obtain some information on the keying material from one trans
ript in Case 1

to 3 is upper bounded by �

ddh

(k

1

; t). In total, A 
an obtain at most q

se

+ q

ex

+1

trans
ripts where q

se

+q

ex


an be obtained using Send and Exe
ute ora
les, and 1

from a 
hallenge trans
ript. Thus the probability of A being able to obtain some

information on the 
hallenge keying material in Case 1 to 3 is upper bounded by

(q

se

+ q

ex

+ 1) � �

ddh

(k

1

; t). And then the probability of A being able to obtain

it in the se
re
y ampli�
ation phase is upper bounded by

Pr(KmUnknown)

�

q

se

+ 1

N

+ (q

se

+ q

ex

+ 1) � �

ddh

(k

1

; t): (25)



By substituting (18) and (25) for (8), the upper bound of Pr(Win) is given

by

Pr(Win) �

(q

se

+ q

ex

)

jGj

+

1

2

+

q

se

+ 1

N

+

�

ma


(k

2

; t; q

se

+ 2q

ex

+ q

re

+ 2)

2

+(q

se

+ q

ex

+ 1) � �

ddh

(k

1

; t): (26)

(7) 
an be obtained by substituting (26) for (6).

2

5 Extension to Server Compromise

The system is said to be se
ure against server 
ompromise if the o�-line ex-

haustive sear
h for the password is the best atta
k when an adversary obtains

a signature of the password of a user. Note that the signature of the password

means all the ne
essary information for the server to verify the user, and it

in
ludes enough information to perform the o�-line exhaustive sear
h for the

password.

If one wants to enhan
e our proto
ol to the server 
ompromise, the follow-

ing extension is available. The server stores V

s

:= h

pass

s

as the signature of

the password for the user. In the 
ase of authenti
ation, the server generates a

random number r

3

2 (Z=qZ)

�

in addition to r

2

and sends y

3

:= g

r

3

with y

2

.

Both the 
lient and the server 
al
ulate km




:= f(y

2

� h

�pass




)

r

1

jjy

pass




3

g and

km

s

:= f(y

1

� h

�pass

s

)

r

2

jjV

r

3

s

g, respe
tively, and then in
lude y

3

in ea
h MAC

like MAC

km

(Tagjjy

1

jjy

2

jjy

3

).

6 Con
lusion

We proposed a pretty-simple password-authenti
ated key-ex
hange proto
ol that

is proven to be se
ure in the standard model (instead of the random ora
le model)

under the following three assumptions. (1) DDH (De
ision DiÆe-Hellman) prob-

lem is hard. (2) The entropy of the password is large enough to avoid on-line

exhaustive sear
h (but not ne
essarily o�-line exhaustive sear
hes). (3) MAC is

sele
tively unforgeable against partially 
hosen message atta
ks, (whi
h is weaker

than existentially unforgeable against 
hosen message atta
ks).

Our proto
ol is almost as eÆ
ient as DiÆe-Hellman key-ex
hange, and 
an

be implemented easily with a small modi�
ation of it.
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