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Abstract. We propose a one-rouridout-of-n computationally-private informa-
tion retrieval protocol for-bit strings with low-degree polylogarithmic receiver-
computation, linear sender-computation and communica@itk - log?n + £ -
logn), wherek is a possibly non-constant security parameter. The newoprot
col is receiver-private if the underlying length-flexibldditively homomorphic
public-key cryptosystem is IND-CPA secure. It can be trarmsed to a one-round
computationally receiver-private and information-thetarally sender-private-
out-of-n oblivious-transfer protocol fof-bit strings, that has the same asymptotic
communication and is private in the standard complexigoethtic model.
Keywords. Computationally-private information retrieval, lengtexible addi-
tively homomorphic public-key cryptosystem, obliviouansfer.

1 Introduction

During a 1-out-of-n computationally-private information retrieval protocfur /-

bit strings, CPIRj, Receiver retrieves an entry from Sender's datab8se=
(S[1],...,S[n]), S[j] € {0,1}, so that a computationally bounded Sender will not
obtain any information on which element was retrieved. Thst fand up to now
the only CPIR} protocol, CMS;, with polylogarithmic inn communication was
proposed in [CMS99]. Alternatively, based on an earlier kvby Kushilevitz and
Ostrovsky [KO97], Julien P. Stern [Ste98] proposed anoftherily—that we call
HomCPIR} («)—of CPIRj protocols, based on an arbitrary IND-CPA secure addi-
tively homomorphic public-key cryptosystem. If say< 240, then Stern’s protocol
is quite communication-efficient. In particular, for alltistic values ofn and/, it is
vastly more communication-efficient th&Msj..

However, the communication siomCPIR} («) is not polylogarithmic, and may
be even more importantly, it has superpolylogarithmic Res&s computation and su-
perlinear Sender’s computation in In particular, Sender’s superlinear computation
makes Stern’s protocol inapplicable for say- 2'°. This can be compared with essen-
tially constant-time Receiver’'s computation and lingaretSender’'s computation in the
linear-communicatio®PIR; protocols of [NPO1,AIR01]. Construction of an efficient-
in-practice (this involves both communication-efficieraryd computation-efficiency)
and yet polylogarithmi€PIRj protocol has been a major open problem.

In this paper, we propose a n&WPIR;" protocol with log-squared communication
that has a very low computational overhead. It takes adgargithe concept of length-
flexible additively homomorphic (LFAH) public-key cryptystems [DJ01,DJ03]. Re-
call that a LFAH public-key cryptosystem has an additioealgth parameter ¢ Z+,



such that given a public and private key pair of the receiver a random value be-
longing to ans-independent set, the encryption algorithm map<it plaintexts, for
any s and for a security parametgyto (s + £)k-bit ciphertexts for some small integer
¢ > 1; ¢ = 1in the case of the cryptosystem from [DJO1]. This can be coethi® the
conventional additively homomorphic public-key cryptsms [Pai99] that maj-bit
plaintexts tonk-bit ciphertexts for someg > 2.

Now, assume that = [¢/k]. Assume the existence of an LFAH public-key cryp-
tosystem with the mentioned properties. We show that forany[log n], there exists a
CPIR} protocolLFCPIR} () with communicatiorfar- (s + §(a+ 1)) (n/® — 1)+ s+
af) -k bits. In particular, in the asymptotically optimal case= log n, the communica-
tion of LFCPIR} (logn) is (% log® n+ (s + %) logn+s)-k = O(k-log? n+£-logn)
bits. Moreover, if¢ > k - logn, thenLFCPIR} (logn) has communicatio® (¢ - logn)
bits with the constant in th@-expression being arbitrary close tpthis is very close
to the communication of non-private information retrigfabg n] + ¢. An important
property of our protocols is that they are simple to undestnd to implement.

Additionally, we describe some variants of our basic protdhat are especially
efficient for particular values of andn, and that enable to balance communication
and computation. For example, we describeCA1R; protocol with communication
(14 &)((n — 1)k + £); this results in close-to-optimal communication in theecaé
small databases but long documents.

If one uses a fast exponentiation algorithm, Sender’'s work slight variant of
LFCPIR} (logn) is equivalent to@(nf) - k>+°() bit-operations; this is optimal in
up to a multiplicative constant. Receiver's work is low-deg polylogarithmic inn,
O((k -logn + ¢£)>+°()) bit-operations, and therefore also close to optimal.

Our results indicate that in the case @PIR; protocols, one should not over-
emphasise complexity-theoretic notions like polylodariicity, but instead study the
communication of a protocol in a very concrete frameworkisTil best illustrated
by the fact that fom < 2%°, the only previous polylogarithmi€PIR} protocol by
Cachin, Micali and Stadler requires more communicatiom thust transferring the
whole database. On the other hand, we do not deny that hawlgtpgarithmic com-
munication is important in theoretic frameworks. The newtpcols, proposed in this
paper, are both polylogarithmic (“good in theory”) and rizqless communication than
any of the previou€’PIR} protocols for practically any values af and? (“good in
practice”).

All previous protocols that use LFAH public-key cryptossts utilise encryptions
only under a single, although possible very large, valueheflength parameter. A
transcript of theLFCPIR} (o) protocol includes encryptions of interrelated plaintexts
under different values of the length parameter. This uséH. public-key cryptosys-
tems is novel and therefore interesting by itself. We defimeea security require-
ment for cryptosystemsy-IND-LFCPA-security, and show that known IND-CPA se-
cure LFAH public-key cryptosystems are secure in the sehseldlD-LFCPA (under
a tight reduction), and thatFCPIR} («) is secure under a tight reduction to irdND-
LFCPA-security of the underlying public-key cryptosyste@munder a looser reduction
to the IND-CPA-security of the underlying public-key crgpystem.



We briefly discuss the potentially stronger setting where m@eds security against
adversaries that work in timpoly(nf). Since the Decisional Composite Residuos-
ity Problem moduloM can be solved in timexp(O(1)log'/ M - (loglog M)2/3)
by using general number field sieve, one must hiave: 2(log®> °™ (nf)). Thus,
if security against such adversaries is requildelCPIR; (log n) has communication
2010g> W (nl) -log? n + £ -logn). If one comes up with a suitable cryptosystem that
has better security guarantees, then the expdhentl) can be improved td—o(1) or
even tol. Additionally, we show that FCPIR} (logn), if based on the cryptosystems
from [DJ01,DJ03], has communicatia® x> ~°() - log®n + ¢ - logn), whererx is a
security parameter that corresponds togkponentiakecurity level.

Finally, we show that one can transfotfiCPIR} («) to a computationally receiver-
private and information-theoretically sender-private-aoundOT} protocol, with log-
squared communication, that is secure in the standard exihyptheoretic model.

An early version of this paper (that in particular had thecdigsion of LFCPIR («v))
was posted on the IACR eprint server [Lip04] in Spring 200de Tonference version
has been shortened due to the lack of space. The full versimvrailable from [Lip04].

2 Prediminaries

For at € Z™, let [t] denote the sefl,...,t}. All logarithms in this paper will be
on base2, unless explicitly mentioned. Let be the base of the natural logarithm,
that is,Ine = 1. For a distribution (random variabley, let x < X denote the as-
signment ofr according toX. We often identify sets with the uniform distributions
on them, and algorithms with their output distributionssitaming that the algorithm
that outputs this distribution is clear from the context wstjstraightforward to con-
struct. Letk andx be two security parameters, whéreorresponds to the superpoly-
nomial security (breaking some primitive is hard in tipely(k)) andx corresponds
to the exponential security (breaking some primitive isdhiar time 2°(%)). Denote
Lasla, b] := exp(a(In M) - (Inln M) ~?). Throughout this paper, we denote Sender’s
database size by, assume that database elements belon{g)m}e = Z4: for some
fixed positive integef, and denote := [£/k]. We denoteqrtlog(a, b) := \/log, b.

Assume thatM = p;p, is a product of two large primes. A numbeiis said to
be anM-th residue modulal/? if there exists a numbey € Z,;,» such thatz =
yM mod M?. The decisional composite residuosity problgRai99] (DCRP) is to
distinguish M -th residues from\/-th non-residues. The fastest known way to break
DCRP is to factor the modulua/, which can be done in tim@(L,[(64/9)Y/3 +
o(1),1/3]) by using general number field sieve.

A length-flexible additively homomorphic (LFAH) publigtkeyptosysteris a tuple
IT = (Gen, Enc, Dec), where (a)Gen is a key generation algorithm, that on ingt,
returns(sk, pk), wheresk is a secret key angk is a public key, (bEnc is an encryption
algorithm, that on inputpk, s, m,r), wherepk is a public key,s € Z* is a length
parametern is a plaintext and- is a random coin, returns a ciphertéc,, (m; ),
and (c)Dec is an decryption algorithm that on inp(k, s, ¢), wheresk is a secret
key, s is a length parameter ards a ciphertext, returns a plainteRec, (¢). For any
(sk, pk) < Gen(1¥) and for anys € Z*, Enc;, : M, x R — C, andDec;, : C; —



M, whereC; is the ciphertext space avd ; is the plaintext space correspondingfo
andR is thes-independent randomness space. We require that for sortig@ogeger
a, Cs C Mgy, for everys; we assume that is the minimal among sucii's. Length-
flexible cryptosystems not satisfying the latter requiretexist but are not interesting
in the context of our application. An LFAH public-key crygistemI] is additively
homomorphidf for any key pair(sk, pk), any length parametet anym, m’ € M, =
Zsm, and anyr, v’ € R, Encyy (m;r) - Encyy (m/; ") = Encp (m +m/;7 o r'), where

- is a multiplicative group operation i@, + is addition inZ ., , ando is a groupoid
operation inR. We assume that = log .M/ is the security parameter. For the sake of
simplicity, in our computations we will assume that, = (1M7)* with log tM =
sk, and thatiC, = M.

Let IT = (Gen, Enc, Dec) be a LFAH public-key cryptosystem. We define the ad-
vantage of a randomised algorithmin breaking its IND-CPA security as follows:
Adv'{}cf;pa(A) =2 |Pr[(sk, pk) « Gen(1%), (mg, m1,s) <« A(pk),b « {0,1},r «

R : A(pk,mo, ma, s, Encpy (mp; 7)) = b] — %\ Here, the probability is taken over the
random coin tosses @en, A, Enc;, and over the choice df andr. We say thatll is
(e, 7)-secure in the sense of IND—CFPﬁAAdv}“I‘f,j"a(A) < ¢ for any randomised algo-
rithm A that works in timer. If 7(k) is polynomial ink ande (k) is negligible ink, then
we sometimes just say that is secure in the sense of IND-CPA.

The Damgard-Jurik cryptosystein01 from PKC 2001 [DJ01] was the first pub-
lished IND-CPA secure LFAH public-key cryptosystem. AssuthatM = pips is
an RSA modulus. Here, for a fixed length parametetM;, = Zy-, R = Zj;
andCy = 73,4, thuslogiCs/logiM, ~ 1+ 1/s and§ = 1. Encryption is
defined byEncy, (m;r) == (1 + M)™ - r™" mod M**!, wherer «— Zj. The
DJ01 cryptosystem is additively homomorphic sireec;, (m1;71) - Encpy (ma;r2) =
Encpy(m1 + ma;7i72). The DJO1 LFAH public-key cryptosystem is secure in the
sense of IND-CPA, assuming that the DCRP is hard [DJO01]. Taa@ard-Jurik cryp-
tosystemDJ03 from ACISP 2003 [DJO03] is slightly less efficient thanj01, with
log#Cs/log fM = 1+ 2/s, that is, with = 2.

IND-CPA secure LFAH public-key cryptosystems have beem lefore, in partic-
ular, to implement multi-candidate electronic voting [2,J0J03] and large-scale elec-
tronic auctions [LANOZ2] over large plaintext spaces. We UBAH cryptosystems in
a more complicated setup that requires the transfer of etions of related plaintexts
modulo different length parameters during the same prdinstance.

During a (single-server)-out-of« computationally-private information retrieval
(CPIRy) protocol for ¢-bit strings, Receiver fetcheS[g] from the databasé =
(S[1],...,S[n]), S[4] € {0, 1}2, so that a computationally bounded Sender does not
know which entry Receiver is learning. We do not require $emal commit to or even
“know” a database to which Client’s search is effectivelylégd. Such a relaxation
is standard in the case of protocols like oblivious transfemputationally-private in-
formation retrieval and oblivious keyword search; our sigudefinitions correspond
closely to the formalisation given in [NPO1,AIRO01].

Formally, a one-roundCPIR; protocol I' is a triple of algorithms,
(Query, Transfer, Recover), corresponding to the two messages of the protocol
and the recovery phasQuery and Transfer are randomised anBecover is, in the



context of this paper, deterministic. L&y and Rt be two distributions, associated
with I, and letk be the security parameter. As usually, we assume that thbalse size
n is known to Receiver. The first messagegq < Query(1*, ¢, n; ), of a protocol
run is by ReceiveRec, wheregq is his input (index to the database)js the database
size andrg «— R is a new random value. The second message &bywho replies
with msgt « Transfer(1%,.S, msgq; r7), whereS is her input (the databasejsgq
is the first message of the protocol, and — R is a new random value. After the
second message, Receiver returns his private oRpedver(1¥, ¢, msgq, msgt). In
general, thecommunicatiorof I" is equal to|msgq| + |msgt|. However, we make a
convention that transferring Receiver’s public key—tisad part of several well-known
CPIR} protocols—does not increase the communicatiofi die can do this because
the usually very short public key can often be transferrddreethe actual data itself
becomes available; the key can also be shared between matoggrruns. However,
we will not prove security in this setting. Note that the commitation complexity
of information retrieval, without any privacy requiremerand with no additional
information on the structure of the data that would enablotopress it, iglog n] + £.

We say that &CPIR; protocolI” = (Query, Transfer, Recover) is correct if for
anyn, S € {0, 1}"6, q € [n], Recover(1*, ¢, msgq, msgt) = S[q], given thatmsgq «—
Query(1%,q,n;7¢) for somerg € Rg andmsgt « Transfer(1%, S, msgq; ) for
somery € Rp. For a randomised algorithmd executing Sender’s part in @PIR}
protocoll” and for a positive integer, define

b {0,1},rg « Rg : 1 1

Pr k k )
A(l , 40,41, M, Query(l » b, T TQ)) =b

Advi?i;l p(A) =2 -max
Y 90,91

2

to be the scaled advantage over random coin-tossingithas in guessing, which of the
two possible choiceg, andg; was used by the receiver, after observing a single query
from Receiver. Hergg, andg; are supposed to be valid inputs@aery(-, -, n;-). The
probability is taken over the coin tossesA4findQuery, and over the choices éfand

rq. We calll” a(r, ¢)-receiver-privateCPIRy protocol if Advil’, . (A) < e(k,n, )

for any probabilistic algorithnd that works in timer(k, n, £). In Sect. 4, we study an
alternative definition where is an unspecified value with > poly(n/).

The firstCPIR] protocol with sublinear communicatiof, 239rt108(2:n)-sartlog(2,k) )|
was proposed by Kushilevitz and Ostrovsky in [KO97]. Thetfit®IR] protocol
CMS? with polylogarithmic communication was proposed by Cagchificali and
Stadler in [CMS99]. The security of theMST protocol is based on thé Assump-
tion that basically states that there exists a constastich that given a large composite
M with unknown factorisation and a small prirpewith M ~ p/, it is hard to decide
whetherp | ¢(M). The CMS! protocol has receiver-side communicatiax/ + x*
(Receiver sends a triplen, z,Y) with logm = logz = x/ andlogY = x*) and
sender-side communicatied (Sender sends a valuewith log r = 7). Its total com-
munication iss* + 3xf = Q(log® n + log?! n) for some constanft and a security pa-
rameters > log® n. In particular, its communication depends prexistence of which
is conjectured by th@ Assumption. No hypothesis about the valuefoivas made
in [CMS99], except thaf > 4 to provide security against Coppersmith’s algorithm that
efficiently factorsm on inputs(p, m), wherep > m'/* is a prime such that | ¢(m).



log(communication in bits)

log(n)
AIR}
HomCPIR} (sqrtlog(n, n))
CMS} ------

LFCPIRHR} (0.371 - log n) -

Fig. 1. Logarithm of communication of some of the previously knowRIR’s on the logarithmic
scale inn, assuming that = 1024 andn = 2. (Except for theCMS7 protocol that has a security
parameter = max(80, log®n).) Here,l = 1024

One can transforl@MS7 to a CPIRjy protocol by running it times in parallel (with
the same Receiver's query); tha#1S? has communicatiof2(¢ - log®/ n + log® n).
Even if polylogarithmic, the communication of tgMS} protocol is larger than just
sending the database to Receiver for all relevant datalizese ¢See Fig. 1.) In the
CMS;j protocol, Receiver’s computation is polylogarithmicin

The Kushilevitz-OstrovskyCPIR; was generalised by Julien P. Stern [Ste98];
Stern’s protocol was later rediscovered by Chang [ChaO#in$ CPIR; is based
on an arbitrary IND-CPA secure additively homomorphic ¢ogystemI/. Simi-
larly to our previous conventionM is II's plaintext space and is II's ciphertext
space. Lety := [logfC/log#M] be theciphertext expansion ratiof II; n = 2
for the Paillier cryptosystem [Pai99] and for the Damgaumiik cryptosystem from
PKC 2001 [DJO1] and; € {2,3} for another cryptosystem by Damgard and Ju-
rik [DJO3]. W.l.o.g., assume that Sender’s datab8se- (S[1],...,S[n]) contains
n = \* entries from{0, 1}* for some positive integerand fora. € [log, n]. As always,
let s := [¢/k]. As shown in [Ste98], there exists &PIR; protocolHomCPIR} (<)
with the communicatiotinan!/ + sn®) - k bits. In particular, fow := sqrtlog(n, n),
HomCPIR} (§) has communicatiorind + s)n° - k bits. ([Ste98,Cha04] erroneously
claims that the communication 8fomCPIR} () is ©(n°) - k.) While even in the opti-
mal caseHomCPIR} (o) has superpolylogarithmic communicatidfomCPIR} (6) is
significantly more communication-efficient th&MsSj for all relevant database sizes
n < 289, (See Fig. 1.) Finally, Sender’s (resp., Receiver’s) cotafon is dominated



by ©(sn2°) (resp.,0(snd2°%)) k-bit exponentiations. This means that Stern's CPIR is
computationally less efficient than the Cachin-Micali<i¢a CPIR.

A CPIRj protocol (Query, Transfer, Recover) is an (computationally receiver-
private and information-theoretically sender-privaieput-of-n oblivious transfer pro-
tocol for ¢-bit strings(anOT} protocol) if also Sender’s privacy is guaranteed. For the
formal definition, we make a comparison to the ideal impletagon, using a trusted
third party that receive$ from Sender, receiveg from Receiver, and sendsg] to
Receiver. We assume that Receiver receives garbage (thatisdom value from some
S-independent set) if ¢ ¢ [n]. We do not need an explicit security definition of a
secure oblivious transfer protocol in this paper. (Seegkample, [NP01].)

3 New CPIR} with Log-Squared Communication

In this section, we use a LFAH public-key cryptosystéi = (Gen, Enc, Dec) to
improve over the concrete and the asymptotic communicdtod computation) of
HomCPIR} («), by presenting a family FCPIR; («) of CPIRj} protocols. As always,
we defines := [¢/k].

The basic idea of Protocol 1 is relatively simple. Fixe [logn]. Assume that
the databasé = (S[1],...,S[n]) is arranged as an-dimensional\; x --- X A,
hyperrectangle, for some positive integersthat will be defined later. W.l.o.g., we
assume that = []7_, );. In the simplest casey = logn and); = 2, then the
database is just arranged oR a - - - x 2 hypercube. We index every elemefii] in the
database by its coordinat@s, . . . ,i,) on this hyperrectangle, wheigc Z; . l.e.,

S(in,. . yia) = Sliv- [ A +iz2- [T X+ + a1 Aa +ia + 1]
=2 j=3

fori; € Z,,;. Analogously, Receiver's query is= (q1, . . ., o) With ¢; € Zy,.
We use homomorphic propertiesfto create a new databaSethat hasy — 1 di-
mensions, such th& (is, . . ., i,) is equal to an encryption & (q1, iz, - - . , i ), Where

So = S. We use this procedure repeatedly joe [a], to create(a — j)-dimensional
databasesS;, where the(s + j&)k-bit elementS;(i;, ..., i) encryptsj times the
valueS(q1,...,q-1,%4,--.,ia). At the end of thenth iteration, Sender has a single
(s+af)k-bit elementS,, that is am-times encryption of(qs, - . -, o) = S[g|. There-
fore, it suffices for Sender to just transfer one vaige with length|S, | = (s + af)k,

to Receiver. After that, Receiver recovef] by decryptingS, « times. Thus, the
basic idea of the new protocol is similar to thattdmCPIR} («). Sincell is length-
flexible, instead of dividing every intermediate ciphett#to n chunks as in the case
of HomCPIRj} («), we additively increase the length of the plaintexts. Owlartying
observation is thaEnc?,"® (ma; ra) B (m1i7) = Enc’é (my - Ency(mair)irs) €
Mio¢ foranym; € Mg, ma € M, ¢ andry, o € R, and for somes € R. In
particular, it is equal to an encryption of zeronif; = 0 and to a double-encryption
of my if mg = 1. Protocol 1 depicts the nelsFCPIR} () protocol with parameters,

optimised for large values d@f Note that herék g = REiclel ™ andRy = 0.



Private Input Receiver has, andg = (q1, - .., g«), Sender has.
Private OutputReceiver obtain$'(q1, . . ., ga)-

Receiver, Query(lk’, q,7;Rq):
Generate a key palsk, pk) < Gen(1%).
Forj «— 1toado, fort < 0to A; — 1 do:
Generate;; — R.
If g; = tthen seb,; — 1 else seb;: — 0.
Setﬁjt “— EnCi:(j_l)E(bjt; T’jt).
Send(pk, (ﬁjt)je[a],tezkj) to Sender.
Sender, Transfer(1%, So, msgq; Rr):
Forj «— 1toado
Forij+1 — OtO)\j+1 —1,...,%0 —0t0 Ao — 1 do:
SetS; (ij41, . .-, ia) — Htezx, ﬂjstj—l(t,ijﬂ,wia)-
SendS,, to Receiver. ’
Receiver Recover(1%, ¢, msgq, Sh):
Forj «— a downtol do: SetS)_, « Dec, ¥~ V%(55).
OutputSy.

Protocol 1. ProtocolLFCPIRy («) (non-optimised version), for fixedl and fixeds.
Here,ﬁjt, Sj (ij+1, . ,ia) S CSJr(j,l)E

We make the next simple observation that Sender can compuyte ; by him-
self, by settings; »,—1 « Enc;:(J_l)g(l;O)/ [1}257 B;.; this optimisation is valid
since]_[?;'f1 Bj¢ is always an encryption df. Therefore, in Protocol 1, Receiver does
not have to seng; », 1 to Sender. In the most practical case, whafe= 2, this
optimisation reduces communication by a factor2oin this case, this optimisation
also substantially simplifies some of the oblivious trangi®tocols, mentioned later
in Sect. 4. In the following, when we talk about thECPIR} (o) protocol, we always
assume that one applies this optimisation. Moreover, Irtftal the communication of
a CPIR} protocol does not includgk.

Theorem 1. Let IT = (Gen, Enc, Dec) be an LFAH public-key cryptosystem. Assume
that M, < 2° < M, for some fixeds > 1, that Receiver has private inpytand
Sender has private input = (S[1],. .., S[n]). Assume thak; = n'/® for all j € [al].

1. For everya € [log n], there exists a corretPIR; protocol LFCPIR} («) with the
receiver-side and the sender-side communication+ (a + 1)§)(n'/* — 1) - k
and (o€ + s) - k bits.

2. LFCPIR} (log n) has receiver-side communicatiof-log” n+ (s+5) logn) -k =
O(k - log>n + ¢ - logn) and sender-side communicatiég - logn + s) - k =
O(k - logn + £). In this case, Receiver's workloadg.. = O((s>T°™) - logn +
€s - log?toW p 4 2+0() L pg3Fol) p)2+o() and Sender's workload igse, :=
O(n) - (sk)2to),



Proof. Correctness:clear, since S;(ij41,...,iq) iS an j-times encryption of
S(ql, RN ij+1, - ,ia) and thUSS’;71 = Sa—l(Qa)a 5;72 = Sa—Q(Qa—h Qa)r T
S 1 =8i-1(Gi,---,qa), ..., andS{, = S(q1, ..., qa)-

CommunicationThe receiver-side communicationsgq| is

k]‘— «

SN (s +iOk =Y (s+5€)- (07 =1) -k = a- (s + (@ +1)g/2)(nH* ~ 1)k

j=1 t=1 j=1

bits. This is asymptotically optimal in- logn if o = logn.

Computation (in the case (2)%ender’s work is dominated [®/°¢"~J exponen-
tiations moduloM*+7¢ for everyj € [2,a]. Assume that a-bit exponentiation
can be done in tim& (k) for somea. Then, Sender’s workload is dominated by
n- Zlog" 277 . O((s + j€)*k*) bit-operations. Asymptotically im, this is equal to
O(n) - (sk)?; fast exponentiation algorithms result in Sender’s tiée) - (sk)>+o),
Receiver mustda; —1 encryptionsEnczf(j_1)5 foranyj € [n]. Thus, Receiver’s work

is 75 O(s + (7 — DE)*k) = TP O(s* + (76))ke) = O((s* M logn +
£s 1og2+0(1) n 4 £2re() . og3to) p)E2+e(1) pit-operations, if using asymptotically
fast exponentiation algorithms. a

It is surprising that such a seemingly simple modificatiorlofnCPIR} («) results
in the important asymptotic improvement, stated by Thm.amaly, using an LFAH
public-key cryptosystem wherg + j&)k-bit plaintexts are encrypted t& + (5 +
1)¢)k-bit ciphertexts, we achieve communicati®k - log® n + ¢ - log n), while using
an additively homomorphic public-key cryptosystem whre- j)k-bit plaintexts are
encrypted ton(s + j)k-bit ciphertexts, enabled [Ste98] to get communicatid( -
sqrtlog(n, n) - 259r1°8(m:n) 4 k. sqrtlog(n, n) - 259rte(n:1)) . Additionally, LFCPIR} (n) is
also more computation-efficient. These substantial imgmoents are possible because
a LFAH public-key cryptosystem is essentially a new priwétand not just another
off-the-shelf homomorphic cryptosystem.

We will prove the receiver-privacy of this protocol laterSection 4. In the rest of
this section, we propose some quite important optimisation

Optimisation for long documents and in Sender’s computatieor long documents,
LFCPIR} («) gains even more on the competitors than for short documeaty. =
2(k-log n), the asymptotic communication bFCPIR} («) is ©(¢-log n) thatis asymp-
totically optimal. Note that the constant inside tBeexpression gets arbitrary close to
1. If £ > k, then one can execute= [{/k] instances oL FCPIRS. (a)’s in parallel,
with the same Receiver’s message, with the receiver-sidé&@nsender-side communi-
cation of respectivelp 7, Z?;’;l(l +jk = 335 (1 + j§) - (n/* —1) -k =
a- (14 (a4 1)¢/2)(n'/* — 1) - k and s(a€ + 1) - k bits. We call this version
LFCPIRBIG] (o). For o = logn it has(s — 1)(¢ — 1)k - logn bits more computa-
tion thanLFCPIRBIG} (a), however, Sender's computation is oréy(n¢) - ko),
which is an important gain comparedltéCPIR} (logn). If needed, one can optimise
asymptotic communication dfFCPIRBIGy («) in ¢ by settinga < 1, then the com-
munication is(1 + §)(n — 1 + s) - k = O(n - k + ¢) bits; however LFCPIRBIG} (1)



is the same aslomCPIR; (1). A variant like LFCPIRBIGy (sqrtlog(2,n)) seems to
perform reasonably well in the practice, with typically desommunication than
HomCPIR (sqrtlog(2, n)).

Optimisation for short documentsi-or short documents, we can apply a different
optimisation strategy. As always, let := [(/k]. Let W be Lambert'sW func-
tion, that is, TV satisfies the functional identiti’ (z)e"V(®) = 2. First, we can use
LFCPIR} (ap - logn) with ag = In2/(W(—2e72) + 2) a 0.435; this results in the
minimal communication: (0.371-¢-log® n+1.706 - s-logn+1.288-¢ -logn+s) - k
for small values of the length parameterSecond, we can redefine the values\gf
as); «— ((s+a)!/s)* . (s+ j)~! - n!/. This choice of); results in the mini-
mal value ofd -7, (\; — 1)(s + ) = >5_; Aj(s + ) — a(s + (a + 1)/2) under
the constraint thaf[;_, \; = n. (In practice, we must round;-s to the nearest inte-
gers. For the simplicity of exposition, we will not expligitmention such issues any-
more.) Call the resulting instantiation of the prototBCPIRHR (o). LFCPIRHRY ()
has receiver-side and sender-side communication of réeplgq (s + a)!/5!>1/a ca-
(n*/® —1) -k and(s + a) - k bits. In particularLFCPIRHR} (o - logn) has com-
munication~ (0.273 - logn + (0.627 - s 4+ 0.314) - loglogn + O(1))k - logn =
O(k -log®n + £ - logn - loglogn). Fors = 1, LFCPIRHR} () is asymptotically ap-
proximatelyl.348 times more communication-efficient thaRCPIRY ().

If z := |sk/¢] > 1, then one can use the next optimisation. ExetHePIR} (&)
with the queryg := |¢/z] and the databas® = (S[1],...,S[|n/z]]), whereS[j] is
the concatenation of different consequent elemerfi§[;j/z1],...,S[[i/z] + z — 1]
from the databasé. Fixing @ = log(n/z), one can construct &PIR; with total
communication (0.273-log?(nf/(sk)) +0.435-s-log(nl/(sk)) -loglog(nt/(sk)) +
O(1))-k. This optimisation can be quite important in practice. la&xtreme case when
n = k = 1024 and?¢ = 1, the optimised version i$00 times more communication-
efficient than the unoptimised version.

4 On Security of LFCPIR And Transformation to OT

In all CPIR} protocols, proposed in Sect. 3, we have the next novel aavalsit-
uation. Given a LFAH public-key cryptosystem = (Gen, Enc, Dec), the adversary
obtains encryptions of interrelated plaintexts by usinggptally different values of the
length parameter, wheres is possibly chosen by herself. It must be the case that the ad-
versary obtains no new knowledge about the encrypted valilearly, security in this
adversarial situation is a generally desirable featureF#fH public-key cryptosystems
whenever it might be the case that the adversary obtainsreliff-length encryptions
of related plaintexts. This may happen almost always, exabpn all participants are
explicitly prohibited to encrypt related messages by usiifigrent values ok. There-
fore, we will introduce the corresponding security reqoieat formally and prove that
some of the previously introduced LFAH public-key cryptsi®ms havéight security
also in such an adversarial situation.

Let IT = (Gen, Enc, Dec) be a LFAH public-key cryptosystem. We define the ad-
vantage of a randomised algorithiin breaking/I’s «a-IND-LFCPA security as fol-



lows:

(sk, pk) « Gen(1%),

(mg, m1, $1,...,8a) < A(pk),b — {0,1},
Adv'IfY'i’,ldea(A,a) ;=2 |Pr | c1 < Encji(mp mod M, R),. .., —
ca < Encpi(my mod gM; ;R)

A(pk,mo,m1,81,...,80,Cly---,Ca) =b

(To prove the security oEFCPIR} («), we could use a slightly weaker assumption
where s,...,s, are not chosen byl; it is sufficient to consider the casg =
s+ (5 — 1)€. We omit discussion because of the lack of space.) Here apitlity is
taken over random coin tosses @én, Enczﬂ, A and over the choice df and of ran-
dom elements frorfk. We say thafT is (&, 7)-secure in the sense afIND-LFCPAIf
Adv;fy':',;dwa(A, «) < ¢ for any probabilistic algorithnd that works in timer. If 7(k)

is polynomial ink ande(k) is negligible ink, then we just say thaf is secure in the
sense ofv-IND-LFCPA. We omita if « may be any polynomial if.

By a standard hybrid argumenitye, 7 — O(«))-security in the sense af-IND-
LFCPA follows from the(e, 7)-security in the sense of IND-CPA. However, since IND-
LFCPA security is such a basic notion for LFAH public-key gigsystems, it makes
sense to prove the IND-LFCPA security directly, without thiermediatex-times se-
curity degradation. Next, we will show that for both welldmn LFAH public-key
cryptosystems[§J01 and DJ03), IND-LFCPA security follows from IND-CPA secu-
rity under a tight reduction. First, we prove the followiregrima that is motivated by
the observation that IND-LFCPA is a potentially strongexséy notion than IND-CPA
only in situations where the adversary cannot herself cdeygivenEnc;, (m; R), en-
cryptions of related plaintexts with different values o tlength parametey.

Lemmal. Assumell = (Gen,Enc,Dec) is a LFAH cryptosystem that i&, 7)-
secure in the sense of IND-CPA. Assume there exists an #igoShorten, such
that for all (sk,pk) < Gen(1%), anys; < s2, anym € M, and anyr € R,
Shorten(pk, s1, s2, Encji(m; 7)) = Encj (m;R). AssumeShorten can be computed
in time tshorten (K, $2). ThenIl is (e,7 — a - tshorten (K, Smax) — O(cx))-secure in the
sense ob-IND-LFCPA wheres .. is the largests; that an admissible adversary can
choose.

Proof. Really, assumed is an adversary who breaks thelND-LFCPA security in
time 7’ and with probabilitye. Construct the next adversaky* that breaks the IND-
CPA security ofII: Obtain a new random public keyk, send this toA. M asks
A to produce(mqg, mi,S1,-..,84). Assume thats; < so < -+ < 54 < Smax-

Give (mg,m1,s,) to the black box, who returns, « Encp(ms;R). Compute
c; < Shorten(pk, si, s, Enc i (my; R)) fori € [a—1]. Send(ci, . . ., co) to A, obtain
her gues®’. Returnt’. Clearly, if A has guessed correctly thén= b. O

For bothDJ01 andDJ03 it is straightforward to construct the required functiirorten.
In the case of thedJO1, Encj (m;R) = (Encji(m;r) mod M?) - Encyi (0;R).
In the case of th®J03 cryptosystemEncg, (m;7) = (¢" mod M, (1 + M)™(h"



mod M)™" mod M**!). Therefore, giverEnc;;(m;r) = (a,b), one can compute
Encyi(m;R) = (a,b mod M=) - Encpi (0;R). We would get a similar security re-
sult, if there existed an efficient functidtxpand, such that fors; < s1, and for any
m € Ms,, Expand(pk, s1, s2, Enc i (m; R)) = Encgj (m; R). As we show in the full
version, the existence of such a function would additignasult in aCPIR} protocol
with logarithmic communication. Now, we can prove the nesuit.

Theorem 2. Fix n anda € [logn]. LetIT = (Gen, Enc, Dec) be a LFAH public-key
cryptosystem that ig, 7)-secure in the sense afIND-LFCPA, wherer >> Tse,. FiX s.
ThenLFCPIR} (o) is (g, 7')-receiver-private. Herer’ = 7 — mgec — O(a - (sk)* o),
whereTge. is the time to execute the honest Receiver.

Proof. Assume that some adversafythat works in timer breaks the receiver-privacy
of LFCPIRY («) with probabilitye. More preciselyA generates a key pask, pk) «—
Gen(1*). Givenpk and an arbitraryqo, q1), A generatess and sends: to Receiver.
Receiver picks a random bt and sends the first messa@aery (1%, 5N TQ) =
(pk, (B;¢),¢) of the LFCPIRy («) protocol, whererg is randomly chosen fromR,
to A. A outputs a guesk, such that - | Prjb = /] — 1| > . Next, we construct a
machine)/ that usesA as an oracle to break theIND-LFCPA security of /I with
probabilityAdv}r}cj,‘;pa(MA) = e. That is, given a random key pa(igk, pk), M comes
up with a message pafimg,m1) and length paramete(s, ..., s,), such that after
seeingEnc,; (my; R) for arandomb « {0, 1} and fori € [o], M outputs a bit’, such
that2 - |Pr[b=b] — 1| > e.

M does the next: Let Receiver to genergp, sk), obtain pk and forward it
to A. Obtain (g9, q1) whereq; = (gi,-.-,¢a). Assume thaty, and ¢; differ in
the coordinate set/. M setsmy «— 0, m; < 1 and asks for a challenge on
(mo, m1, (s+ (j — 1)§)jes). Forarandond «— {0, 1}, M obtains the challenge tuple

(¢j « Encsk*(jfl)f(mb; R))jes. M constructs the querf3;;); . exactly as in Proto-

col 1, exceptthatwhefe 7, he setss; 4, < ¢; andf;.q,, — Enciy V" V5(1;0)-¢; .
Thereforepk, (Bj¢);.+) = Query(1*, gy, n; R). M sends(pk, (3;¢);.+) to A and ob-
tains her gues?b{. M returnst’ = b'. Clearly,b = V' if A guessed correctly. Therefore,
M has success probability M’s time is equal tar + 7rec + O(ar - (sk)* o). O

This result means in particular theECPIR} («) is receiver-private (a) under loose re-
duction witha-times security degradation, in the caeis an arbitrary IND-CPA se-
cure LFAH public-key cryptosystem; (b) under tight redantio the underlying cryp-
tographic problems, in the cagéis DJ01 or DJ03.

On Concrete Versus Polynomial Security. It is necessary to use concrete security
(that is, always talking about adversaries, working in timand breaking a primi-
tive with probabilitye) when one wants to be able to precisely quantify the value of
the used security parameter. However, recall that the isigatof Sender in &PIR}
protocol isn¢ and that Sender’s computation is at least lineandnthis follows di-
rectly from the privacy requirement). Clearly, an adveysarould be given time that

is vastly larger than the time, given to the honest Sendéerhimn. 2, we resolved this



by requiring thatr > 7s.,. Alternatively, one can require that no adversary is able
to breakCPIR} in time, polynomial inn¢, with a non-negligible probability im¢.
Assume also that the underlying hard problem, with inputf size k, can be bro-
ken in time Lys[a, b]. In the case oLFCPIR; («), when based on thBJ01 or the
DJ03 cryptosystem) = 1/3. Then, it is necessary thdity[a, b] = w((nf)c) for ev-

ery constant, or thatk?log' ~® k = w(log(n¢)). Omitting the logarithmic factor, we
get thatk = 2(log'/®(nt)). Therefore, if we want security against adversaries, work-
ing in time poly(n¢), when basind-FCPIR} (a)) on the DCRP, we must assume that
k = 2(log>°W(nf)) and thus the communication of th&CPIRY (logn) becomes
O(log®> =M (nf) - log? n + ¢ - logn). While such an analysis is usually not necessary
in stand-alone applications of computationally-privat®imation retrieval, there are
theoretical settings where polynomial security is desfeed., when a CPIR protocol is

a subprotocol of a higher level application).

Alternatively, one can define another security parametecorresponding to the
desideratum that breaking th&PIR} protocol should be hard in timg°(®), and
then expressing the communication in the terms:oBased on the hypothesis that
the best attack against the DCRP is the general number fiele,sit means that
k- (Ink)? = 9(9(1“62#) = (k%) and thusLFCPIR} («), based on any LFAH
public-key cryptosystem that relies on the DCRP being haely communication
O(k3°M . log®n + £ - logn). In particular, this captures reasonably well the natu-
ral requirement that the adversary should be able to spetehsit as much time as
Sender: in practice, given large enouglsay,x = 80), we may assume that a honest
Sender always spends considerably less time #amnits. This also means thatis
restricted to be considerably smaller tiedn but we do not see now problems with that
in practice; it is hard to imagine anybody executin@BIR; protocol withn larger
than24°! Additionally, this gives us another argument why smalld@mrside computa-
tion is important for &CPIR} protocol. As mentioned beforeFCPIR} () does better
thanHomCPIR} (+) also in this sense.

Oblivious Transfer with Log-Squared Communication. We can use one of several
existing techniques to transform th& CPIR} («) protocol into an oblivious transfer
protocol. For these techniques to apply, one must first mdéibtocol 1 so that it
would be sender-private if the receiver is semi-honesR 6 a quasigroup (that is, if
Va,b € R there exist unique, y € R such thatixz = b andya = b, then alsacR = R
foranyz € R), thenitis sufficient that Sender masks all intermediateesv; by mul-
tiplying them with a random encryption 6f Additionally, it is necessary for Receiver
to prove the correctness of his public key; this step can Ioe doa setup phase of the
protocol only once per every Sender, after that the samedebhe used in many execu-
tions of the same protocol. We will assume that Protocol 1dess modified like that,
thus this proof of correctness does not increase the nunflseunds. Due to the lack
of space we omit the proof that this can be done in a securéWapmit description of
some possible resulting oblivious transfer protocols—edam the Naor-Pinkas trans-
formation [NP99] and on the zero-knowledge proofs—from pineceedings version
of this paper. The Aiello-Ishai-Reingold transformatidescribed next, is superior to
the Naor-Pinkas transformation, since the latter only gotses computational sender-



privacy, and to the transformation based on zero-knowledgefs since the latter either
takes four rounds or works in a non-standard model (thaitleein the random oracle
model or in the common reference string model).

Let M be a plaintext space ar@tla ciphertext space, corresponding to some pa-
rameter choice of EIGamal public-key cryptosystem. In [B1R the authors proposed
the next generic transformation of @IR;, ;. protocol to anOTy;, ;1 protocol: Re-
ceiver sends an EIGamal encryptioof the queryy, together with the first message of
CPIR[, ¢, to Sender. Sender applies the computations, correspptalithe second
step of theAIR},; protocol, with input, to her database, and then the second step of the
CPIR], 4, to the resulting database of ciphertexts. When appliedr IR} (logn),
the resulting T} protocol has communicatidag #C + (5 -log® n+(s'+ 2 log n+s')k
instead of § log” n+(s+32+) log n-+s)k in theLFCPIR},,; (log n) protocol. Heres and
s’ are the smallest integers, such that> log M ands’k > log #C; usuallys’ = 2s.
Therefore, this transformation increases communicatioibpC + (s - logn + s)k
bits. The resulting

oblivious transfer protocol imformation-theoretically sender-privateot like the
protocol based on the Naor-Pinkas transform) if EIGamaNB-ICPA secure and!
is IND-LFCPA secure, that isn the standard complexity-theoretic modebt like the
protocol based on non-interactive honest-verifier zeroskadge proofs). However, it
still makes the additional assumption that EIGamal is INPAGecure.

5 Comparisons

Fix £ = 1024 and s = 1. The difference between the communications of the
linear Aiello-Ishai-Reingold CPIRAIR} [AIR01] (with communication2(n + 1)k),
the polylogarithmic CPIRCMS} [CMS99] (with possibly overly optimistic setting
x = min(80,log?n) and f = 4; whether theCMS} CPIR is actually secure in
this setting is unknown), the superpolylogarithmiemCPIR} (sqrtlog(2,n)), and
LFCPIR} (logn) is depicted by Fig. 1. For small values 6fthe best solution is to
use thd_FCPIRZ(m -logn) protocol. For large values @f one might to use
LFCPIRBIG} («) with a suitably tuned, saya = sqrtlog(2, n).
Computation-efficiency is an important property of tHeCPIR} («) protocol since
otherwise in some applications one would prefer a protodtil & smaller computa-
tional complexity but with linear communication. Moreoyier practice, Sender’s huge
computation is mostly likely going to be the first obstacleapplying CPIR} pro-
tocols on large databases. LfCPIR} (logn), Sender’s computation i®(n¢) k-bit
exponentiations, which is asymptotically optimakinThis compares favourable with
O(¢ - n2sartes(n.n)) k-bit exponentiations itdomCPIR} (sqrtlog(n, n)). In particular,
Sender’s computation cost LFCPIR} (log n) is comparable to that of the-out-of-n
oblivious transfer protocols from [NP0O1,AIR01] that haireelar communication.
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