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Abstract

A double length hash function is a 2n-bit hash function based on an n-bit compression func-
tion. To increase the security level, designs of good double length hash functions are important.
In this paper we construct a class of maximally secure double length hash functions in random
oracle model based on some good permutations. This class contains recently proposed double
length hash functions [16, 25]. We also propose an efficient double length hash function and
study its security level in the random oracle model. We prove that any attack algorithm in the
random oracle model needs Ω(2n/(s2ns)) time complexity, where s is some parameter related to
the rate of the hash function. Thus there is a trade-off between the efficiency and security. We
use the notion of computable message [?] to make the security analysis of proposed hash func-
tions. We also see that the security analysis of hash functions based on random permutations
and hash functions based on random functions are very much related.

1 Introduction

A hash function is an easily computable function from the set of all finite binary strings, {0, 1}∗,
to a set of binary strings of some fixed length, {0, 1}n. Hash functions have been popularly used
in digital signatures schemes [8, 14], public key encryption schemes [6, 38] message authentication
codes [22] etc. To construct secure digital signature schemes, public key encryption schemes etc.,
people use collision resistant hash functions or preimage resistant hash functions. Intuitively, a
collision resistant hash function is a hash function, H(·), where it is hard to find two different
inputs X 6= Y (known as a collision pair) such that H(X) = H(Y ). In case of preimage resistant
hash function, given a random image it is hard to find an inverse of that image.

1.1 Design of a Hash Function

Usually, a hash function is designed in two steps. We first design a small domain compression
function and then we extend the domain into the arbitrary domain, {0, 1}∗.

1. In the first step a compression function, f : {0, 1}n×{0, 1}m → {0, 1}n, is either defined from
scratch or based on other primitives, e.g. Block Cipher. The most popular hash functions
from scratch are SHA family (SHA-1, SHA-256 [31, 32]), MD-family (MD5, RIPEMD [12, 34,
35]), TIGER [1] etc. B. Preneel, R. Govaerts, and J. Vandewalle [33] classified block cipher
based compression functions. Let E : {0, 1}n × {0, 1}n → {0, 1}n be a block cipher then a
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compression function f : {0, 1}n × {0, 1}n → {0, 1}n (here, m = n) can be defined in the
following way :

f(h, x) = Ea(b) ⊕ c, where a, b, c ∈ {h, x, h ⊕ x, v},

Here, v is a fixed n-bit string and |h| = |x| = n. These sixty-four compression functions are
known as PGV-compression functions. Some of the PGV compression functions were proposed
earlier. For example, Davis-Meyer [?] compression function, Ex(h) ⊕ h, Miyaguchi [?] and
Preneel [?] compression function, Ex(h) ⊕ x ⊕ h.

2. The second step is a method of domain extension of compression functions. In the classical
method i.e. MD-method (Merkle-Damg̊ard ) [8, 28] the input message, M , is padded unam-
biguously. The binary representation of length of the message is also padded. The padding
rule makes the input size multiple of m and at the same time, it rules out some trivial attack.
Let the padded message be M ′ = m1|| · · · ||ml, where |mi| = m, 1 ≤ i ≤ l and let h0 be a
fixed initial value. Define the hash output of the message M as follows;

H(M) = hl, where hi = f(hi−1, mi), 1 ≤ i ≤ l.

1.2 Motivation and Our Contribution

The collision attack and the preimage attack are the most popular types of attack for a hash func-
tion. The birthday attack requires O(2n/2) or O(2n) complexity to find a collision or to find a
preimage respectively on an n-bit hash function. The complexity means the number of computa-
tions of the underlying compression function f . The birthday attack on the compression function
based on a block cipher can be practically feasible, since they have small output size (eg., n = 64
or 128). Thus, in this paper we are interested in the following problem.

Problem : Given a compression function, f : {0, 1}n+m → {0, 1}n (or s compression functions
f1, · · · , fs : {0, 1}n+m → {0, 1}n), how to design a compression function F : {0, 1}N → {0, 1}2n,
where N > 2n and a hash function H : {0, 1}∗ → {0, 1}2n.

The compression function, F : {0, 1}N → {0, 1}2n, is termed as a double length compression function
and the hash function H : {0, 1}∗ → {0, 1}2n is known as a double length hash function. Designing
a secure double length compression function would be sufficient to construct a secure double length
hash function. The classical hash function is as secure as the underlying compression function. The
most natural and efficient construction of a double length hash function is the concatenated hash
function H||G, where H and G are two classical n bit hash functions based on the compression
function, f(·), with two different initial values. H and G also can be based on two different
compression functions f1 and f2. This concatenated hash functions had been popularly used in
many industries. Recently, A. Joux [17] showed that there is a collision attack on the concatenated
hash function in time complexity O(n2n/2). There were several attempts to construct a secure
block cipher based double length compression functions. Most of these have several attacks much
better than the birthday attack [15, 20, 19, 25, 16, 37].

In this paper we design several new double length hash functions and compute their security level
and the rate. Our first design is a generalization of Lucks’s [25] and Hirose’s [16] construction. Given
a permutations p(·) on the set of all N -bit strings and a compression function f : {0, 1}N → {0, 1}n,
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define F (X) = f(X)||f(p(X)). We show that the double length function F is maximally secure
provided the permutation p does not have any fixed point (see Sect. ??). Thus, we have a class
of maximally secure double length hash functions. Next, we designed an efficient double length
hash function. This construction is very much similar to the concatenated hash function except
the mixing up the intermediate hash values. We show the collision security (or preimage security)
level of the double length hash function Ω(22n/3) (or Ω(24n/3)).

Organization of the paper : We first give some basic results and definitions. We define the
random oracle model and black box model. We define a rate function or rate which is a measurement
of efficiency of a hash function. This definition differ from the definition taken in [37, 19]. But
all these definitions are equivalent. We also state some recent works. Next we state our new class
of double length hash function and study the security level in the random oracle model. We also
describe an efficient double length hash function and study it’s security property. Finally, we give
some idea of future works and conclude.

2 Preliminaries and Related Works

In this section we give a brief introduction of random function and random permutations. We also
state the behavior or an adversary in the random oracle model or in the black-box model. We also
illustrate some related and recent works in designing double length hash or compression functions.

2.1 (Independent) Random Functions and Permutations.

Random Function. A random function f : D → R taking values as a random variable such
that for any x ∈ D, f(x) has uniform distribution on R and for any k > 0 and k distinct elements
x1, · · ·xk ∈ D, the random variables f(x1), · · · , f(xk) are independently distributed.

Independent Function. We say a family of functions f1, · · · , fs : D → R are independent if
for any s subsets {x1

1, · · · , x
1
k1
}, · · · , {xs

1, · · · , x
s
ks
}, the random vectors (f1(x

1
1), · · ·, f1(x

1
k1

)), · · ·,
(fs(x

s
1), · · ·, fs(x

s
ks

)) are independently distributed. We say f1, f2, · · · fs : D → R are independent
random functions if they are random functions and independent too.

(Independent) Random Permutation. A permutation E : D → D is said to be a random
permutation if for any k > 0 and k distinct elements x1, · · · , xk ∈ D, the random variable f(xk)
condition on f(x1) = y1, · · · , f(xk−1) = yk−1 is uniformly distributed over the set D−{y1, · · · , yk−1}.
Obviously f(x1), · · · , f(xk) are not independently distributed. We say a family of permutations
E : {0, 1}k × {0, 1}n → {0, 1}n is a random permutation if for each K ∈ {0, 1}k, E(K, ·) is a
random permutation and for each s > 0, and s distinct elements K1, · · ·Ks, E(K1, ·), · · · , E(Ks, ·)
are independent function.

Proposition 1 If f : {0, 1}n+k → {0, 1}m is a random function then the family of functions
{fs}s∈{0,1}k , fs : {0, 1}n → {0, 1}m defined by fs(x) = f(x||s), where |x| = n, are independent

random functions. In particular, if f : {0, 1}N → {0, 1}n is a random function then f0, f1 :
{0, 1}N−1 → {0, 1}n, fi(X) = f(i||X), |X| = N − 1 and i = 0, 1 are two independent random
functions.
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2.2 The model of the adversary

In this paper mainly we assume the underlying compression function is a random function unless it
is stated clearly. If the compression function is based on a block-cipher then we assume the block
cipher is a random permutations. In these model the adversary plays in some particular ways.

When we assume that the compression function, f(·), is a random function then the adver-
sary made several queries to know the output values of f . Thus he choose x1, · · ·xq adaptively
and got responses y1, · · · , yq, where yi = f(xi). We can think that yi as a realization of the
random variable f(xi) which is observed by the adversary. Define the complete list of query-
response pairs ((x1, y1), · · · , (xq, yq)) by the view of the adversary. Any output produced by
the adversary should only depend on the view. Moreover, if the adversary is finding collision
for a hash function, H(·), based on the compression function, f(·), and it outputs a pair of
distinct messages M 6= N then the values of H(M) and H(N) should be computed from the
view. When we have two or more compression functions f1, f2, · · · we have a set of lists of pairs
{((x1

1, y
1
1), · · · , (x

1
q , y

1
q )), ((x

2
1, y

2
1), · · · , (x

2
q , y

2
q )), · · ·} where the first member is the view due to the

random compression function f1 and so on. This set will be called as a view of the adversary.

In case of block cipher based construction, an adversary has access to oracles E and E−1. For
E-query he gives (a, x) and got response y such that Ea(x) = y. Similarly for E−1 query. Here,
the list of triples ((a1, x1, y1), · · · , (aq, xq, yq)) will be called as a view of the adversary. Again we
follow the similar conventions. Firstly, an adversary does not ask any oracle query in which the
response is already known. Secondly, if M is one of the output(s) produced by an adversary, then
the adversary should make necessary E/E−1 queries to compute H(M) during the whole query
process. Note that these conventions are important to make the discussion easy and to prove the
security. These assumptions are meaningful as any adversary A not obeying these conventions can
easily be modified to obtain an adversary A′ having similar computational complexity that obeys
these conventions and has the same advantage as A.

2.3 Recent Works on Double Length Hash Functions

The classical iteration is the most popular method to construct a single length hash function from
a compression function. To design a double length hash function one can use the simple method
of concatenation of two independent classical hash functions. Let Hf (IV, ·) be the classical hash
function with the initial value IV and the compression function f . The simplest method to design
a double length hash function is Hf1(IV1, M) || Hf2(IV2, M). Recently, A. Joux [17] observed that
the concatenated hash function is not secure. For any two classical hash functions H and G, H||G
has collision attack in time O(n2n/2) (see [17] for more detail). He showed a 2n/2-way collision on
H can be found in time complexity O(n.2n/2). A K-way collision is a K-set {M1. · · · , MK} such
that H(M1) = · · · = H(MK). Now, find M 6= N (by birthday paradox) from that multicollision
set such that G(M) = G(N) and thus we have H(M)||G(M) = H(N)||G(N).

1. Given a compression function f : {0, 1}N → {0, 1}n with N > 2n + 1, S. Hirose [16] defined a
compression function F : {0, 1}N−1 → {0, 1}2n, where F (X) = f0(X)||f1(X) and |X| = N−1.
The functions f0 and f1 are defined like in the section 3.3. In his paper, he used block cipher
E : {0, 1}n × {0, 1}2n → {0, 1}n, to construct a secure compression function f : {0, 1}3n →
{0, 1}n. One of the example is f(x, y, z) = Ex||y(z) ⊕ z, where |x| = |y| = |z| = n.

2. In [25], a compression function, F : {0, 1}N → {0, 1}2n had been defined from a secure com-
pression function f : {0, 1}N → {0, 1}n with N > 2n. F (H ′, H ′′, M) = f(H ′, H ′′, M)||f(H ′′, H ′, M),
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where |H ′| = |H ′′| = n and |M | = N−2n. It is easy to find a collision attack on this compres-
sion function with time complexity O(2n/2). In his paper a hash function outputting n-bits
was constructed based on two secure underlying compression functions. He proved that it
was secure against multicollision attack. But we can prove something more. In particular,
the double length hash function is secure against collision attack.

3. There were many other attempts [20, 19, 21, 37, 15] to construct an efficient double length
hash function based on a block cipher. Unfortunately, most of them have collision attacks
better than the birthday attack. We describe some of them later.

4. Recently, Nandi et. al. [] designed a double length compression function based on three inde-
pendent compression functions f1, f2, f3 : {0, 1}2n → {0, 1}n. The double length compression
function F on 3n-bits is defined as follows;

F (x1, x2, x3) = (f1(x1, x2) ⊕ f2(x2, x3))||(f3(x1, x3) ⊕ f2(x2, x3)), where
|x1| = |x2| = |x3| = n.

It was shown that the compression function has collision security Ω(22n/3) in the random
oracle model.

3 New Designs of Double Length Compression Functions

In this section, we design several double length compression functions. We study their collision
and preimage security in the random oracle model of the underlying compression functions. Thus,
we have underlying compression functions f1, f2, · · · fk : {0, 1}n × {0, 1}m → {0, 1}n. We design
a double length compression function, F : {0, 1}N → {0, 1}2n, based on f1, f2, · · · fk. We define
a measurement of the efficiency of the compression function, F (·), called the rate function of F .
Roughly, it says the number of message blocks are hashed per underlying compression function.
By a message block, we mean the size of hashed message in the underlying compression functions.
Thus, a message block has size m, since f1, f2, · · · fk : {0, 1}n × {0, 1}m → {0, 1}n.

Definition 2 (Rate Function)

Let a double length compression function, F , is based on f1, · · · , fk. Define the rate function of F
by N−2n

m×s , where s is the number of invocations of all fi’s are needed to compute F (X), X ∈ {0, 1}N .

Since F is a compression function, N > 2n. Thus, the rate function is always positive. When
the rate function is a constant, we only use the term “rate” instead of rate function.

Example 3 The underlying double length compression function of the concatenated hash function
Hf1 ||Hf2 is F (x1, x2, x3) = f1(x1, x3)||f2(x2, x3), where |x1| = |x2| = n and |x3| = m. The rate
function of F is 1/2.

Example 4 Let F (X) = f1(X)||f2(X) be a compression function with domain {0, 1}n+m. Here,
the rate function is n+m−2n

2m = 1
2 − n

2m . Obviously, we need to assume that m > n. When m = 2n,
i.e. f1, · · · , fk : {0, 1}3n → {0, 1}n, the rate of the compression function is 1

4 .

Example 5 The compression function described in [] (also in Sect. 3.3) hash rate function 1/3.
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3.1 A Class of Double Length Compression Functions

Now, we define a class of double length compression functions. This class contains newly proposed
double length compression functions in [25, 16]. Let f : {0, 1}n+m → {0, 1}n be a compression
function with m > n and p1, p2 : {0, 1}n+m → {0, 1}n+m are some simple permutations. A permu-
tation, p, is called a simple permutation if the both permutations, p and p−1, are easy to compute.
Define a double length compression function, fp1,p2(X) = f(p1(X)||f(p2(X)), where |X| = n + m.
If we take Y = p1(X) and p = p2 ◦p−1

1 , we can write fp1,p2(X) = f id,p(Y ) where id(·) is the identity
permutation. Since p1 and p2 are simple permutations, it is enough to study the security properties
of f id,p instead of studying fp1,p2 . We write, fp instead of f id,p and we say, fp is a double length
compression function based on a permutation, p. Here, we fix a compression function, f , and define
a class of double length compression functions

C = {fp : p is a simple permutation on {0, 1}n+m}

All these compression function have rate 1
2−

n
2m . In this section, we study the security properties

of the compression functions from the class, C, in the random oracle model of f . We show that a
double length compression function is secure, provided the permutation satisfies some conditions.
We first start with the example of compression function considered in [25].

Example 6 [25] p(H1, H2, M) = H2||H1||M , where |H1| = |H2| = n and |M | = m − n. Thus
fp(H1, H2, M) = f(H1, H2, M)||f(H2, H1, M).

Collision and Preimage Attack : By using the birthday attack, find H, G and M1, M2, such that
(H, M1) 6= (G, M2) and f(H, H, M1) = f(G, G, M2). Now, it is easy to check that fp(H, H, M1) =
fp(G, G, M2). Here, we need O(2n/2) many queries for the birthday attack. If an image y||y is
given to the adversary where |y| = n then by using the birthday attack, find H, M such that
f(H, H, M) = y. Now, fp(H, H, M) = y||y and complexity of this attack is O(2n). The reason for
having the above attacks is that the permutation p has many fixed points.

Definition 7 X is called a fixed point of a function p(·), if p(X) = X. We write Fp for the set of
all fixed points of p.

In the above example, Fp = {H||H||M : |H| = n, |M | = m− n} is the set of fixed points of the
permutation p and |Fp| > 2n. Thus, one can find a collision (or a preimage) on the compression
function, f , from the fixed point set. Similarly, for any permutation, p, with |Fp| > 2n, we can
apply the birthday attack on Fp for the compression function, f(·). Let X 6= Y have been returned
by the birthday attack algorithm, such that f(X) = f(Y ). Thus, fp(X) = f(X)||f(p(X)) =
f(Y )||f(p(Y )) = fp(Y ) since p(X) = X and p(Y ) = Y . Thus, we have a collision attack with
complexity O(2n/2) on all double length compression functions fp with |Fp| > 2n}. In the light of
the above discussion, one should use a permutation, p, which does not have many fixed points. In
fact, there are many permutations where the set of fixed points are the empty set. We give two
classes of examples of that kind, in below.

Example 8 Let A be a non-zero N -bit string. Then define a permutation p : {0, 1}N → {0, 1}N

such that p(X) = X ⊕ A. In particular, if A = 11 · · · 1 then p(M) = M , where M is the bit-wise
complement of M . It is easy to check that Fp is the empty set.

6



Example 9 We can think any N -bit string by an integer modulo 2N . Let p(X) = X + A(mod
2N ) where A 6= 0. For simplicity, we also use the notation X + A to denote the modulo addition
X +A(mod 2N ). Note that, p(X) 6= X for all X. Moreover, if A 6= 2N−1 then p(p(X)) = X +2A 6=
X. Thus, the set of fixed point for p ◦ p (in notation, p2) is also empty.

Suppose, fp is a double length compression function based on a permutation, p, where Fp

is the empty set. Then a collision, fp(X) = fp(Y ) with X 6= Y implies f(X) = f(Y ) and
f(p(X)) = f(p(Y )), where X 6= Y . Thus, {X, Y } and {p(X), p(Y )} are collision sets of f . Now,
we have the following two cases.

• Case-1 : {X, Y } = {p(X), p(Y )}. Since p does not have any fixed point, we have Y = p(X)
and X = p(Y ). Thus, we should have a collision set {X, p(X)}, where p(X) 6= X and
p(p(X)) = X. Let Ω(K1(n)) (or in short K1) be the complexity of the best attack for the
above event.

• Case-2 : {X, Y } 6= {p(X), p(Y )}. Let Ω(K2(n)) (or in short K2) be the complexity of the
best attack.

Thus a collision on fp reduces to the one of the above two events and hence the complexity of
best collision attack is min{K1, K2}. If p2 does not have any fixed point then we can exclude the
first case also. We summarize the above discussion into following proposition.

Proposition 10 The complexity of the best collision attack on fp is min {Ω(K1(n)), Ω(K2(n))}
where p is a permutation with no fixed point and K1 and K2 are defined as above. Moreover, if the
permutation, p2, does not have any fixed point (like in the Example 2) then the best collision attack
on fp is Ω(K2(n)).

Now we give some evidences why K1 and K2 would be large for a good compression function,
f . Suppose an adversary tries to find two collision sets {X, Y } 6= {p(X), p(Y )}. After finding a
collision set {X, Y }, he does not have any freedom to choose for the second collision set and he is
forced to check whether {p(X), p(Y )} is a collision set or not. Thus K2 would be large and may
be almost same to 2n for a good underlying compression function. Next, an adversary tries to find
a related collision set {X, p(X)}. After fixing one message X, p(X) is completely determined (and
also vice-versa) and hence the adversary has to check equality of two values, f(X) and f(p(X)),
instead of comparing several values like in the birthday attack. Thus we would expect that K2 to
be large. In the random oracle model of f , we can prove that, K1(n) = K2(n) = 2n

Theorem 11 Under the assumption of the random oracle model of f , K1(n) = K2(n) = 2n. Thus,
for any permutation p where Fp is the empty set, any attack algorithm finding collision requires
Ω(2n) many queries of f in the random oracle model of f .

The second part of theorem is immediate from Proposition ??. Before proving the first part of
Theorem, we first introduce a new notion called computable message. A set of pairs, {(x1, y1), · · · , (xq, yq)}
is called view of a function, f , if f(xi) = yi, 1 ≤ i ≤ q. Similarly, Q = (Q1, · · · ,Qk) is called view
of f1, · · · , fk, where Qi is the view of fi. Intuitively, a computable message, X of F is a message
so that F (X) can be computed from a set of query-response pairs of the underlying compression
functions.
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Definition 12 (Computable Message)

Let the double length compression function, F , be based on the compression functions, f1, · · · , fk.
Let Qj = {(xj

1, y
j
1), · · · , (xqj

, yqj
)} be the view of fj, 1 ≤ j ≤ k. Let Q = (Q1, · · · ,Qk) be the view

of the underlying compression functions f1, · · · , fk. We say, an input X is computable message of
F with respect to the view Q, if the value of F (X) can be computed from Q.

For example, when F = fp, an input X is computable message of F with respect to {(x1, y1), · · · , (xq, yq)},
view of f , if X = xi and p(X) = xj for some i, j ∈ [1, q]. Thus, fp(X) = f(xi)||f(xj) = yi||yj ,
which can be computed from Q.

Proof of Theorem ??: Since f is a random oracle, for {X, Y } 6= {p(X), p(Y )} we have,

Pr [ f(X) = f(Y ) and f(p(X)) = f(p(Y )) ]

= Pr [ f(p(X)) = f(p(Y )) | f(X) = f(Y ) ] × Pr [ f(X) = f(Y ) ]

= Pr [ f(p(X)) = f(p(Y )) ] × Pr [ f(X) = f(Y ) ]

= 1/22n.

The second equality holds because the compression function f is assumed to be a random
function and {X, Y } 6= {p(X), p(Y )}. If an adversary can ask at most q many queries then he
can have at most q many computable messages and hence at most

(

q
2

)

2-sets {X, Y }. Hence the
probability that the adversary finds X 6= Y with {X, Y } 6= {p(X), p(Y )} such that f(X) = f(Y )
and f(p(X)) = f(p(Y )) is at most

(

q
2

)

/22n. Thus, to have a significant success probability, q should
be Ω(2n).

Similarly, from a set of q queries one can get O(q) many pairs of the form (X, p(X)) and for
fixed X, Pr[f(X) = f(p(X))] = 1/2n provided p(X) 6= X. Thus success probability is at most q/2n

and hence q = Ω(2n) to have significant success probability. Thus, both the assumptions 1 and 2
are true in the random oracle model of f .

Remark 13 We can relax the condition that the set of fixed point of the permutation is the empty
set. We can choose a permutation where |Fp| << 2n/2 so that there are no two elements X 6= Y ∈
Fp such that p(X) = p(Y ). Then also, we can prove the same statement.

3.2 A class of secure double length hash functions

Till now, we have proved that a double length compression function, fp, based on a permutation
having no fixed point, is maximally secure provided the underlying compression function, f , satisfies
some reasonable assumptions or f is assumed to be a random oracle. Thus, the classical hash
function based on this double length compression function is also maximally secure. We have
also seen in Example ?? that if the permutation, p(·), has many fixed points then there is a
collision attack (also preimage) better than the birthday attack on the double length compression
function based on the permutation p. But, it may happen that the classical hash function based
on this insecure compression function can be secure. In Example ??, if we start the iteration
with an initial value satisfying some condition (described momentarily) then the hash functions
becomes maximally secure. Recall that, fp(H1, H2, M) = f(H1, H2, M)||f(H2, H1, M), where M
is a message block and H1 and H2 are chaining variables of the classical iteration. If we start with
an initial value H0

1 ||H
0
2 such that H0

1 6= H0
2 then it is hard to find a message block M such that

f(H0
1 , H0

2 , M) = H1
1 ||H

1
2 where H1

1 = H1
2 because there are 2n many outputs with H1

1 = H1
2 where

as the total number of possible outputs is 22n. Thus, the complexity would be roughly Ω(2n). Also
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it would be hard to find H1 6= H2 and G1 6= G2 and M such that fp(H1, H2, M) = fp(G1, G2, M).
Now we define a good permutation and prove the maximal security of the hash function based on a
good permutation.

Definition 14 (Good Permutation)

Let p be a permutation on the set of (n + m)-bits strings. Define Fp[2n] = {Z ∈ {0, 1}2n : ∃
M ∈ {0, 1}m−n such that Z||M ∈ Fp }. It is a projection of Fp onto the the first 2n-bits of it. We
say the permutation, p(·), is good if 22n/|Fp[2n]| = Ω(2n). In other words, |Fp[2n]| << 2n.

Now we define the following attack. Find M and H /∈ Fp[2n], such that fp(H, M) ∈ Fp[2n]
where, |M | = m− n and |H| = 2n. Let the complexity of the best attack be Ω(K3(n)) (or in short
K3).

Proposition 15 In the random oracle model, K3(n) = 2n provided the permutation p(·) is good.

Proof. We have already seen that after q many queries the adversary can have at most q many
computable message for fp. Given a computable message H||M with H /∈ Fp[2n], we have
p(H||M) 6= H||M (see the definition of Fp[2n] in Definition 3.3) and hence fp(H||M) is uni-
formly distributed over the set {0, 1}2n. But |Fp[2n]| < 2n since the permutation p(·) is good.
Thus we have, Pr[fp(H||M) ∈ Fp[2n]]≤ 1/2n. Since we have at most q computable message the
success probability of the adversary is less than q/2n. This proves the fact that K3(n) = 2n under
the random oracle model of f(·).

Theorem 16 The classical hash function, Hfp

, based on a good permutation and an initial value
H0 /∈ Fp[2n] has collision security min{K1, K2, K3}. Thus, in the random oracle model of f , Hfp

is maximally secure against collision attack for a good permutation p(·).

Proof. Let (M, M ′) be a collision on Hfp

and H0 /∈ Fp[2n]. We denote Hi and Gi for internal hash
values while computing the final hash value for messages M = M1||M2 · · · and M ′ = M ′

1||M
′
2 · · ·

respectively. Now we have one of the following :

1. There is an i such that Hi /∈ Fp[2n] but fp(Hi||Mi+1) ∈ Fp[2n] or there is a j such that
Gj /∈ Fp[2n] but fp(Gj ||M

′
j+1) ∈ Fp[2n].

2. There are Hi, Gj /∈ Fp[2n] with Hi 6= Gj such that f(Hi, Mi+1) = f(Gj , M
′
j+1) and f(p(Hi, Mi+1)) =

f(p(Gj , M
′
j+1)). Let X = Hi||Mi+1 and Y = Gj ||M

′
j+1. Since Hi 6= Gj , X 6= Y . Also we

have X, Y /∈ Fp since Hi, Gj /∈ Fp[2n]. Thus either {X, Y } 6= {p(X), p(Y )} or {X, p(X)} is a
collision set for the compression function f .

In the first case, the adversary requires K3 many queries of f whereas in the second case the
adversary requires min{K2, K3} many queries of f . Thus the adversary needs min{K1, K2, K3}
complexity. By Propositions ??, Hfp

is maximally secure under the random oracle model of f .

3.3 An efficient double length hash function

Let a compression function f : {0, 1}n × {0, 1}m → {0, 1}n with m ≥ n. To understand the
design in a simpler way, we assume that m = n, that is f : {0, 1}2n → {0, 1}n. For i > 0, define
f (i) : {0, 1}(i+1)n → {0, 1}n by using the classical iteration. Thus, for x0|| · · · ||xi with |xj | = n,
0 ≤ j ≤ i and h0 = x0.
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f (i)(x0|| · · · ||xi) = hi, where, hj = f(hj−1, xj), 1 ≤ j ≤ i.

We say f (i) by the i-iterated compression function. Now we can observe that the multicollision
on this compression function is not as easy as the classical hash function, since we restrict the
number of message blocks Any ri-way collision on f (i) reduces to at least r-way collision on the
underlying compression function f (by using pigeon-hole principle). Thus, if we assume that (r+1)-
way collision on f is infeasible then we can have at most ri-way collision on f (i). Recall that, in
the random oracle model of f , r-way collision requires Ω(2n(r−1)/r) queries. Now we summarize
this by the following lemma.

Lemma 17 (ri+1)-way collision on f (i) reduces to at least (r+1)-way collision on f . In particular,
when f is a random function, the complexity of (ri + 1)-way collision attack on f (i) is Ω(2nr/(r+1))
and the complexity of ni + 1-way collision attack on f (i) is Ω(2n).

Like the concatenation of two independent hash functions we can define the concatenation of two
independent i-iterated compression functions. Thus, given two independent compression functions,

f1 and f2, we can define a double length compression function, F (i)(X) = f
(i)
1 (X)||f

(i)
2 (X), |X| =

n(i + 1). Obviously, in this construction, we need to assume i ≥ 2. Otherwise, for i = 1, it does
not compress the input. Now we can study the security property of this concatenated compression
function in the random oracle model.

Lemma 18 If f is a random function then for any two distinct (i + 1)-block inputs X and
Y , Pr[f (i)(X) = f (i)(Y )] ≤ i/2n. If f1 and f2 are two independent random functions then
Pr[F (i)(X) = F (i)(Y )] = i2/22n.

Proof. Let j be the round number where collision of f occurs. Call this event by Cj . Thus,
f (i)(X) = f (i)(Y ) implies ∪i

j=1Cj . Now, Pr[Cj ] ≤ 1/2n (?). Thus, Pr[∪i
j=1Cj ] ≤ i/2n.

Pr[F (i)(X) = F (i)(Y )] = Pr[f
(i)
1 (X) = f

(i)
1 (Y ), f

(i)
2 (X) = f

(i)
2 (Y )]

= Pr[f
(i)
1 (X) = f

(i)
1 (Y )] × Pr[f

(i)
2 (X) = f

(i)
2 (Y )]

= i2/22n.

The second equality follows from the fact that f1 and f2 are independent random functions and
the last equality is immediate from Lemma 18.

Thus to find the collision probability for any adversary we need to compute the number of pairs
(X, Y ) he can get from any possible set of queries. Note that the adversary should compute the
F -values of both X and Y . Now we state the computable message which means the message whose
hash value can be computed from the set of queries the adversary made. We fix i ≥ 2.

Definition 19 (Computable message) Let Qj be the set of query response tuples for the random

function fj, j = 1, 2. X is said to be a computable message for f
(i)
j (also for F (i)) with respect to

Qj if the value of f
(i)
j (X) (or F (i)) can be computed from Qj (or Q1 ∪Q2 respectively).

More precisely, if X = x0|| · · · ||xi then X is computable for f
(i)
1 with respect to Q1 if (x0||x1, h1),

(h1||x2, h2),· · ·,(hi−1||xi, hi) ∈ Q1. Thus the f
(i)
1 -value of X is hi. Similarly one can define com-

putable messages for f
(i)
2 . A message X is computable with respect to Q1 ∪Q2 for the compression

function F (i), if X is computable for both f (i) with respect to Qj , j = 1, 2.
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Let q be the number of queries. We assume that q = o(2n). Thus there is no n-way collision on
both f1 and f2. Note that, the complexity of n-way collision on a random function is Ω(2n(n−1)/n) =

Ω(2n). Thus we can have at most ni−1-way collision on f
(i−1)
1 or f

(i−1)
2 . The number of computable

messages for F (i) is at most qni−1. Thus, total number of pairs of the form (X, Y ) where X 6= Y
are (i + 1)-block inputs and both X and Y are computable messages is at most q2n2(i−1)/2. Thus,
probability that we have a collision among these pairs is bounded by i2q2n2(i−1)/22n+1. To have
non-negligible probability we need q = Ω(2n/i2ni−1). Thus we have the following theorem :

Theorem 20 If f1 and f2 are two independent random functions then the complexity for finding
a collision on F (i) requires Ω(2n/(i2ni−1)) queries.

Remark 21 If we look the proof more closely then we can find a better security bound. If q =O(2n(r−1)/r)
for some r (determined later) then we do not have any (r + 1)-way collision on fi and hence the
number of computable message for F (i) is at most ri−1.q. Thus to find a collision on F (i) we need
q = 2n/ri−1. Thus, we can choose r such that 2n(r−1)/r = 2n/ri−1. Thus, r log r = n/(i − 1) and
denote that r by r0. Thus, the security bound for collision attack on F (i) is Ω(2n/ri−1

0 ).

Efficiency of the compression function. The rate function of the compression function, F (i),
is ((i + 1)n− 2n)/2ni = 1

2 −
1
2i . Thus, the rate of the compression function is close to 1/2 provided

i is large. So we have a trade-off between the security level and the efficiency.

Now we define a double length hash function Hs : ({0, 1}n)∗ → {0, 1}2n, s ≥ 2. We can
define the hash function on arbitrary domain by applying some standard padding rule. Let
M = m1|| · · · ||ml be l-block message. Let l = (s − 1).b + r, where 0 ≤ r < s − 1. Thus, we
divide the message M = M1|| · · · ||Mb||Mb+1, where |Mi| = (s − 1)n, 1 ≤ i ≤ b and |Mb+1| = rn.
In case of r = 0 we do not have any message block Mb+1. Let H0 be an initial two block message
that is |H0| = 2n. Now define the hash function Hs(H0, M) as follows;

11



Algorithm Hs(H0, m1|| . . . ||ml)

Hi = F s(Hi−1, Mi), i = 1 to b

If r > 0 then H = F r+1(Hb, Mq+1)

If r = 0 then H = Hb

Return H

Thus, the hash function is the classical iterated hash function by using two underlying compres-
sion functions F (s) and F (r+1). Thus any collision on H(s) reduces to the collision on one of the
compression function. But from theorem 20 we know that collision on f (i) is infeasible and hence
the hash function is secure against collision attack. More precisely we have the following theorem :

Theorem 22 For any s ≥ 2, collision on H(s) requires Ω(2n/s2ns−1) complexity.

3.3.1 (2nd) Preimage security of the new hash function.

Similar to the previous section we can study the (2nd) preimage security. Recall that we say a
message X is computable from the set of queries Q if f (i)(X) can be computed from the set Q. We
already observed that if q is the maximum number of queries and at most r-way collision is possible
then we can have q.ri−1 computable messages. Now given M , F (i)(M) is a 2n-bit random string.
We have already observed that Pr[F (M) = F (N)] = i2/22n, where M 6= N . So, if q = o(2n)
then the number of computable message for N is at most ni−1.q. Thus, there will be a computable
message N 6= M such that F (i)(M) = F (i)(N) is bounded by qni−1/i222n. Thus complexity for any
attack algorithm of 2nd preimage attack is Ω(22n/i2ni−1). The security level for preimage attack
is same as that of 2nd preimage.

4 Conclusion

This paper deals with several new double length compression functions. We first introduce a class of
double length compression function which contains recently known constructions [16, 25]. We study
their security level in the random oracle model. Finally, we designed a double length compression
function with rate close to 1/2 (the rate of concatenated hash function). The design is very much
similar to the concatenated hash functions. It has almost maximal security level.
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