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Abstract

We present a rigorous approach to building a secure sefinizing mobile ad hoc network (MANET). In a
highly dynamic environment like MANET, it is impossible tm®ure absolute security to protect everything. We
have to speak of the "infeasibility” of breaking the seourystem rather than the "impossibility” of breaking
the same system. More formally, security is defined on theepinof "negligible”, which is asymptotically sub-
polynomial with respect to a pre-defined system parameténtuitively, the parameter in modern cryptography
is the key length. The crypto-system’s security is brokethé adversary’s capability is of exponentialsrgfand
the efficiency of all related algorithms is measured in polyials ofn.

We adopt the same formal security notion in ad hoc networlriigaresearch. In network security, the network
scale (i.e., number of network memberg)replaces the role of key lengthin cryptography. If a security scheme
can be devised to ensure that the probability of securituriaiis negligible, then the larger the network scale is or
the more complex the network system is, the more secure th@rieis. In other words, given a negligibility-based
protection against a specific security attack, larger orevammplex systems are favored over smaller or simpler
systems. Intuitively, this is consistent with the evolattbeory where more complex entities probabilistically egee
from and likely survive longer than their less complex ceuparts.

In this paper, we use “rushing attack” as the exemplary syaittack to disrupt mobile ad hoc routing. We show
that “rushing attack” is a severe attack against on-demdina routing schemes. Fortunately, “localized forwarding
community area” is an available countermeasure to enswethie failure probability of packet forwarding is
negligible. This demonstrates the usefulness of our nibglig-based network security model. We expect to
augment the pool of negligibility-based protections anglese the general notion in other types of networks.

Keywords—Net-centric Security = Negligibility + Scalability

. INTRODUCTION

A mobile ad hoc network (MANET) is an infrastructureless nt@metwork formed by a collection
of peer nodes using wireless radio. It can establish annhs@mmunication structure for civilian and
military applications. Unfortunately, such self-organg networks are very vulnerable to non-cooperative
behaviors from the inside and malicious attacks from thesidat Although purely cryptographic coun-
termeasures are effective against outsiders, they arefigotiee against insiders because cryptographic
trust is rendered to whoever owns the cryptographic keydependent of node’s networking behavior.
The network must rely on new network-centric protection€dpe with these non-cooperative insiders.
In this paper, our goal is to carry out a formal rigorous tmeatt of the secure routing problem against
insider’s disruption, which is a critical problem in netwerzentric security.



First, formal security is defined by the adversary model, ¢dbst of attack and the cost of defense.
Since 1970s, modern cryptography has abandoned the assortizt the adversary has available infinite
resource to break the defense system, and assumes instéathytpractical adversary is a polynomially-
bounded probabilistic algorithm. In a complex and probstid system, we speak of the "infeasibility”
of breaking the security system rather than the "imposgibf breaking the same system. Security is
defined on the concept of "negligible”, which is asymptdticaub-polynomial with respect to a pre-
defined system parameter Intuitively, the parameten in cryptography is the key length, and efficiency
of all related algorithms is measured in polynomialsnof

Second, we apply the same formal security notion in netwedkisty research. In network security, the
network scale (i.e., number of network membe¥sjeplaces the role of key lengthin cryptography. In a
dynamic environment like MANET, it is impossible to ensutesalute security to protect everything. We
have to adopt probabilisticsecurity framework. Once a negligibility-based protecti® found in network
design, we seek to prove that the probability of securityabnedecreases exponentially toward 0 as the
network scale increases polynomially. In other words, filkstthe key length’s impact on crypto-systems,
the larger the network scale is or the more complex the nétwgstem is, the more secure the network
is. This concludes that larger or more complex systems atm@rdd over smaller or simpler systems in
terms of survivability (assuming a negligibility-basedfarction is feasible).

Third, in MANET, we propose a concept o§1’G polynomial-timé protocol/algorithm as the formal
model of a secure ad hoc scheme. Given a “global virtual gé&q) that virtually oversees the network,
the number of protocol steps is polynomially bounded by tipui parameteV (the number of network
members in the bounded network area).dwg’s view, no one in the system has exponential or other
super-polynomial capability measuredin Both the legitimate routing scheme and the adversaryeshtt
scheme are measured in polynomialshof(i.e., poly(N)):

1) Distributed scalable network assumptidfach legitimate node’s capability is boundedayy (N).
This network assumption clearly differentiates those redimed non-scalable distributed systems
from the self-organizing networks studied in our work. Ire ttormer case, a centralized server
can beat a polynomially/linearly increasing network comgrat and accomplish the needed network
function. In contrast, in the latter case no single node m letwork is able to accomplish the
network function (e.g., routing) provided by a polynomyadjrowing network component.

2) Polynomially-bounded adversaryhe adversary is allowed to capture and compromise a draéti
of N (asf-N is a polynomial of V) network members? is the node compromise probability that
captures the hardness of breaking a mobile node’s physictdgiion. Moreover, node compromise
does not increase the captured node’s capability beyongdhaomial bound. This way, as the
sum/product of all adversary’s capability is yet anothdly (N) (because sum/product of polynomi-
als is another polynomial), the aggregation of all comps®dinodes’ capability is withipoly (V).
Thus the adversargannotthwart a security scheme which reduces the probability ofisgy failure
to negligible.

Finally, we show that “localized greedy recovery” is a ngifility-based protection against “rushing
attack” [11]. For any mobile node followingny mobility probability distribution function PDF) in the
bounded network area, our formal model illustrates thatpitedability of an empty forwardingrea is
negligible. Thus in order to achieve routing security intiegligibility-based framework, an anti-disruption



secure routing scheme can choose to implement a greedyemgctoy ensure that routing is feasible as
long as there is at least one honest node in the forwardireg @tes effectively thwarts rushing attackers.

The rest of the paper is organized as follows. Section Il riless related security work in MANET.
In Section 1ll we present the negligibility-based model twnhally specify network-centric security in
mobile ad hoc networks. Next in Section IV we use the formatleddo show the reason why “rushing
attack” [11] is a severe attack against ad hoc routing paso&ection V describes a practical community-
based countermeasure to defend against rushing attacklyF8ection VI summarizes the paper.

[l. RELATED WORK
A. On-demand routing

Most routing protocols in ad hoc networks fall into two caiggs: proactive routing and reactive
routing (aka., on demand routing) [5]. In proactive ad hoatirgy protocols like OLSR, TBRPF and
DSDV, mobile nodes constantly exchange routing messagéeshviypically include node identities and
their connection status to other nodes (e.g., link stateisiamice vector), so that every node maintains
sufficient and fresh network topological information tooall them to find any intended recipients at any
time.

On the other hand, on-demand protocols generally have lowerhead and faster reaction time than
other types of routing based on periodic (proactive) meigmas AODV [20] and DSR [13] are common
examples. They are better suited for most ad hoc applicationlike their proactive counterparts, on
demand routing operation is triggered by the communicademand at sources. Typically, an on demand
routing protocol has two componentsute discoveryand route maintenanceln route discovery phase,
the source seeks to establish a route towards the destirigtiiooding a route request (RREQ) message,
then waits for the route reply (RREP) which establishes thelemand route. In the route maintenance
phase, nodes on the route monitor the status of the forwgumhith, and report to the source about route
errors. Optimizations could lead to local repairs of brokaks.

B. Secure ad hoc routing

Recently many solutions are proposed for ad hoc routingrseketo mitigate the problem of routing
disruption. To resist attacks from non-network membeibeeipublic key based digital signatures [24] or
symmetric key based protocols (e.g., TESLA [22])[9] aredus® differentiate legitimate members from
external adversaries. Afterwards network members refusedept or forward any unauthenticated packet.
However, such cryptographic countermeasures cannot &uwer the routing disruption challenge. As
demonstrated in “wormhole attack” [10], “rushing attack’l] and various resource depletion attacks [16],
malicious nodes can easily disrupt ad hoc routing withoatking the cryptosystems in use. A wormhole
attacker tunnels messages received in one location in ttveorle over a low latency link and replays
them in a different location. The attacking nodes can sefgtlet routing messages get through. Then
the “wormhole” link has higher probability to be chosen ast dé multi-hop routes due to its excellent
packet delivery capability. In rushing attack, maliciousdas increase the chance to be forwarder by
rushing RREQ forwarding. Once the attacking nodes are ete rthey can launch various attacks against
data delivery.



Network-based countermeasures must be devised to answaretli challenges. To defeat rushing
attackers, Hu et al. [11] proposed to form local communitigs secure neighborhood discovery protocol.
In a local community, RREQ forwarding is delayed and randmaiso that an RREQ rushing attacker
cannot dominate other members during the RREQ phase. Rastigption is mitigated because the
chance of selecting a rush attacker on a path equals the ehainselecting an honest member. In
this countermeasure, a community-based solution is imgliepplied only at RREQ phase, but not
in RREP and data delivery phases. In [16], a fully commub#éged solution is proposed to implement
anti-disruption routing in all on-demand routing phaseslocal recovery query [26], the forwarders need
to cooperativelyquery a larger recovery area to fix a damaged link. Thoughdigperative assumption
does not apply to non-cooperative members in our adversagdemthe proposed scheme implements a
localized greedy recovery protocol for anti-disruptiorrgases. Nevertheless, none of the related work
has used a formal network security model studied in this pape

In multi-path routing [23][17] , more paths parallel (albsome of them are near) to the optimal path
are maintained, a disrupted path is replaced by another-disgent or link-disjoint path rather than
fixed locally. However, the solution’s complexity is hugechase it is hard to find node-disjoint or link-
disjoint paths in a MANET and to maintain these paths. Moegpit incurs extra overheads to maintain
redundant paths other than the optimal path and to delitaratathese non-optimal paths. Papadimitratos
and Haas [19] studied a multi-path approach to mitigateerdigruption attacks. By encoding data packets
into erasure codes, the destination is able to recover theeas data upon receiving a threshold subset
of encoding symbols that have been delivered along the phellpaths. Awerbuch et al. [2] proposed a
multi-path evaluation and probing scheme to detect malgigacket forwarders. If a malicious forwarder
cannot differentiate the data packets without probing yiiggks from those with, then the source can
pinpoint the range of failure nodes on a probed path. Therggcuodel behind these multi-path routing
schemes is not based on the formal concept of negligibility.

[1l. FORMAL TREATMENT OF NETWORK SECURITY INMANET

In this section we propose a concept 6VG-polynomial timé protocol/algorithm as the formal model
of a secure ad hoc scheme. Given a “global virtual gag’@) that virtually oversees the network, the
number of protocol steps is polynomially bounded by the neindd network membersv. The notions
used are listed below:

N network scale (# of nodes in the network)

|| the cardnality of a set

T least network time granularity (e.g., 1 nano-sec)
a = poly(N) a is a polynomial of N

¥ < O(poly(N)) | X is asymptotically less thapoly (V)

A the area size of the entire network area

a the area size of an average node “position”

L the size of the largest mobile node’s storage




Fig. 1. 1-tape Turing Machine M in configuration (g, ¢, t, )

A. Applied Turing Machines and Complexity classes

Turing Machines A Turing machine consists of a tape, a head, a state regatdran action table.
According to the number of used tapes Turing machine is ifiedsnto two classes, namely 1-tape and
k-tape Turing machine. We define now formally Turing machine.

Definition 1: A Turing machine is a septuplél = (Q,T', %, q;, #, F, ), where
« ( is a finite set of states.

. [ is a finite set of the tape alphabet.

« X CTI'is a finite set of the input alphabet.

qr€Q is the initial state.

#e(I' — X) is the blank symbol.

« FCQ is the set of final or accepting states.

« ¢ Is the transition set. For 1-tape Turing Machidds

§:Q xT'—Q xT x{L, R},
while for k-tape Turing Machineg is
§:QxTF—Q x (I' x {L,R,S})*
Here L is left shift, R is right shift, andS is stationary without shift. O

Using 1-tape Turing Machine as an example, as depicted ur&if), aconfiguration or instantaneous
description of M is a quadruple

(g, 0, t,0), o €'k, tel', e

in which the rightmost symbol o is not #. The string of symbolspty is called thetape of the
configuration. Ifp = XA andq = ¢;, the configuration is amitial configurationof M.

Upon each left (or rightinove the current symbal under the tape head is replacedyand the tape
head is moved to the immediate left (or right) of the replasgdbol. Then)/’s current state is replaced
by ¢'. If a machine enters a staté=F' or has no moves from a given configuration, the configuratson i
dead Otherwise, we say that

(A art,v) = (¢, ¢, ', 0)

is acomputationof M, if M has a sequence of moves leading from the initial configurdtloq;, ¢, 1)
to the final configuratioriy’, ¢, t',+’), and call the computatiohaltedif the final configuration is dead.

Definition 2: A Turing Machine isdeterministic Turing Machine (DTMJ at most one move is possible
from each configuration in the machine’s transition &et
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A Turing Machine isnon-deterministic Turing Machine (NDTM) more than one move is possible
from each configuration in the machine’s transition &et

A Turing Machine isprobabilistic Turing Machine (PTM)f it is NDTM and the different moves are
taken with certain probabilistic distribution

A probabilistic Turing machine is a non-deterministic Tiwimachine which randomly chooses between
the available transitions at each point with certain prdiighbAs a consequence, a probabilistic Turing
machine can (unlike a deterministic Turing Machine) haweclsastic results; on a given input and
instruction state machine, it may have different run timas,t may not halt at all; further, it may
accept an input in one execution and reject the same inputathar execution.

A common reformulation of PTM is a DTM with an addedndom tapefull of random bits, which
are pre-determined by an oracle’s coin-flips and placed ertdpe to replace the DTM’s own coin-flips
in decision. The DTM with added random tape is equivalenh®oRTM if the oracle’s coin-flips and the
DTM’s (assumed-to-be) coin-flips follow the same probatiiti distribution.

Complexity classes used in our studylLike modern cryptography, our net-centric security noimbased
on “non-deterministic” and “probabilistic” algorithmsn Imodern cryptography, probability of security
failure (e.g., inverting a one-way function, distinguisfyicryptographically strong pseudorandom bits
from truly random bits) is defined on the concept of “negligibwhich is asymptoticallysub-polynomial
with respect to a pre-defined system parametentuitively, the parametenr in cryptography is the key
length.

Definition 3: (Negligible): A functione : N — R is negligibleif for every positive polynomiapoly(n),
and all sufficiently largex’s (i.e., there existsV,, for all n > N,),

eln) < poly(n)’

The negligibility-based security is against a polynonyiddbunded adversary, such &P and BPP.
In all cases,if per-step probability of security failure is negligibléhe overall probability of security
failure after polynomial steps (implemented by the polylatiynbounded adversary) stays as negligible
Intuitively, negligibility is an asymptotic fix-point for gdynomial-time algorithmsRP and BPP are
defined when uniformly distributed randomness (aka. cgus;fcoin-tosses) is introduced (on the “random
tape” in the equivalent DTM). Every problem iRP is bounded with one-side negligible errors, while
every problem il3PP is bounded within two-side negligible errors. These ersbay as negligible against
any polynomial-time algorithm.

Let = be the input in the polynomial size of a system parametdet M (z) be the random variable
denoting the output of a PTM/. Let
ta(z) . —

/r?t]\/[ (:C)

whered is a truly random coin-flip¢,;(x) is the polynomial number of coin-flips made By on inputz,
and M,(x) denotes the output of/ on inputz, whend is the outcome of its coin-flips (i.e., the random
tape of an equivalent DTM).

Definition 4: (Randomized Polynomial-time, RP): We say thatl is recognized by the probabilistic
polynomial-time Turing Machinel/ with negligible single-side errors if
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. for everyzel it holds thatPr[M accepts z] > 1 +

every polynomialpoly(n).

« for everyz¢L it holds thatPr M accepts x| = 0.
RP is the class of languages that can be recognized by such alplisbc polynomial time Turing
Machine. O

Definition 5: (Bounded-Probability Polynomial-time, BPP). We say thatL is recognized by the
probabilistic polynomial-time Turing Maching&/ with negligible double-side errors if

or Pr{M accepts x] > 1 — —*— for

poly(n) poly(n)

« for everyzel it holds thatPr[M accepts z] > 1 + poly(n) or Pr{M accepts x] > 1 — m for
every polynomialpoly(n).
« for everya#L it holds thatPr[M accepts x] < 5 — s O PrM accepts x] < o for every

polynomial poly(n).
BPP is the class of languages that can be recognized by such alpliebc polynomial time Turing
Machine. O

In below, we will show that the probability of security faikidecreases exponentially toward O when
the corresponding network metrics increase linearly. lis fraper, the network scale (i.e., number of
network members)V replaces the key length in cryptography/V becomes the critical system parameter
in network-centric securityAs a result, in negligibility-based cryptography, theden the key length is,
the more asymptotically secure a cryptosystem is; In niglity-based network security, the larger the
network scale is, the more asymptotically secure the nétvgor

et v |
I ‘
I |
]
"]
G
\############J&
;

Fig. 2. A GVG Probabilistic Turing Machine (GVG PTM) to model mobile nodes in a finite square area with a
large number of node “positions”. The figure shows thatN = 3 of n (N < n < O(poly(N))) such “positions” have
been taken by N = 3 mobile nodes. Each empty “position” is filled with a tape ofpoly(N) blank symbols, and the
blank tape is replaced with a mobile node’s tape once the coesponding position is taken, or the tape goes back to
the blank tape upon the node’s leaving of the position. If thelargest tape length of each mobile node can carry is
L < O(poly(N)), then the GVG PTM’s consummate tape length is n-L. The GVG PTM's tape head always parks at
the place corresponding to the current symbol of the first molle node (the node with least node index). All random
decisions, such as the mobile node’s mobility patterns, aréas if” decided by the GVG using coin-flips. In theory,
the GVG does all symbol processing and coin-flipping operations ands operation speed is fast enough to process all
symbols on its tape within the least network time granularity 7



B. Modeling mobile networks: @VG PTM approach

We propose to use a special form of PTM to model the probabiksochastic behaviors of a mobile
network. The fundamental idea is to useglabal virtual god(GVG) to handle the PTM’s control states,
while each mobile node is only treated as a tape carrier.

As depicted in Figure 2, the entire network area is of finige si. The finite network areal is divided
into large number of small tiles of size and each tile is smaller than the physical size of any mobile
node. In other words, each tile is virtually a node “posititmstand on. The number of node “positions”
n = % is quite large. It is nevertheless a finite number. In pragtic= % is a large constant, but is

always asymptotically less thawiy(N), that is,n < O(poly(N)).

Tape Each mobile node functions as a carrier ofreving tapeof polynomial size of the network
scale N. That is, each mobile node carries a tapeldpoly(N)) bits. A moving tape is intuitively the
memory snapshot of the corresponding mobile node. et O(poly(N)) be the size of the largest
moving tape. An empty node “position” is occupied by a blaapet of . blank symbols. This blank tape
is replaced with a node’s moving tape once the corresponglisgion is taken by the node, or the tape
goes back to the blank tape upon the node’s leaving of theiposif the largest tape length of each
mobile node can carry i&8 < O(poly(N)), then theGVG PTM’s consummate tapkength is»-L, which

is < O(poly(n))-O(poly(N)), thus< O(poly(N)).

Control state operations Each mobile node’s decision of network operation (e.g.keaforwarding and
routing), though autonomous in nature, can be translatedan equivalent fornas if all the decisions
are made by th&/VG using coin-flips Along the timeline, there exists a minimal time granuiarit
such that any Turing Machine operation latency less thavill make no difference in network protocol
execution. Fom > N, we assume that th@V’G can make decisions for all mobile nodes and emulate all
the decisions globally within the granularity

The mobile nodes are indexed from 140 At the beginning/end of eachtime granularity, the PTM'’s
tape head always parks at the place corresponding to thenttsymbol of the first mobile node (with
node index 1). During a interval, the PTM processes every mobile node’s tape onenby(weating the
corresponding node as a puppet of theg).

Environmental randomness As to environmental conditions, for each network operafiemy., packet
forwarding and routing), th&7VG emulates the physical condition (e.g., air humidity andtaties
that affect wireless radio transmission) in a perfect mgnaied precisely moves each packet from one
forwarding node to another. That is, the packet content listelé from the sending node’s moving tape,
and the received packet content is added to the proper pfate oeceiving node’s moving tape. In the
eyes of theGV G, any packet forwarding is simply a movement of a set of tapal®} from one place
of its consummate tape to another place.

PTM as DTM with random tape If we use DTM rather than PTM to model the network protocol
execution, tha7VG can pre-cast many coin-flips to emulate the probabilistenév in the network, and
place the result of the coin-flips to an added consummateorartdpe. These probabilistic events include
mobile node’s probabilistic moving pattern, probabitistipplication requests to create and destroy end-
to-end sessions, probabilistic packet forwarding and opgeevents, probabilistic packet transmission



collision, etc. The totally number of coin-flips (or the lehgof the consummate random tape) <s
O(poly(n))-O(poly(N)), thus < O(poly(N)).
Definition We formally defineGVG Polynomial-time Probabilistic Turing Machine in below.

Definition 6: A GVG Polynomial-time Probabilistic Turing Machin&gg{G-PPTM)is an octuple
M = (N,GVG(Q,7),T. T, q1, #, F.9).
where

« N is a pre-defined system parametat.quantifies the size of thVG-PPTM’s input and output.
For any configurationq, ¢, t,v), ¢ € I'x, tel', ¢e@ on any single tape of the machine,
o], || < O(poly(N)).

« GVG(Q,r) is an oracle with finite set of stat&€g and a probabilistic coin-flip sequence(i.e., the
random tape input of an equivalent DTM¥)| and |r| are < O(poly(N)).

. [ is a finite set of the tape alphabet.

« X CTI'is a finite set of the input alphabet.

o qr€Q is the initial state.

« #€(I' — X) is the blank symbol.

« FCQ is the set of final or accepting states.

« ¢ Is the transition set. FQ@ZVG-PPTM having the consummate tapeis

0:Q xTI'—Q xTI' x {L, R}.
Here L is left shift andR is right shift.

We say thatL is recognized by th& VG-PPTM M with negligible errors if
« for everyzeL it holds thatPr [M accepts x] > 1 — m for every polynomialpoly(N);
« for everyz¢L it holds thatPr M accepts x| = 0.

GVG — RP is the class of languages that can be recognized by s@WG@PPTM. O

For everyre L, Pr[M accepts z] means “probability of protocol success”, while its comp&tPr [M rejects ]
means “probability of protocol failure”. Ig VG — RP, the former one must bé — ¢(N) and the latter
one must be(N) in terms of network scaléV. Note that here we have set the threshold to O to denote
the surviving probability of a network protocol (rather thto % to denote indistinguishability with the
truly random half-half outcomes of coin-flips). As unintexdnetwork operations should always fail, so
far we do not need double-side errors, thus spare the neeeffited VG — BPP.

Example 1:(Snapshot ad hoc routing)in a (connected$napshaot of a mobile network running AODV
or DSR routing, nodes can be viewed as “puppets” of@hg;. Based on the random coin-flips (or the
random tape of an equivalent DTM) that simulate the prolstlmlapplication demand7 Vg initiates an
RREQ flood on a source node. In the worst case, all mobile nodgsize into a linear chain topology,
thus the route discovery procedure end2iV < O(poly(N)) hops. When the corresponding RREP
symbols come back to the source nod®)G enters a final acceptance state to fiRigfe on-demand

'Equivalently, as already assumed in AODV and DSR, the nodeilityospeed must be within a reasonable bound in any mobiaarios,
such that the there is at least an RREQ forwarder can forveatoming back RREP at the RREP forwarding moment.

2Here only route establishment is discussed. For mobileasizes) a naive route maintenance plan is to periodicallyurethis snapshot

ad hoc routing scheme. As demonstrated in [16], the sourdetendestination can do periodic constrained flooding ocowex@ble unicast
probes to gain better performance.



route discovery protocol. As an analogy,G&’G is a theoretic ideal entity corresponding to network
simulators like NS2, QualNet/GloMoSim and OPNET. The onifedence is thatGVG can run perfect
simulation beyond the finest time granularity.

Here every language string starts from the RREQ symbols at the source node (on the canaten
tape) and ends at the RREP symbols at the same source node (consummate tape)c L means that
there is indeed a physical route between the source nodéhandtended destination node in the network
shapshot. Due to route disruption attacks, it is possikd¢ ttre RREP symbols fail to come back at the
source node for thesec L.

For a secure routing protocol /G — RP, the probability of route discovery SUCCEa$RREP received
at sourcelmust bel — ¢(V), while the probability of route discovery failurer[RREP not receivedmust
be ¢(N). However, as we illustrate in Section IV, AODV and DSR are imG VG — RP under severe
routing attacks like the “rushing attack’[11Jo be inGVG — RP, we must ensure that the probability
of per-hop forwarding failure is negligibléThen the overall probability of routing failure @¥(poly(N))
hops/steps would stay as negligible due to the mathematicgplerties of negligibility. O

Discussion In GVG — RP, no one in the system has exponential or other super-polaiarapability
measured inV. In other words, both the legitimate routing scheme and theisary’s attack scheme are
bounded bypoly(N).

First, each legitimate node has resources or capabilibasded bypoly(N). This network assumption
clearly differentiates those centralized infrastructaystems from the self-organizing infrastructureless
networks studied here. In the former case, a centralizatgsean beat a polynomially growing network
component and furnish the needed network function. Hijaglkiuch a VIP node compromises the network
system. In contrast, in the latter case no single node in éteark is able to accomplish the network
function (e.g., routing) provided by a polynomially/limgaincreasing network. Hijacking a fraction of
nodes doesn’t crash the networked function as long as thaimérg fraction of nodes are still functioning.

Second, the adversary is allowed to capture and compronfisetion 6 of N (asé-N is a polynomial
of V) network membersd is the node compromise probability that captures the hasloé breaking
a mobile node’s physical protection. Moreover, node comyse does not increase the captured node’s
capability beyond the polynomial bound. Each compromisatkrs capability is also at a polynomial level
of a legitimate node. This way, as the sum/product of all esbug’s capability is yet anothefoly (V)
(because sum/product of polynomials is another polyngntia¢ aggregation of all compromised nodes’
capability is less tham)(poly(N)). Thus the adversary cannot thwart a security scheme whibices
the probability of security failure to negligible

Finally, exponential capabilityn our negligibility-based model means the capability temvhelm an
entire sub-area of the network despite there are honestsrniadie area. This is beyond the capability
of capturing a subset of legitimate network members. Théhemaatical reasons are described below.

C. Underlying spatial model

As described above, we divide the network areanto a large amount of small (virtual) tiles of size
a, SO that the tile size is even smaller than the physical sizbeosmallest network member. This way,
each tile is either empty, or is occupied by a single nodeo Adlscause the network area is much larger

3For an exponentially decreasing quantity, lbflospital's rule, %Iém is negligible asN increases linearly/polynomially.
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than the sum of all mobile nodes’ physical size, the prolitgiihat a tile is occupied by a mobile node
is very small.

Now a binomial distribution3(n, p) defines the probabilistic distribution of how these tiles accupied
by each mobile ad hoc node. Here= %, the total number of “positions”, is very large butO(poly(N));
and p, the probability that a tile is occupied by the single nodeyery small. When; is large andp is
small, it is well-known that a binomial distributioBi(7, p) approaches Poisson distribution with parameter
p1 = n-p. Hence this binomial spatial distribution is translatetbia spatial Poisson point proceg6] to
model the random presence of the network nodes. In othersyprdcan be treated as a mobile node’s
arrival rate of each standing “position”. Moreover, supptizat NV events occur in area (here an event
is a mobile node’s physical presencg), = % (wherep, = N - p; if N nodes roam independently and
identically distributed) is equivalent to a random samgplof A with ratep,,.

Let = denote the random variable of number of mobile nodes in atwark area concerned:
« (Uniform p;) the probability that there are exacttynodes in a specific ared’ following a uniform
distribution model is Nepr - ANV /
Priz =k = (MTA). —Nopr- A" (1)
« (Non-uniformp;) More generally, in arbitrary distribution models incladinon-uniform models, the
arrival rate islocation dependeniThe probability that there are exacttynodes in a specific ared’

® Priz =k = / / / <(N}€’!’1>k-e—N~m) dA. (2)

Discussion on mobility PDF p;: Our study is based on the mobility PDF that captures an average
mobile node’s mobility presence in the bounded network .afé#s is more general than a study based
on a specific mobility model like random walk and random wagponodels, since any node mobility
model can be transformed into its corresponding mobilityFRB as shown below.

For a network deployed in a bounded system area, let the nandwiable? = (X,Y") denote the
Cartesian location of a mobile node in the network area atlaitrary time instant. The spatial distribution
of a node is expressed in terms of the probability densitgtion

= fxv(z,y)
_ g P < XS ) Al < Vsy )]
—0 52

The probability that a given node is located in a subadéaf the system areal can be computed by
integratingp; over this subarea

Prinode inA'] = Pr[(X,Y)eA] = / fxy(z,y)dA
w

where fxy (z,y) can be computed by a stochastic analysis of an arbitrarylityomiodel. Let’'s use random
waypoint (RWP) model as an example. As computed in [3], weusathe analytical expression

B 36 [, d , a
P1r = fXY(xay) ~ E<$ —Z) (y _Z
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for RWP model in a square network area of sizea defined by—a/2 < 2 < a/2 and —a/2 < y < a/2.
In [12], extensive simulation study of the RWP model has hesad to empirically verify the correctness
of the analytic conclusion.

In a nutshell, mobility PDF is a more general notion than acggemodel like the RWP model. In
Theorem 1, we will prove that our analysis is valid fany mobility PDF, not only a specific mobility
model.

Forwarding communities

Fig. 3. A forwarding commu-  Fig. 4. Forwarding communities along a Fig. 5. Forwarding communities as “big” virtual
nity between a 2-hop source multi-hop path areas
and destination pair

D. Negligibility-based Network Security

In order to ensure negligibility-based secure routing,rat fwe must ensure that per-hop security failure
probability is negligible (with respect to network scal®. One candidate solution is “localized greedy
recovery” which means that, when packet forwarding hop rdeeed perforwarding community area
rather than per node, secure ad hoc routing is feasible @sderthere is at least one honest forwarder
per hop.

The concept of “forwarding community area” is based on theeolmtion that wireless packet forwarding
typically relies on more than one immediate neighbor toyrglackets. Figure 3 shows the simplest case
that node B relays packets from node A to node C. TypicallgenB is within the intersection of node A
and C'’s radio range while A and C cannot hear each other. htipte, all nodes within the “moon”-shape
intersection can relay packets from A to C. Nodes in such @rsection form the forwarding community
area. Figure 4 depicts a chain of forwarding communitieag® multi-hop path. Intuitively, a forwarding
community is a “big virtual area” that replaces a single farding node in conventional routing schemes
(Figure 5).

GVG negligibility: Now we show that an ideal implementation of forwarding comities ensures that
the probability of per-step forwarding failure and the pablity of polynomial-step routing failure are
negligible.

Theorem 1:(GVG-negligible at per hop/step) A routing protocolX is GVG-negligibleat per hop/step
if the probability of packet forwarding failure is negliggwith respect to the network scalé. A secure
routing protocol which ideally implements forwarding commnities isGVG-negligible.

Proof: Let A’ denote the expected size of a forwarding community arealeanddenote the random vari-

able of number of honest network members in the expectedafoimg community area. The probability
that the expected forwarding area hHafonest nodes is

12




In a secure routing scheme that ideally implements forvmgrdommunities, the per hop/step probability
of failure is

Pitepfail = Prly =0] = // e~ (1=0Np1 g g,

The mobility PDFp is arbitrary in our study, thus could be location dependextl@zecomes a function
of the location aread. Therefore, double integrals must be used here (or trigkgmals in case of 3D
scenarios). Fortunately, becauseis a fixed point in differential and integral calculus, suokegrals do
not change the magnitude of order, that%;é, =e” and [ e® dz = e*+C = O(e?). In a nutshell, exponential
quantities and polynomial quantities are unchanged in madgm of order through these integrals. And
this concludes that the probability of security failure pep/stepP;;., .. is negligible with respect to
the network scaléV in any mobility pattern PDF p;. O

Theorem 2:(GVG-negligible at each step implies GVG-negligible in polynomial-steps) A routing
protocol X of polynomial hops/steps i§VG-negligible if it is GVG-negligible at each hop/step.

Proof: By assumption,X hasp(N) steps, wherep(N) is a positive polynomial. Given that per-step
security failure probability i, ., the probability of security failure of the entire protod8),, .. is

Ppolyfaz'l = 1- (1 - Pstepfail)p(N)-

By assumption Py, 4 1S Negligible, thus is asymptotically less than qnyw, wheregq(N) is
a positive polynomial andp(N) + 1)-¢(N) is also a positive polynomial. In other words, there exists a

positive integerN, > 0, such thatPu., i < gy for all @ > N.. Then we have

N
(1 - Pstepfail)p(N) > (11— ! o > e CI(%V)
(p(N) +1)-q(N)

since(1— 1)*~1 > ¢! for all z > 1.

According to Lagrange mean value theorem, for a functfgm) continuous onja, b, there exists a
c€(a, b) such thatf(b) = f(a)+ f'(c)- (b—a) for 0 < a < b. Then letf(z) = e~*, there exists g<(0, z), such
thate > =1+ (—e %)z > 1 - 2. Thus we have

1 1

1= Poeprair)’™N) >e7am > 1 - ——
( tepf l) q( )
Therefore, for any polynomiaj(/N) and sufficiently largeV,

1

Pol ail — 1— 1_Pse ailp(N)<—-
poly f ( tepf ) Q(N)

Thus the probability for the source to receive RREP and @htefinal state iS — Poy fei > 1 — €(N).
O
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Another proof of Theorem 2 using Chernoff bounds is avadahl standard cryptography literatures,
such as [8]. Therefore, by Definition 6, such a protocol im@atation with ideal forwarding communities
Is in GVG — RP.

Discussion: from ideal to practical A major contribution of this paper is to show the existencehaf
formal negligibility-based framework for network secyriHowever, it is an open challenge to implement
the formal framework in the real world. There are pre-cdodi to realize an ideal implementation of the
above-mentioned “forwarding community areas”. We belighatdata origin authenticationsecure neigh-
bor detectiondistance boundingndanti-jammingservices are prerequisites. (1) All packet transmissions
(including control, data packets and their ACKs) are pregdy data origin authentication service. For
those honest senders, every packet is authenticated anmmhtket sender’s identity is unforgeable. This
can be implemented by signing each packet by the sendetifiembdigital signature or using efficient
symmetric key protocols like TESLA [22][9]. Therefore, thdversary cannot forge packet transmissions
from honest nodes, and cannot launch Sybil attack [7] bynfakionest nodes’ identities; (2) Secure
neighbor detection protocols [11][18] must ensure thatordidks are symmetric; that is, if a nod¥ is

in transmission range of some notle thenY is in transmission range oX. This can be enforced by
single-hop three-way handshake (e.g. TCP sgt&-ACK-ACK) protocol with data origin authentication.
On every honest node, packets received from undetected uhasthenticated neighbors are dropped
immediately; (3) Ad hoc nodes are equipped with hardwareleedy packet leashes [10] or Brands-
Chaum protocols [27][4]. Hence by secure distance bounding pair of topological neighbors in ad
hoc routing are indeed physical neighbors; (4) At the phajsiayer, transmissions are vulnerable to
jamming. Fortunately, mechanisms like erasure codinggagprspectrum, and directional antenna have
been extensively studied as means of improving resistangariming.

IV. THE SEVERENESS OF RUSHING ATTACK
A. Rushing attack in intuition

In on-demand routing, the source node initiates a Routedvesy process to find the target node. If
the corresponding RREQs forwarded by the attacker are tbetfirreach each neighbor of the target,
then any route discovered by this Route Discovery will inella hop through the attacker. In order to
beat regular nodes in terms of forwarding latency and lingesl the attacker must acquire a relatively
small latency and a relatively large link speed. Unfortehatboth can be done easily in ad hoc routing
without the need of having access to vast resources.

First, Medium Access Control (MAC) protocols generally iose delays between when the packet
is handed to the network interface for transmission and wthenpacket is actually transmitted. In a
MAC using collision-free time division (like TDMA), for exaple, a node must wait until its time slot to
transmit, whereas in a MAC using collision-based multipleess (like CSMA), a node generally performs
some type of backoff to avoid collisions. In addition, besxalRREQ packets are broadcast, and collision
detection for broadcast packets is difficult, routing pools often impose a randomized delay in RREQ
forwarding. Therefore, even if the MAC layer does not speeaifdelay, on-demand protocols generally
specify a delay between receiving an RREQ and forwardinigp igrder to avoid collisions of the RREQ
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packets. A rushing attacker can easily ignore delays a¢rettite MAC or routing layers and becomes the
“best” forwarder in terms of latency.

Second, a rushing attacker can ignore legitimate packefsiia its network queues and MAC queues,
thus gains advantage over legitimate nodes in terms of peled. Another way that a rushing attacker can
obtain an advantage in forwarding speed is to keep the nktimterface transmission queues of nearby
legitimate nodes full. This can be realized, for examplea isecure ad hoc network relying on inefficient
cryptography—the attacker can keep other nodes busy aidhtmg wireless packets, thus slowing their
ability to forward legitimate RREQs.

Finally, once a rushing attacker is chosen as a forwarderoatey it may cause the loss of certain
critical packets. It can choose to drop the coming-back RRER forward a corrupted RREP. After a
timeout, the RREQ initiator must re-flood the network agaial again. This is a transformed resource
depletion attack, except the RREQ initiator is not the onblémne. Also a rushing attacker can severely
degrade data delivery performance by (selectively) dmgppiata packets [1].

B. Rushing attack as a formal and severe routing attack

In this section, we use the negligibility-based model tovprthat rushing attack is a severe attack
against regular on-demand routing. We show that ghabability of forwarding succesat per-hop is
negligible, thus therobability of routing succesat any multi-hop path o (poly(N)) size is negligible
by Theorem 2.

As specified previously, there afé authenticated network members in the network, amongst thera
ared-N dishonest rushing attackers afid— 0)- N honest members. Let denote the random variable of
number of dishonest attackers in an arbitrary a#éaThe probability that there arke dishonest rushing

attackers in the ared’ is
= // (QN ) pl)k_e—G-N-pl dA
/ k!

In a regular on-demand routing scheme, the per-hop RRERafdiag success ratio, namely the per-hop
route discovery success ratio, is computed from knowingadles in the forwarding area are honest. One
rushing attacker will deprive the chance for other nodesedhe RREP forwarder. The per-hop success
ratio is only

Phopsuccess = Pr y>1 - Pr [Z = 0]

= // e—(1—9)~N~p1)_e—9-N~p1) dA
Aavg

= (L—€(N))-e(N) < e(N),

where A,,, denotes the average size of the forwarding area (i.e., tle@segction of three consecutive
RREP transmission circles) ardN) denotes a negligible quantity with respectio

Sincee” is unchanged by differentials and integrals, the per-haess ratio is negligible given an
arbitrary node mobility PDFp;, and the per-path success ratio is negligible by Theorenr 2rg path
of the sizeO(poly(N)). This concludes that rushing attack is a severe routinglatiaat can reduce
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the success ratio of regular on-demand routing schemesglmide. Proposed countermeasures against
rushing attack include RAP [11] using forwarding commuestduring RREQ phase and CBS [16] using
forwarding communities in all on-demand routing phases.

V. A PRACTICAL IMPLEMENTATION OF COMMUNITY-BASED SECURITY

In this section we describe a practical implementation tpregch the ideal form of “forwarding
community area”.

A. Route discovery

Self-healing community

Self-healing communities (if C forwards a correct RREP)

Self-healing communities (C’' and C” not in transmission range & C’ wins)

Legend: ®» Cooperative RREP forwardiers

Legend: 4 RtREP forwarc!ing nqdes i A Non-cooperative RREP forwarders
o Ad hOC nodes n pamal trUSt Communlty © Ad hoc nodes in self-healing communities
¢} Other ad hoc nodes o Other ad hoc nodes
Fig. 6. An inappropriate community Fig. 7. ACK solves ambiguity in take-over collisions

A community must be formed properly. As a comparison to Fegsir Figure 6 shows an inappropriate
community betweem and C'. Becaused and C' are one-hop neighbors, it is inefficient to introduce an
extra forwarderB and pay the overhead to configure the community aroindo avoid such improper
community configurations, we slightly change the undedyam-demand routing protocol’'s RREQ packet
format, so that whe? forwards its RREQ packet, it adds its immediate upstreaim the RREQ packet.
The new RREQ packet format?is

(RREQ, upstream_node, . . . )

where the underlined part is newly added. The distributegbAthm A specifies each autonomous node’s
action during the RREQ phase. The distributed algorithms @ B, specify how RREP forwarding can
be healed by nearby network members en route.

“We do not include detailed packet formats of the underlyingdemand routing protocol. Interested parties may chetk & AODV
and [14] for DSR. Note that in DSR the upstream node is alréadits forwarding list, thus RREQ packet format is unchanded

community-based DSR.
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Algorithm A: During an RREQ flood, a node just received an authentic
RREQ packet V—x for the current route discovery:

1 InsertV in my soft-state neighbor set;

2 U :=theupstream_node field in the RREQ packet;

3 In my soft state, record asV'’s upstream;

4 IF {(I have never forwarded the RREQ) AND

5 (I have not heard/ in my neighborhood during the RRER)

6 RecordV as my RREQ upstream for the connection;

7 Process the packet according to the underlying routingppod;

8 Locally rebroadcast the RREQ packet.

Algorithm B: During RREP, a node V’(# V) just heard the coming-back
RREP packet E—V for the current route discovery:

01 InsertE in my soft-state neighbor set;

02 W :=the RREQ upstream node recorded Yor

03 WHILE {(My soft state for the connection is still alive) AND

04 (BothV andW are in my soft-state neighbor set) AND

05 ((V didn't correctly forward RREP within the bounded window)

06 OR (W didn't correctly ACK within the bounded window))

07 Wait for an autonomously decided random time;

08 IF (During the waiting period nobody has taken over)
09 Send RREP packet?’—W (i.e., | try to take over).
10 ELSE

11 V .= the node who is forwarding the RREP packet.

Algorithm B y: During RREP, a node V' just received the coming-back RREP
packet E—V for the current route discovery:

1 InsertE in my soft-state neighbor set;

2 RecordE as my RREP upstream for the connection.

3 W = the RREQ upstream node according to my soft-state;

4 Send RREP packet/ —W.

Let’'s use Figure 3 to describe a simple example of route sgegolf B is a malicious forwarder3 can
use rushing attack to make believe that the best path between soufcand destinatior’ goes through
B. Therefore,C' will unicast back an RREP packet #. Fortunately, even though the maliciobswill
drop the RREP packet or send a corrupted RREP packet, the aibperative nodes in the community
area will be able to identify the situation and try to take roas the forwarder.

« First, during RREQ phase any cooperative ndgein the community area already remembered
V = B as its one-hop neighbor arid = A asV’s upstream node.

« Second, during RREP phase any such cooperdtjvean detect that’ = B fails to forward within
a bounded window. For example, in 802.11, the bounded winidoa heuristic estimation oB’s
exponential backoff window. IB. is very nearB and hears alB’s receptions, then the initial backoff
windows size is 32 (i.e., 0..31), or doubled after each siolfi. However, this is not always true and
some of B’s receptions cannot be heard By due to hidden terminals. To couit’s deferring, B,
can add an extra defer timg, ., = % to the estimated window wheids the estimated packet size
(e.g.l =1500bytes) andv is the link capacity (e.g. 11Mbps for 802.11b).

17



Once the estimated window expireB, tries to take over no matter what happenedAo(e.g.,
selfishness, maliciousness, hidden terminal, route oudageto mobility, etc.).

« Third, multiple B, nodes may compete to forward the RREP packet. Similar toahdam delay
imposed in the DSR and AODV’s RREQ forwarding design, eaallengses an autonomous random
delay to alleviate the chance of collision. Neverthelebg tlesign does not completely eliminate
take-over collisions. When collisions occur, the ndife= A determines who wins by sending back
a unicast ACK, that is, the one who is ACKed Byis the one who successfully takes over.

« Finally, as depicted in Figure 7, ACKs to the unicast conpratkets play an important role in solving
ambiguities in community configuration. At the link layerpaicast is always ACKed in 802.11. To
make our design more general, at the network layer we havieemgnted dedicated short ACKs for
RREP packets (also for other unicast control packets, PROBE, PROBEREP and data packets
piggybacked with probing message described in Section & to page limit, see our technical
report [15] for the full-fledged design of Algorithm A, B and Bhat uses network layer ACKSs).

If S and D are more than two hops away, then the single-hop procedw&ided above is executed

from D to S inductively. It is guaranteed a correct RREP comes back ib at least one cooperative
node physically presents in every community area en route.

B. Configuration of communities

A chain of communities is configured during the RREP phasehB@ode must maintain a 2-bit
membership flag in its on-demand soft-state for &) connection. Each RREP forwarder sets its
membership flag to 2. A node overhearing thoeasecutiveRREP ACKs sets its membership flag to 1.
This is because a community member must be in the transmisange of exactly three RREP forwarders:
the immediate upstream forwarder, the forwarder in the seonemunity, and the immediate downstream
forwarder. As a result, a new field is added to the existing RREcket format:

(RREP, hop_count, . ..)

where the underlined part is a counter added for the purposeatuating consecutiveness. The field is set
to O by the destinatio®, then increased by one by each RREP forwarder. From the toresecutive hop
count values, any community member can identify the indexesponding to its own community (i.e.,
the middle one). For example, if a mobile node overhearetRREP packets (of the same connection)
with consecutivehop_count values 2, 3, and 4 in the strict order specified, then it carcloole it is

in the community indexed by 3. Finally, to correctly maintéhe communities immediately next to the
destinationD, a community member only need to hear two consecutive RRERsAd check whether
D is involved in the packets.

C. Reconfiguration of communities

The communities lose shape due to mobility and other netwlgriamics. For eacly-D connection,
we use end-to-end probing to reconfigure communities. Takipg intervall), ... is adapted with respect
to network dynamics. The following intuitive example expkour essential design motives. Instead of
using constrained flooding described in the example, thkeeed-to-end probing employs the same “
unicast” design like the one used in Algorithms B ang.Brherefore, the RREQ rate limit approach
proposed in [9][21] is practical and causes no major rouiagformance degradation in CBS.
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Example 2:(Proactive probing by constrained flooding - An inefficient \ariant of community
reconfiguration) Suppose the two ends of a connection employ constrained RIREBQs rather than
network-wide floods after RREP phase. In every constrain®RE® flood, only those nodes whose
community flags for the connection are non-zero (i.e., sdt tw 2) forward the RREQ packet as usual.
This way, as the needed flags have been set previously in RR&$e or previous probing rounds), the
constrained RREQ floodsnly incur forwarding overhead in the community areas. Ideafly],, ;.. IS
small enough, the constrained RREQ floods can maintain addutes just like network-wide floods, but
with much less RREQ forwarding overhead per flood.

We firstly describe how,, .. is selected in practice following a heuristic design. Wivene take-over
action happens, the taking-over noBlg also sends a short report to the soufte

(TAKE_OVER_REPORT, (S, D, seq#), B., B)

where (S, D, seq#) identifies the end-to-end connection aRdis the forwarding node being taken over.
Torove 1S initialized to be% whereR is the well-known one-hop transmission range arid the estimated
average node mobility speed. The quanffvﬁ)estimates the time of next link outage due to node mobility.
The source decreases if§,.. by 7, = 100ms upon receiving such a take-over report, and increases
Torove DY Tine = 10ms if no take-over report is received in the most recent sgcon

As frequent take-over actions indicate more network dyearr more non-cooperative behaviors, the
heuristic scheme seeks to maintain fresher communitiesdwirig more probing requests. Meanwhile it
also seeks to decrease probing overhead when the commsuaritioute are relatively stable. As a result,
even if the number of network-wide RREQ floods for each cotioeds not 1 (as in the ideal case), this
heuristic scheme significantly reduces the network-widedilog frequency. This implies RREQ rate-limit
proposal [9][21] is practical in community-based security

We then describe the probing protocol details. The solree responsible to keeping the on-demand
route alive because it knows whether there is further da@asmission. For every,, .., the sourceS
sends out a PROBE packet.

(PROBE, (S, D, seq#), hop_count).
Upon receiving a PROBE message, the destinatioreplies with a PROBEREP packet.
(PROBE_REP, (D, S, seq#), hop_count).

PROBE and PROBIREP unicast forwarding follows the same procedure like Athmns B and B- (due
to page limit, see our technical report [15] for more dejailhe communities en route are reconfigured
by monitoring thehop_count field. That is, a node who forwards the PROBE or PROBEP message
sets its membership flag to 2 (i.e., the forwarding membex, any node overhearing three consecutive
ACKs should set its membership flag to 1 (i.e., the non-fodivey member). Thé.op_count field, which
is increased by 1 at each stop, is similar to the same field iBFRBackets to evaluate consecutiveness
in packet transmission.

Since both PROBE and PROBEEP are short messages, an optimization technique is ty/lpagy
them on active data traffic (clearly, the connection ideantifield (S, D, seq#) is not needed in piggybacked
data packets). Moreover, due to wireless channel contentiad errors, it is possible thatla factonon-
forwarding member fails to overhear at least one of the th@Ks (of RREP, PROBE, PROBREP or
piggybacked data packets) in the current probing rounduRately, this unlucky node has the chance to
rectify its incorrect membership flag in the next round.
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D. Data delivery

Community-based data delivery is a combination of conesati node-based data forwarding plus
community-based healing. At the source, the source nodeasnhiguously the current forwarder. At
each intermediate stop, the most recent control packetafolev (of RREP, PROBE, PROBEEP or
piggybacked data packet) is supposed to be the current datarfler. The current forwarder plays the
role of “coré’ in its community. However, if this node fails to forward dapacket due to maliciousness,
selfishness, or network dynamics, members in the same coitynwiti make up.

Algorithm C: During data delivery, a node just overheard a unicast data
packet E—V for an S — D end-to-end connection:

1 InsertE in my soft-state neighbor set;

2 W := my next stop (according to the underlying routing protico

3 WHILE {(My soft state for connectioly — D is still alive) AND

4 (My community flag in the soft state is set) AND

5 (V didn't correctly forward within the bounded windoy)

6 Waits for an autonomously decided random time;

7 IF (During the waiting period nobody has forwarded coigdct
8 Unicast the data packet i¥'.

Note that Algorithm C requires make-up but no take-over amchetwork layer ACKs for unicast data
packets. Another design choice is to follow Algorithm B satthnicast data packets are not different from
unicast control packets in CBS. Although this ensures per#teliability and thus significantly changes
the network’s data forwarding behavior, it may be a good ohavhen per-hop data packet loss ratio is
huge (e.g., when either the channel error rate or the ratimoofcooperative nodes is approaching 1).

E. Simulation Study

1) Simulation environmentVe implement community-based security routing scheme protcAODV
(denoted as CBS-AODV) in QualNet [25], a detailed packeel@etwork simulator. Our evaluation will
investigate: (1) the impact of internal adversaries on teggpmance and the resilience of community
forwarding against rushing attack and black hole attack.aAsomparison, we also implemented part
of Rushing Attack Prevention (RARBEtheme [11] (denoted as RAP-AODV), namely, a node buffers a
few received RREQs belonging to the same flooding and regdgtysandomly picking up one RREQ
from the buffered ones; (2) the impact of node mobility on cmmity-forwarding scheme under these
attacks. We also implementexnstrained floodingSection V-C, denoted as "CBS-AODV,cafisod”)
for comparison.

In our simulation scenario, 150 nodes are randomly placedinva field of size 2400m600m. The
nodes move according to RWP model [13]. Simulations use GBéh$tant Bit Rate) application where
each session lasts for 2 minutes and generates data patkdi® bytes at a rate of 4 packets per second.
The source-destination pairs are chosen randomly fronhalhbdes. During total 15 minutes simulation
time, five CBR sessions are constantly maintained. We usg E.11b DCF at MAC layer and two-ray
ground propagation model at physical layer. Network devitave link bandwidth at 2Mbits/sec and 250
meter power range. The results are averaged over sevenabsiom runs conducted with various random
seeds.
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The following metrics are used for measureméntpacket delivery ratiothe ratio between the number
of data packets received and those originated by the soyijesuting overhead total bytes of routing
control packets. For CBS-AODV, new types of control packetsall calculated(iii) average end-to-end
packet latencythe average time from when the source generates the datatgacwhen the destination
receives it. Community makeup back off delay is included@&S-AODV. (iv) average route acquisition
latency the average latency for discovering a roufe) number of triggered route request flooding
the number of route search flooding initiated by the sourd@éss metric is used to show that using
the community forwarding and self-healing community mair@nce, recourse depletion attack through
excessive control packet flooding can be limited,

2) Impact of non-cooperative ratié: To investigate the impact of hon-cooperative members uging
combined strategy of rushing attack and black hole attaekuge static network scenarios to emphasize
only on the impact of non-cooperative ratio We vary the ratio {) from 0 to 10% (e.qg., ifd = 10,

15 nodes (0.1 * 150 nodes) are non-cooperative). With thee@ase of the ratio, more non-cooperative

members will place themselves on the routing paths throughing attacks and hence to perform black

hole attacks on data packets and on RREP packets. For RAR/A@®use the same parameters as used
by the authors [11].
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Fig. 8. Data Packet Delivery Ratio Fig. 9. Control Overhead (Kbytes)

Figure 8 shows that the delivery ratios are drastically imggafor AODV and RAP-AODV when
the number of attackers increases, while it remains highCiB6-AODV. This drastic change verifies
the analytic predictions. For RAP-AODV, the delivery ratsohigher than regular AODV, but cannot be
restored to CBS-AODV'’s level since the chance of rushingckttannot be completely eliminated through
randomization in RREQ forwarding. In addition, Figure 1Qifres that RAP-AODV’s route acquisition
delay is much higher than CBS-AODV and AODV due to the addezhlzy in RREQ forwarding. Figure 9
verifies that both AODV and RAP-AODV generate higher routmgrhead when there are more non-
cooperative nodes in the network.

Figure 11 and Figure 10 collectively illustrate the delayf@enance. The impacts are two folds. First,
with the community security support, initial route acqtisi latency is small for CBS-AODV since
dropped RREP packets will be backed up by community nodesfdUWAODV, sources have to re-send
RREQ packets when RREPs are not received or not receivethen for RAP-AODV, buffering RREQ

21



T T 0.8 T T
RAP-AODV_ —+— RAP-AODV ——
& 09 AODV —— | 07 F AODV —x— |
g CBS-AODV —=— & ; CBS-AODV —=—
T c
3 & L
_% 3 0.5
= 5]
% < 04r
= g
< s 03 r
2 ©
g S o0z} ]
o z
z 01t g
0 I s 1 I I
0 2 4 6 8 10
Non-cooperative ratio Non-cooperative ratio
Fig. 10. Average Route Acquisition Latency (S) Fig. 11. Average End-to-end Latency

packets at each stop greatly slows down the time of propag®REQ, hence results in a high route
acquisition latency. Second, when packet losses occurmzonty nodes make up the lost transmissions
after a short time period. This mechanism produces very pagtket delivery ratio at the cost of slightly
prolonged end-to-end delay. The end-to-end delay in CB®¥AQtays at a relatively stable level. But
for RAP-AODV, Figure 11 shows longer end-to-end delay anceerehsing trend. This is due to longer
route acquisition latency and degradation in packet deljvespectively. As packet delivery degrades,
those successfully delivered packets are the ones thatedsdi to closer destinations on average, so the
end-to-end latency decreases. This trend is also obseove®lIDV. Our results on average path lengths
validate this reasoning (not shown here due to page limitsthgwing that AODV reduces path length
from 4.36 to 3.61 for this simulation configuration while GBR®DV remains within the range between
4.34 to 4.53 on average.
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Fig. 12. RREP forwarding ratio Fig. 13. # of needed network-wide RREQ floods (if not

limited by rate control)

Figure 12 shows the portion of forwarding that is performgdobginal RREP nodes and the portion
of forwarding that is performed by community nodes. It isacl¢hat with increasing attacker ratio, the
RREP forwarders fail more in forwarding, while the commuymbdes forward more packets to take over.
Figure 13 demonstrates that the rate of needed network-RRIEQ floods stays at a relatively stable
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level in CBS-AODV, but not in AODV and RAP-AODV. This verifighat imposing RREQ rate limit is
a practical design for CBS-AODV, but not for AODV or RAP-AODV

3) Impact from mobility: Our second set of experiments examine the impact of nodelityoihe
attacker ratio is set at 1% in all mobile scenarios. We vaeyrtbde mobility from stationary to a speed
of 10 m/s (same for minimum and maximum speeds in RWP modég).[Z&e pause time is set to 30s.
The proactive probing rate for CBS-AODV and "CBS-AODV, cdimod” is identical. This configuration
seeks to show that probing by constrained flooding can coffemability without incurring network-wide
floods. Only in some extreme cases, a source has to re-engiaetwork-wide RREQ flood to rebuild the
route.
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In Figure 14, CBS-AODV'’s delivery ratio slightly degradef@n mobility increases. In the extreme case,
all old community members roam out of range during a probmerival. Then the current route completely
breaks. Intuitively, delivery ratio degrades because th@bability of the occurrence of the extreme
case increases as node mobility increases. The inefficienant "CBS-AODV, condlood” exhibits
similar delivery ratio performance like CBS-AODV. It is ghtly worse than CBS-AODV because 802.11
broadcasts and constrained flooding incur more channetobah and packet loss in the community areas
(of the current probing round). Moreover, Figure 15 shovat titBS-AODV,consflood” is inefficient in
terms of routing overhead. Figure 15 also verifies the immmithat the overall control overhead increases,
as CBS-AODV adapts its probing interval to a shorter peridiemv mobility increases. Nevertheless,
CBS-AODYV incurs less control overhead than AODV with regdecthe increasing mobility.

Figure 16 studies the impact of RREQ rate control to ressbuece depletion attack. The simulations
run at mobility of 10m/s. Each source is not allowed to sendartban one RREQ flood within the
minimum RREQ intervals shown on theaxis. The figure shows the combined impact of mobility and
non-cooperative ratio (in this case it is the compromisdb reecause selfish nodes would not waste
their own energy to initiate RREQSs). The results show thaB&¥DV copes with the reduced RREQ
flood rate better than AODV under both high mobility and vadgattacker ratios. For AODV under 5%
attackers ratio and high mobility, the curve is mostly flahisTis because the delivered packets are mostly
close to the source nodes, then the RREQ rate limit contres dmt significantly change the protocol
performance.

The impact of network scale is limited by the simulator’s aaifity. Currently, QualNet reports that it
can simulate thousands of nodes on high-end servers, wRINED and NS2 can only simulate a network
of less than half of QualNet’s scale on the same machine usengame network settings. We are currently
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trying to acquire high-end servers to simulate self-orgiaigi networks at the scale of thousands of nodes
or even tens of thousands of nodes. The related result wilkperted when it is ready.

VI. CONCLUSIONS

In this paper we have presented a negligibility-based freonle to formally model network-centric
security problems in mobile ad hoc networks. We have useddihee security notion of formal cryptog-
raphy, except the input parameter is changed from key letmgtietwork scale. Our proposal is the first
one to model network-centric security in a negligibilitagded framework with network scale as the input
parameter.

We use anti-disruption secure routing as an example of mkteentric security. Non-cooperative
network members can thwart mobile ad hoc routing by varioesms. In particular, “rushing attack”
is proved to be a severe routing disruption attack that cdooe the probability of routing success to
negligible. Fortunately, if we can reduce the probabilityper-hop forwarding failure to negligible, then
we can guarantee that the overall probability of routindufai is also negligible. A candidate solution
to achieve the design goal is using “localized forwardingnownity areas” to replace conventional
forwarding nodes. We prove that an ideal form of forwardimmenunity can satisfy the negligibility-
based model, thus a practical implementation approachiagdeal form is a valid protocol to defend
against route disruptions. We expect to augment the pooledfigibility-based protections to include
more countermeasures, and explore the general notion wbretentric negligibility in other types of
networks.
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