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Abstract
In this paper, we propose a zero-knowledge authenticated key agreement protocol with key

confirmation (AKC) in asymmetric setting. The protocol has several desirable security attributes
like some classical AKCs such as STS [7] and MQV [13]. One highlight of our protocol is its
zero-knowledge property, which enables succinct proofs of the claimed security attributes, while
the overhead in communication and computation resulting from the special design to achieve
zero-knowledge is insignificant.
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1 Introduction

An authenticated key agreement protocol (AKC) enables two parties, Alice (A) and Bob (B), to
establish a shared secret key via unsecured communication channels. Each run of the protocol
produces a unique session key between A and B. Both parties are assured that (if their intended
peer acts honestly and follows the protocol1) no third party can possibly compute the session key
(this property is called key authentication). Furthermore, if they are assured that their peer has
possession of the session key (assuming their intended peer acts honestly and follows the protocol),
then the protocol is said to provide explicit key confirmation. If they are assured that their peer
can compute the session key (assuming their intended peer acts honestly and follows the protocol),
then the protocol is said to provide implicit key confirmation.

An AKC can be viewed as a secure mutual identification scheme coupled with a secure distri-
bution of a session key (see [3], [17, §11]). Therefore security analysis for an AKC can be divided
into two steps: first, show that the AKC is a secure mutual identification scheme; and, second,
show that the session key is secure.

A mutual identification scheme is secure if the only way an adversary can get an honest party
to accept is by faithfully relaying the messages between the party and its intended peer. In another
words, the scheme is secure if no honest party will accept after the adversary is active, i.e., if
he drops, injects, switches, alters messages, or does anything other than faithfully relaying the
messages. Depending on the communication capabilities granted to the adversary, the attacks can
be divided into several types:

∗research supported by NSERC discovery grant 203114-06
†research supported by an NSERC post-graduate scholarship
1A dishonest peer may simply give away a session key to a third party, so we do not specify any outcome about

the secrecy of the session key if an intended peer acts dishonestly or does not follow the protocol.
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1. passive attacks, in which the adversary can only observe the messages exchanged between
legitimate parties before trying to impersonate one.

2. concurrent attacks, in which the adversary can carry out the protocol concurrently with
legitimate parties before trying to impersonate one.

3. active-intruder attacks, in which the adversary can carry out the protocol with legitimate
parties while trying to impersonate one.

Note that active-intruder attacks cover concurrent attacks, which cover passive attacks in turn.
In some formal security models for mutual identification schemes, e.g., the Bellare-Rogaway model
[3], Blake-Wilson-Menezes model [13, 4], and Canetti-Krawczyk model [5], an active-intruder attack
is captured using an equivalent idea named matching conversation, or a somewhat more formal
notion, matching session IDs.

The security of a session key is defined in term of indistinguishability, i.e., a session key is
indistinguishable from a key randomly drawn from the key space to an adversary when the adver-
sary observes all the messages between the two parties. Because the protocol is a secure mutual
identification scheme, an active adversary will cause a key agreement session to be aborted and no
session key will be established. So we only need to consider a passive adversary for session key
security.

In the above part, the capabilities of an adversary are discussed based only on the communica-
tion model. The adversary may have some capabilities other than eavesdropping and manipulating
messages, e.g., the adversary may somehow get some session keys, or public keys of the legitimate
parties (in the asymmetric setting). In such cases, the possible damage should be limited to the
maximum possible extent. Some other attacks should also be taken into consideration. A number
of desirable attributes for AKCs have been identified in the literature (see, e.g., [13, 4]), including

1. known session key secrecy: if some session keys are revealed to an adversary, other unrevealed
session keys are still secure.

2. perfect forward secrecy: if the long-term private keys of one or more entities are compromised,
the secrecy of previous session keys is not affected.

3. key compromise impersonation resilience: when A’s long-term private key is disclosed, this
loss does not enable an adversary to impersonate other entities to A.

4. unknown key share resilience: A cannot be coerced into sharing a key with entity B without
A’s knowledge.

To achieve the above security features is not an easy task. The design of AKC protocols
is extremely error prone. The literature is filled with protocols which have been found to contain
certain security flaws. In [3], Bellare and Rogaway first proposed a formal security model for AKCs.
Since then, there have been several extensions to the model, e.g., the Blake-Wilson-Menezes model
[13, 4] for the asymmetric setting, and Bellare-Canetti-Krawczyk’s modular model [1], which is a
construction approach as well as a proof model. A formal proof with respect to such cryptographic
definitions provides a strong assurance that a protocol is behaving as desired.

Extending the zero-knowledge unilateral identification scheme presented in [18], in this paper
we propose an authenticated key agreement protocol with key confirmation in the asymmetric
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Protocol 2.1: Protocol Setup

1. The TA chooses a large prime p such that p − 1 is divisible by another large prime q,
log2 q ≈ k, and log2 p ≈ k′, where k′ is polynomial in k and k is a security parameter.

2. The TA chooses an element g ∈ Zp
∗ having order q.

3. The TA publishes the triple (p, q, g).

4. The TA publishes a hash function h : {0, 1}∗ → {0, 1}k.

5. Each potential prover A chooses a private key a from Zq
∗ uniformly at random, computes

v = ga mod p, and registers v as his or her public key.

6. The TA verifies that v 6= 1 and that A possesses the private key a. If both of these facts
are verified, then the TA issues a certificate to A certifying that v is indeed A’s public key.

setting. The protocol provides the security attributes listed above. One highlight of the protocol
is its zero-knowledge property, which enables succinct proofs of these claimed security attributes.
Meanwhile the overhead in communication and computation resulting from the special design to
achieve zero-knowledge is insignificant. The security proof is based on a security definition different
from but complying with the popular security definition in [3], which simplifies the proof for our
protocol.

The remainder of the paper is organized as follows: section 2 describes the protocol; section 3
discusses its zero-knowledge property; section 4 proves the protocol is a secure mutual identification
scheme; section 5 proves the protocol is a secure AKC; section 6 discusses its computation and
communication performance; and section 7 concludes this paper.

2 Protocol Definition

2.1 Initial Setup

The initial setup for our scheme is described in Protocol 2.1. (Observe that the setup of the
scheme is defined in terms of a security parameter k.) We assume the existence of a trusted
authority, denoted by TA, who will issue certificates for all potential participants in the scheme.
Furthermore, we assume that every potential prover proves to the TA that he or she knows the
private key corresponding to the public key that is being registered.

2.2 Protocol Description

In a session of the scheme, two parties A and B try to convince each other of their identities.
Each party “accepts” only if the other one responds to challenges in an appropriate way. Upon
acceptance, each party computes a session key.

We are working in the pre-specified peer model. This means that, before a session of the protocol
is executed, the two parties exchange certificates. There is no guarantee that the certificates are
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Protocol 2.2: Protocol Description

1. B chooses r1 ∈ Zq
∗ uniformly at random, computes

y1 = gr1 mod p and h1 = h(va
r1 mod p),

and sends (y1, h1) to A.

2. A verifies (y1, h1):
If y1 /∈ {2, . . . , p− 1} or 1 6= y1

q mod p or h1 6= h(y1
a mod p), then A rejects.

Otherwise A chooses r2 ∈ Zq
∗ uniformly at random, computes

y2 = gr2 mod p and h2 = h(vb
r2 mod p ‖ y1

a mod p),

and sends (y2, h2) to B.

3. B verifies (y2, h2) :
If y2 /∈ {2, . . . , p − 1} or 1 6= y2

q mod p or h2 6= h(y2
b mod p ‖ va

r1 mod p), then B
rejects.
Otherwise B accepts, computes

h3 = h(y2
b mod p) and K = y2

r1 mod p,

sends h3 to A, and keeps K as the established session key.

4. A verifies h3. If h3 6= h(vb
r2 mod p), then A rejects. Otherwise A accepts and computes

K = y1
r2 mod p

as the session key.

exchanged securely. For example, an adversary may substitute one certificate with another one.
However, before any party, say A, engages in a session, we assume that A has received and verified
the certificate of a party, say B, who will be termed the intended peer of A. If the intended peer of
A is B, it does not necessarily follow that the intended peer of B is A.

The steps in a session are described in Protocol 2.2. In each session a transcript is generated.
The transcript consists of the messages exchanged between the two parties. For example, in a
session in which both parties accept, the transcript is (y1, h1, y2, h2, h3). When one party rejects,
we denote the messages afterwards as ⊥. For example, if A rejects (y1, h1), then we denote the
transcript as (y1, h1,⊥). In the following parts we omit the operation “mod p” to simplify the
expression.

Assuming both parties follow the protocol, the message flows can be depicted as follows:
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A
y1=gr1 , h1=h(va

r1 )←−−−−−−−−−−−− B

A
y2=gr2 , h2=h(vb

r2‖y1
a)−−−−−−−−−−−−−−−→ B

A
h3=h(y2

b)←−−−−−− B

2.3 Completeness

It is straightforward to verify that Protocol 2.2 is complete. Suppose A and B are both honest.
First B sends out (y1 = gr1 , h1 = h(va

r1)). After receiving the challenge (y1, h1), A checks if
y1

q = 1 and h(y1
a) = h1. Since

h(y1
a) = h(gar1) = h(va

r1) = h1,

A accepts and sends the response (y2 = gr2 , h2 = h(vb
r2 ‖ y1

a)) to B. B then checks if
y2

q = 1 and h(y2
b ‖ va

r1) = h2. Since

h(y2
b ‖ va

r1) = h(vb
r2 ‖ y1

a) = h2,

B also accepts, computes his session key Kb = y2
r1 , and sends h(y2

b) = h3 to A. Since

h(vb
r2) = h(y2

b) = h3,

A will accept and compute her session key Ka = y1
r2 = y2

r1 = Kb.

3 Zero-Knowledge Properties

In a session of the protocol, each party acts as a prover to convince the other party of his or her
identity, and also as a verifier to verify the identity of the other party as well. We show that,
for an honest verifier, the protocol is perfect zero-knowledge, and for an arbitrary (including a
dishonest) verifier, the protocol is statistical zero-knowledge assuming that the KEA assumption
(see Definition 3.3) holds and the hash function h() used in the protocol is a random oracle.

3.1 Perfect Zero-Knowledge for Honest Verifiers

First we consider A as a prover and B as a verifier. Suppose B is honest. The real transcripts
between A and B can be simulated by a polynomial time simulator S without participating a real
session, and the distributions of the real transcripts and the simulated transcripts are identical:

Theorem 3.1. If A is considered as an honest prover and B is considered as an honest verifier,
Protocol 2.2 is perfect zero-knowledge for B.

Proof. The set T of real transcripts obtained by A and B consists of all transcripts T having the
following form:

T = (y1, h1, y2, h2, h3)
= (gr1 , h(va

r1), gr2 , h(vb
r2 ‖ y1

a), h(y2
b))

= (gr1 , h(gar1), gr2 , h(gbr2 ‖ gar1), h(gbr2))
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where r1 and r2 are chosen uniformly from Z∗
q at random independently.

The set T̂ of simulated transcripts can be constructed by S as follows. S chooses r1 and
r2 uniformly independently at random from Z∗

q , and computes the simulated transcript T̂ , using
g, va, vb, and h():

T̂ = (gr1 , h(va
r1), gr2 , h(vb

r2 ‖ va
r1), h(vb

r2))
= (gr1 , h(gar1), gr2 , h(gbr2 ‖ gar1), h(gbr2)).

Since the randomly chosen r1 and r2 in T and T̂ have identical probability distributions, the
transcripts T and T̂ have identical probability distributions, and the protocol is perfect zero-
knowledge for B.

Similarly, when A is considered as an honest verifier in the protocol, S can simulate the real
transcripts in the same way, therefore we have

Theorem 3.2. If B is considered as an honest prover and A is considered as an honest verifier,
Protocol 2.2 is perfect zero-knowledge for A.

Proof. As in the proof of Theorem 3.1, the set T of real transcripts obtained by A and B consists
of all transcripts T having the following form:

T = (gr1 , h(gar1), gr2 , h(gbr2 ‖ gar1), h(gbr2))

where r1 and r2 are chosen uniformly from Zq at random independently.
S chooses r1 and r2 uniformly at random from Zq, and computes the simulated transcript T̂ ,

using g, va, vb, and h():

T̂ = (gr1 , h(gar1), gr2 , h(gbr2 ‖ gar1), h(gbr2)).

The transcripts T and T̂ have identical probability distributions, and the protocol is perfect zero-
knowledge for A.

3.2 Statistical Zero-Knowledge for Arbitrary Verifiers

Now we consider the case in which a verifier might be dishonest. A dishonest verifier may generate
messages not following the protocol. First let A be a prover and B be an arbitrary (including
an dishonest) verifier. B may violate the protocol during a session, e.g., he may generate (y1, h1)
without choosing r1, or he might choose r1 with a nonuniform probability distribution. We show
that the protocol is statistical zero-knowledge for B if the KEA assumption holds and the hash
function h() is a random oracle.

KEA is a non-standard cryptographic assumption first proposed by Damg̊ard in [6]. Its applica-
tion can be found in various papers, e.g., [2, 11, 12, 18]. Although it is a strong assumption, it seems
to hold in most groups where the computation of discrete logarithms is intractable. Informally,
KEA says that, in a prime order group 〈g〉, given ga with a unknown, the only way (except with
negligible probability) to construct in polynomial time a pair of the form (d, da) is to first compute
d = gr for some r, and then compute da = (ga)r. More formally, the assumption is stated in the
next definition.
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Definition 3.3. The Knowledge-of-Exponent Assumption is as follows: Let g be a generator of
a multiplicative (sub)group. For any polynomial-time algorithm A that takes as input g and ga

where a is an unknown randomly chosen value, and which produces as output a pair of the form
(d, d′), d ∈ 〈g〉, there exists a polynomial-time “extractor” A′, which takes the same input and
outputs the pair (d, d′) along with an exponent r, such that for sufficiently large k, it holds that

Pr[d′ = da and gr 6= d] <
1

Q(k)

for any polynomial Q().

The KEA implies that we have access to the internal state of an algorithm. Therefore a sim-
ulation based on KEA is non-black-box in nature. In a non-black-box simulation, the simulator
has access to any internal information of a verifier, e.g., its private key and its control flow. How-
ever, the simulator must be polynomial time, and it does not have access to the prover (neither its
internal information nor as an oracle) in the simulation.

For a dishonest verifier, we need to consider auxiliary-input zero knowledge. That is, the
verifier may collect auxiliary input, e.g., some messages from previous sessions, and use them in
a new session. In this case, we assume that the simulator has access to the transcripts of these
previous sessions as well as the internal states of the verifiers while they were involved in producing
the auxiliary input.

Based on the KEA assumption, we have the following result:

Theorem 3.4. When A is considered as an honest prover and B as an arbitrary verifier, the
protocol is auxiliary-input statistical zero-knowledge for B if the KEA assumption holds and h() is
a random oracle.

Proof. S simulates transcripts as follows: first S receives the challenge pair (y1, h1) from B, then
he completes the transcript as follows:

1. If y1 /∈ {2, . . . , p − 1}, or 1 6= y1
q, or h1 is not generated by a verifier querying h(), then S

outputs the transcript
T̂ = (y1, h1,⊥).

2. If h1 is a reply of h(), say h1 = h(z), which means a verifier C generates the pair (y1, z) ←
A(g, va) first, then S computes r1 with the corresponding extractor (y1, z, r1)← A′(g, va).2

(a) If (y1, z) = (gr1 , va
r1), then S chooses r2 ∈ Zq

∗ uniformly at random, computes

y2 = gr2 , h2 = h(vb
r2 ‖ z).

S sends (y2, h2) to B and receives h3, then output the transcript

T̂ = (y1, h1, y2, h2, h3).

(b) Otherwise (i.e., (y1, z) 6= (gr1 , va
r1)), S outputs the transcript

T̂ = (y1, h1,⊥).
2C does not has to be the same as B, because B may get y1, h1 from the auxiliary input.
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From the structure of the protocol and the simulation process, we see that a difference between
the distributions of the real transcripts T = {T} and the simulated transcripts T̂ = {T̂} only
happens when the challenge pair (y1, h1) is valid, i.e., y1 ∈ {2, . . . , p−1}, 1 = y1

q, and h1 = h(y1
a).

At this time, the real transcript T is always (y1, h1, y2, h2, h3), while the simulated transcript T̂ may
be (y1, h1, y2, h2, h3) or (y1, h1,⊥). In the following three cases, the real and simulated transcripts
are different:

1. h1 is not the reply of a query on h() but h1 = h(y1
r).

In this case, C happens to choose h1 = h(y1
a). The statistical distance between the probability

distributions of T and T̂ caused by this reason is 1/2k.

2. h1 is the reply of a query on h(z), h(z) = h(y1
a) but z 6= y1

a.

In this case, C finds a second pre-image of h(y1
a). The statistical distance between the

probability distributions of T and T̂ caused by this reason is no more than 1/2k.

3. h1 is the reply of a query on h(z), z = y1
a but gr1 6= z.

In this case, C first generates a pair (y1, z) such that y1 ∈ 〈g〉 and z = y1
a, but the corre-

sponding extractor fails to find r1 such that gr1 = y1. The statistical distance between the
probability distributions of T and T̂ caused by this reason is less than 1/Q(k) due to KEA
assumption.3

Therefore, the statistical distance d between the probability distributions of T and T̂ is

d < 1/Q(k) + 1/2k−1.

Next we consider B as a prover and A as an arbitrary (including a dishonest) verifier. In this
case A may violate the protocol during a session. We have the following result:

Theorem 3.5. When B is considered as an honest prover and A as an arbitrary verifier, the
protocol is statistical zero-knowledge for A if KEA assumption holds and h() is a random oracle.

Proof. S simulates the transcripts as follows: choose r1 ∈ Zq
∗ and compute

y1 = gr1 , h1 = h(va
r1),

sends (y1, h1) to A, receives (y2, h2) returned by A, and complete the transcript as follows:

1. If y2 /∈ {2, . . . , p− 1}, or 1 6= y2
q, or h2 is not generated by A querying h(), then output the

transcript
T̂ = (y1, h1, y2, h2,⊥).

3Note y1 ∈ 〈g〉 is necessary for KEA to hold. If y1 /∈ 〈g〉, the proof breaks down. Correspondingly, if in the
protocol, y1 ∈ 〈g〉 is not checked, then the protocol will suffer from a small sub-group attack. The same reason holds
for checking y2 ∈ 〈g〉.
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2. If h2 is generated by A querying h(), say h2 = h(z), which means A generates the pair (y2, z)
first. If y1

a is not the suffix of z, then S outputs the transcript

T̂ = (y1, h1, y2, h2,⊥).

Otherwise (z = s ‖ y1
a for certain s), A must have constructed the pair (y2, s) ← A(g, vb).

Then S computes r2 with the corresponding extractor (y2, s, r2)← A′(g, vb).

(a) If (y2, s) = (gr2 , vb
r2), then S computes h3 = h(vb

r2), and outputs the transcript

T̂ = (y1, h1, y2, h2, h3).

(b) Otherwise S outputs the transcript

T̂ = (y1, h1, y2, h2,⊥).

From the structure of the protocol and the simulation process, we see that a difference between the
distributions of the real transcripts T = {T} and the simulated transcripts T̂ = {T̂} only happens
when the pair (y2, h2) is valid, i.e., y2 ∈ {2, . . . , p − 1}, 1 = y2

q, and h2 = h(y2
b ‖ y1

a). At this
time, the real transcript T is always (y1, h1, y2, h2, h3), while the simulated transcript T̂ may be
(y1, h1, y2, h2, h3) or (y1, h1, y2, h2,⊥). Using a similar argument as in Theorem 3.4, we conclude
that the statistical distance d between the probability distributions of T and T̂ is

d < 1/Q(k) + 1/2k−1.

3.3 Concurrent Zero-knowledge

The zero-knowledge property of our protocol is preserved under three types of composition of
sessions of the protocol, namely, sequential composition, parallel composition, and concurrent com-
position. In sequential composition, the protocol is invoked many times, where each invocation
follows the termination of a previous one. Every zero-knowledge protocol is zero-knowledge under
sequential composition. Under parallel composition, many instances of the protocol are invoked
at the same time and they proceed at the same pace. In general, zero-knowledge properties are
not preserved under parallel composition. Concurrent composition generalizes both sequential and
parallel composition. In this setting, polynomially many instances of the protocol are invoked at
arbitrary times and they proceed at an arbitrary pace [9].

With the same simulation techniques used in the proofs of Theorem 3.1, 3.2, 3.5 and 3.4, we
can show the following results:

Theorem 3.6. When A is considered as an honest prover and B as an honest verifier, concurrent
composition of Protocol 2.2 preserves perfect zero-knowledge for B if KEA assumption holds and
h() is a random oracle.

Theorem 3.7. When B is considered as an honest prover and A as an honest verifier, concurrent
composition of Protocol 2.2 preserves perfect zero-knowledge for A if KEA assumption holds and
h() is a random oracle.

9



Theorem 3.8. When A is considered as an honest prover and B as an arbitrary verifier, concurrent
composition of Protocol 2.2 preserves statistical zero-knowledge for the B if KEA assumption holds
and h() is a random oracle.

Theorem 3.9. When B is considered as an honest prover and A as an arbitrary verifier, concurrent
composition of Protocol 2.2 preserves statistical zero-knowledge for A if KEA assumption holds and
h() is a random oracle.

Here we only give a proof for Theorem 3.9. Proofs for Theorem 3.6, 3.7, and 3.8 can be obtained
in a similar way.

Proof. Let T be the transcript of a concurrent composition of the protocol between A and B. Then
T is a composition of m individual transcripts, where m is polynomial in k. Let each of these
individual transcripts be ((y1, h1)i, (y2, h2)i, (y3)i), where the superscript i ∈ [1,m] is a unique ID
of the transcript. We assume transcript 1 starts first and transcript m finishes last. Then

T = ((y1, h1)1, · · · , (y1, h1)i, · · · , (y2, h2)i, · · · , (h3)i, · · · , (h3)m).

The position of each message is known to both A and B.
S simulates the composite transcript T as follows: for the individual transcript i, constructs

((y1, h1)i, (y2, h2)i, (h3)i) the same way as in Theorem 3.5. and puts (y1, h1)i, (y2, h2)i and (h3)i in
the simulated transcript T̂ . The positions of these messages correspond to where they are supposed
to be in a real transcript.

From the proof of Theorem 3.5, we know that the statistical distance di between the probability
distributions of each pair of individual transcripts T i and T̂ i is

di < 1/Q(k) + 1/2k−1.

T and T̂ are composition of m such individual transcripts. Therefore, the statistical distance d
between the probability distributions of T and T̂ is

d < m/Q(k) + m/2k−1.

4 Secure Mutual Identification

In this section we show that the protocol is a secure mutual identification scheme. The security
definition and proof for the mutual identification scheme are essentially the same as those for the
unilateral identification protocol in [18]. Also we will show that the security definition complies
with the Bellare-Rogaway model in [3].

The security of the protocol is based on the intractability of the Computational Diffie-Hellman
(CDH) Problem. The CDH Problem is to compute the value of gab, given g, ga and gb. The CDH
Assumption is defined as follows.

Computational Diffie-Hellman Assumption.
Let g be a generator for a group of order q, and let k = log2 q. The CDH Assumption is that there
is no polynomial-time algorithm (i.e., poly-time in k) that can compute gab for a non-negligible
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fraction of all possible pairs a, b ∈ Zq, when it is given g, ga, and gb as input. That is, for any
polynomial-time algorithm A, and for any polynomial Q(), it holds that

Pr[A(ga, gb) = gab] <
1

Q(k)

for all sufficiently large k, where a and b are random numbers uniformly distributed over Zq
∗.

Next, we observe that the following result is obvious from the structure of Protocol 2.2.

Theorem 4.1. An adversary can impersonate a prover with public key v = ga with non-negligible
probability if and only if the adversary can compute gab, when it is given a random challenge gb,
for a non-negligible fraction of all values b ∈ Zq

∗. That is, there exists a polynomial-time algorithm
Av with respect to public key v = ga, and a polynomial Q1(), such that for any large large k, it
holds that

Pr[Av(gb) = gab] >
1

Q1(k)
,

where b is randomly chosen from Zq
∗ and k = log2 q.

Remark. In the above theorem, the prover can be either B who initiates a mutual identification
session, or A who responses to the initiation.

Here is the notion of security that we will use.

Definition 4.2. An identification protocol is secure if there is no polynomial-time adversary who
can impersonate a non-negligible fraction of all possible provers with non-negligible probability. That
is, for any polynomial Q(), and for all sufficiently large k, it holds that

Pr[Av exists] <
1

Q(k)

where v = ga, a is randomly chosen from Zq
∗ and Av is as defined in Theorem 4.1.

4.1 Concurrent Attack

Theorem 4.3. Protocol 2.2 is secure against concurrent attacks in the random oracle model under
the CDH and KEA Assumptions.

Proof. Suppose that the protocol is not secure against concurrent attacks. Because the protocol is
concurrent zero-knowledge, an adversary can impersonate a prover in a session without participating
in any other sessions of the scheme. Next, since the adversary can impersonate a non-negligible
fraction of all possible provers, there exists a polynomial Q2() such that, for sufficiently large k,

Pr[Av exists] >
1

Q2(k)

for randomly chosen a ∈ Zq
∗, where v = ga, k = log2 q, and Av satisfies

Pr[Av(gb) = gab] >
1

Q1(k)
,
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as defined in Theorem 4.1. Therefore, given a pair ga and gb where a and b are randomly chosen
from Zq

∗, the probability that the adversary can compute gab is at least

Pr[Av exists and Av(gb) = gab] = Pr[Av exists] · Pr[Av(gb) = gab]

>
1

Q1(k)Q2(k)

for any large k. This contradicts the CDH Assumption.

4.2 Active-intruder attack

One model to capture the adversary’s ability to carry out active attacks is the Bellare-Rogaway
model [3]. In this model, an adversary O interacts with multiple legitimate entities. O can generate,
switch, alter, drop, and delay messages, or do anything he likes when he interacts with these entities.
The security in this model is defined in terms of matching conversations as follows.

A secure mutual identification scheme is the one in which

1. if two honest parties have matching conversations, they will both accept, and

2. the probability that one honest party accepts while his intended peer is not engaged in a
matching conversation is negligible.

This is equivalent to the secure definition for mutual authentication from [17, §11.1] and [19].

Definition 4.4. A secure mutual identification scheme is the one in which

1. if both parties are honest, then they both accept, and

2. if the adversary has been active, then the probability that any honest party accepts after a flow
in which the adversary is active is negligible.

The two definitions are equivalent in that there will not be a matching conversation if and only
if the adversary is active. Next we prove the protocol is a secure mutual identification protocol in
terms of Bellare-Rogaway model. We need to show that if an honest party A accepts, her intended
peer B is engaged in a matching conversation (with overwhelming probability).

Theorem 4.5. Suppose A is an honest participant whose intended peer is B. Suppose that A
engages in a session in which she

1. receives and accepts m1 = (y1, h1 = h(y1
a)),

2. sends m2 = (y2 = gy, h2 = h(vb
y ‖ y1

a)), and finally

3. receives and accepts m3 = h3 = h(vb
y).

Then B will have engaged in a session in which his intended peer is A, and in which he

1. sent m1,

2. received and accepted m2, and finally

3. sent m3.
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Proof. Let O be a polynomial time algorithm which runs (possibly multiple) instances of A and B
as oracles. Each oracle only interacts with O, and executes the protocol correctly. O knows A’s
and B’s public keys, but does not know their private keys. O can initiate an oracle to start a new
session, or send a challenge to an oracle to start a new session. O can manage sessions concurrently.

Suppose an A oracle completes a session S with view (m1,m2,m3), where m1, m2 and m3 are
as defined above.

After receiving A’s reply m2 in the session S, O responded with m3 = h3 = h(vb
y). O cannot

compute h3 unless it can compute the input vb
y = y2

b = gyb. However, due to the CDH, it is
infeasible to compute gyb given gb and gy. Therefore, O must have obtained h3 from a B oracle.
Furthermore, from the structure of the protocol, it is clear that m3 can only be returned by a
B oracle as the third flow in a session S ′ in which the second flow was (gy, h(gby ‖ s)), for some
s ∈ Zp

∗. Because y is a fresh random value chosen by A, it holds with overwhelming probability
that s = y1

a and the above-mentioned second flow of the session S ′ is indeed m2.
Now, in the session S ′, the B oracle sent m3 = gby in response to m2 = (gy, h(gby ‖ y1

a))).
Suppose in S ′, B’s intended peer is Z with a private key z and a public key Vz. Let B’s first
message in S ′ be (gx′

, h(Vz
x′

)), then Vz
x′

= y1
ax, which implies zx′ = ax.

x′ is a fresh random number chosen by B. z and a are private keys which were determined
before the session S ′. z and x may be chosen by the adversary, but the adversary does not know
x′ or a. If zx′ = ax holds for random x′, then there are two possible cases:

• z = a

In this case, x = x′. B’s intended peer is A, and B’s first message is m1.

• z 6= a

In this case, only z = 0, x = 0 can make zx′ = ax hold for random x′ and unknown a 6= 0.
But this case is precluded by the protocol checking y1 6= 1 and Vz 6= 1.

Therefore, it holds with overwhelming probability that in session S ′, B’s intended peer is A,
and m1 is the first flow in S ′.4

This completes the proof.

Using similar methods, it is possible to prove a similar result concerning B’s view of a session
of the protocol.

Theorem 4.6. Suppose B is an honest participant whose intended peer is A. Suppose that B
engages in a session in which he

1. sends m1 = (y1 = gx, h1 = h(va
x)),

2. receives and accepts m2 = (y2, h2 = h(y2
b ‖ va

x)), and finally

3. sends m3 = h3 = h(y2
b).

Then A will have engaged in a session in which her intended peer was B, and in which she

1. received and accepted m1,

2. sent m2, and finally

3. received and accepted m3.
4If Vz 6= 1 and y1 6= 1 are not verified in the protocol, the the proof breaks down. Correspondingly, the protocol

will suffer from an impersonation attack. The same reason holds for checking y2 6= 1.
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5 Key Agreement

After a successful mutual identification session using Protocol 2.2, A and B agree on a session key
K = gr1r2 . To be an authenticated key agreement scheme, the protocol must satisfy the following
properties [17, §11]:

1. the protocol is a secure mutual identification scheme,

2. if the two parties engaged in the session are honest, then no information about the session
key K can be computed by the adversary.

The attack model considered here includes passive/concurrent/active-intruder attacks. We have
proved the first property in section 4. For the second property, since an active-intruder attack
will cause a session to be aborted and no session key will be established, we only need to consider
passive and concurrent attacks. Next we formally define and prove the second property.

5.1 Secure Authenticated Key Agreement with Key Confirmation

We define the security of a key agreement under passive and concurrent attacks as follows:

Definition 5.1. A key agreement protocol is secure against passive and concurrent attacks if any
polynomial time adversary cannot distinguish the established session key of a target session involving
two honest participants from a random key drawn from the key space.

Based on KEA assumption we have proved that the protocol is concurrent zero-knowledge. If the
adversary can succeed using a concurrent attack, then he can succeed using a passive attack. Next
we show that a passive attacker cannot distinguish a session key from a random key drawn from
the key space. We prove this property based on the Decision Deffie-Hellman (DDH) assumption.

For the group 〈g〉 used in our protocol, DDH assumption states that given random r1, r2, r ∈
Zq, it is intractable to distinguish (gr1 , gr2 , gr1r2) from (gr1 , gr2 , gr), i.e., for any polynomial time
algorithm A and any polynomial Q, if k is sufficiently large, then

|Pr[A(gr1 , gr2 , gr1r2) = 1]− Pr[A(gr1 , gr2 , gr) = 1]| < 1/Q(k).

Based on DDH, by reduction, it is easy to prove that for random r1, r2, r, a, b ∈ Zq,

(ga, gb, gr1 , gr2 , h(gar1), h(gbr2), h(gbr2 ‖ gar1), gr1r2)

and
(ga, gb, gr1 , gr2 , h(gar1), h(gbr2), h(gbr2 ‖ gar1), gr)

are computationally indistinguishable, i.e, K = gr1r2 is indistinguishable from a random key.
Since the protocol is a secure mutual identification scheme, it provides implicit key confirmation.

Summarizing the above discussion, we have the following result:

Theorem 5.2. The protocol is an authenticated key agreement protocol secure against passive,
concurrent, and active-intruder attacks, and it provides implicit key confirmation to both parties,
assuming the KEA assumption and DDH assumption hold, and h() is a random oracle.
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5.2 Known Session Key Attacks

In a known session key attack, the adversary O is allowed to acquire the session keys of the sessions
he observes and/or participates in. The objective of O is to determine the key of a target session
from which he cannot acquire the key. The target session may happen before, after, or in parallel
with other sessions. One restriction on O is that he can only request the key of a session from a
party that accepts in the session.

Theorem 5.3. The protocol is secure against known session key attacks, given that the DDH
assumption and the KEA assumption hold, and h() is a random oracle.

Proof. Let St be the target session, and Tt be the transcript of that session. In this proof, denote
[1,m] = {1, . . . ,m}. Let {(Ti,Ki)|i ∈ [1,m]} be the transcript and session key pairs that O
accumulated by observing and/or participating in some sessions identified by integers i ∈ [1,m],
where m is polynomial in the security parameter k. If O can succeed in the known session key
attack, then there must be a polynomial time algorithm A such that A({(Ti,Ki)|i ∈ [1,m]}, Tt)
can compute some partial information about Kt.

First observe that with r1, r2 and the public keys of the session participants, O can compute a
simulated (T̂ , K̂) pair without observing or participating in a real session:

T̂ = (gr1 , h(va
r1), gr2 , h(vb

r2 ‖ va
r1), h(vb

r2)), K̂ = gr1r2 . (1)

Next we show that the probability distributions of {(Ti,Ki)|i ∈ [1,m]} and a simulated {(T̂i, K̂i)|i ∈
[1,m]} can be statistically indistinguishable.

O constructs a (T̂i, K̂i) pair according to how the corresponding (Ti,Ki) pair is generated:

1. (Ti,Ki) is from an observed session between A and B.

O simulates the transcript by choosing random r1 and r2, and computing (T̂i, K̂i) using (1).
Since r1 and r2 in (Ti,Ki) and (T̂i, K̂i) have identical probability distributions, (T̂i, K̂i) and
(Ti,Ki) have identical probability distributions too.

2. (Ti,Ki) is from a session that O initiates and A accepts.

Since the other party A accepts (y1, h1), with overwhelming probability O can obtain r1

such that y1 = gr1 due to KEA assumption. By choosing random r2, O can complete the
transaction (T̂i, K̂i) using (1) without interacting with A. The probability distributions of
(Ti,Ki) and (T̂i, K̂i) are statistically indistinguishable. The detailed analysis is similar to
that of Theorem 3.4.

3. (Ti,Ki) is from a session in which O participates, and which is initiated and accepted by B.

Since B accepts (y2, h2), with overwhelming probability O can obtain r2 such that y2 =
gr2 . By choosing random r1, O can construct (T̂i, K̂i) using (1) without interacting with B.
The probability distributions of (Ti,Ki) and (T̂i, K̂i) are statistically indistinguishable. The
detailed analysis is similar to that of Theorem 3.5.

Therefore O can build simulated {(T̂i, K̂i)|i ∈ [1,m]} which are statistically indistinguishable
from {(Ti,Ki)|i ∈ [1,m]}.

When A is a deterministic algorithm, it is obvious that the probability distributions of outputs
of A({(T̂i, K̂i)|i ∈ [1,m]}, Tt) and A({(Ti,Ki)|i ∈ [1,m]}, Tt) are statistically indistinguishable.

15



When A is a randomized algorithm, it is equivalent to a deterministic algorithm Ad which has
an additional random input r, where r has the same probability distribution as the random numbers
within A. When ({(T̂i, K̂i)|i ∈ [1,m]}, Tt) and ({(Ti,Ki)|i ∈ [1,m]}, Tt) are statistically indistin-
guishable, ({(T̂i, K̂i)|i ∈ [1,m]}, Tt, r) and ({(Ti,Ki)|i ∈ [1,m]}, Tt, r) are also statistically indistin-
guishable, and the outputs of Ad({(T̂i, K̂i)|i ∈ [1,m]}, Tt, r) and Ad({(Ti,Ki)|i ∈ [1,m]}, Tt, r) are
statistically indistinguishable. So the probability distributions of the outputs of A({(T̂i, K̂i)|i ∈
[1,m]}, Tt) and A({(Ti,Ki)|i ∈ [1,m]}, Tt) are also statistically indistinguishable.

Therefore, if O can succeed in known session key attacks, then with negligible difference in
probability, he can also succeed in a completely passive attack in which no session other than the
target session takes place. This contradicts Theorem 5.2.

5.3 Other Attributes of the Protocol

The protocol also provides the following desired attributes for key agreement protocols:

• perfect forward secrecy.

Since a session key K = gr1r2 is independent of the private keys a and b, disclosing a or b
does not help to gain any information about previous K.

• key compromise impersonation resilience and unknown key share resilience.

Since the protocol is a secure mutual identification scheme, it is secure against key compromise
impersonation and unknown key share attacks.

6 Performance

Comparing our protocol with MQV (AKC version) [13] and STS [7], we can see they have a sim-
ilar structure in terms of exchanged messages, except that in our protocol, the first message is a
challenge pair consisting of y1 = gr1 and h1 = h(va

r1), while in MQV and STS the first message
only contains gr1 . Computing and sending h1 incurs additional communication and computation
overhead. Suppose all these protocols are implemented on a subgroup of Zp

∗. If we use SHA-1
as the hash function h(), then the additional communication overhead incurred by y1 is 160 bits.
Usually p needs to be at least 1024 bits. Therefore the increase in communication is insignificant.
In view of computation, in all these protocols, in each session, each participant needs to do several
exponentiation operations, which are the main computational overhead. Since computing or veri-
fying h1 incurs only one exponentiation and one hash operation for each party, the increase in the
computation is also insignificant.

Our protocol can also be implemented in the setting of an elliptic curve E of prime order
q, where q ≈ 2160. In this setting, the verifications that y1

q mod p 6= 1 and y2
q mod p 6= 1 are

unnecessary; it would suffice to verify that y1 and y2 are points on E and that y1 and y2 are not
the points at infinity. In the elliptic curve setting, the message length would be roughly 800 bits,
and each party is required to perform only four “exponentiations” (i.e., scalar multiples of a point
on the elliptic curve E).
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7 Conclusion

In this paper, we proposed a zero-knowledge authenticated key agreement protocol with implicit
key confirmation (AKC) in the asymmetric setting. The protocol has several desirable security
attributes. One highlight of the protocol is its zero-knowledge property, which enables succinct
proofs of the claimed security attributes, while the overhead in communication and computation
resulting from the special design to achieve zero-knowledge is insignificant.
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