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Abstract

Secure multi-party computation (MPC) is a central problem in cryptdgrapgnfortunately, it is well known
that MPC is possible if and only if the underlying communication reekvhas very large connectivity—specifically,
Q(t), wheret is the number of potential corruptions in the network. This imjlliy result renders existing MPC
results far less applicable in practice, since most deployed networksrhtact a very small degree.

In this paper, we show how to circumvent this impossibility result achieve meaningful security guarantees
for graphs with small degree (such as expander graphs and several othlegteg). In fact, the notion we
introduce, which we cathlimost-everywhere MP®uilding on the notion of almost-everywhere agreement due to
Dwork, Peleg, Pippenger and Upfal, allows the degree of the netwd touch smaller than the total number of
allowed corruptions. In essence, our definition allows the adversamyigcitly wiretap some of the good nodes
by corrupting sufficiently many nodes in the “neighborhood” of thogdes. We show protocols that satisfy our
new definition, retaining both correctness and privacy for most nodgsteesnall connectivity, no matter how
the adversary chooses his corruptions.

Instrumental in our constructions is a new model and protocol foséteire message transmissggMT)
problem, which we calSMT by public discussigrand which we use for the establishment of pairwise secure
channels in limited connectivity networks.

Key words: Secure multi-party computation, almost-everywhere agesg, secure message transmission, expander
graphs, bounded-degree networks.

1 Introduction

Secure multi-party computation (MPC) [Ya082, GMW87, BGWEB&D88] is one of the most fundamental prob-
lems in cryptography. Simply put, in MP& players jointly compute and obtain the value of an arbitrargry
polynomial-time computable function on their inputs, itsway that even if some fraction of the players are cor-
rupted by a malicious adversary, the correct outputs asasehe privacy of the inputs of the uncorrupted (honest)
players are guaranteed. After its formulation, MPC has lstedied extensively, and many flavors with regards to,
for example, the type of corruptions allowed by the advgrstas computational power, and definitions of security,
have been considered in the literature.

In this paper our focus is on so-called unconditional, oorinfation-theoretic, secure multi-party computation,
as considered in [BGW88, CCD88], where no restrictions kega on the computational power of the adversary. In
this setting, assuming that players can communicate wighyesther player over not only dedicated but also private
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communication channels, MPC is achievable as long as mare%tbf the players remain uncorrupted. Moreover,
this bound on the number of players is tight.

The above scenario assumes point-to-point private contation channel between every pair of players. In
fact, with a few noted exceptions (more on this below), thigat only true for unconditional MPC, for most of the
work on other models as well. Since reliable, let alone pei@mmunication is costly to achieve, fully connected
networks sound like a costly proposition. Indeed, this tjaeswvas posed by Dolev [Dol82], and later by Dolev,
Dwork, Waarts and Yung [DDWY 93], whose combined resultsistit in fact if there are corrupted players, then
(2t 4+ 1)-connectivity is both necessary and sufficient for uncooxé MPC.

On the other hand, typically in practical networks most reoldave a very small connectivity, which is indepen-
dent of the size of the network. In this paper, we show thatnimgdul statements about unconditional MPC can be
made even if every node has small, even constant, conrgcti@iearly, in such a setting, we must give up on some
of the “good” nodes, for example, in the case of such a nodegltetally “surrounded” in the network by corrupted
nodes; still, we would like to be able to guarantee the sgcafia large fraction of uncorrupted nodes.

Our notion of "giving up” nodes originates from the notioradinost-everywhere agreemgmoposed by Dwork,
Peleg, Pippenger and Upfal [DPPU86], who study how to aehiiyzantine agreement [PSL80, LSP82] in a limited
connectivity setting. We build on the notions developedDPPU86], and in some sense, our central result can be
viewed as a generalization of theirs. In essence, given adbest channel (implied by Byzantine agreement) and
a constant number of uncorrupted paths among a large sutisedes in the network, we show how to implement
secure (i.e., reliable and private) channels among theh ttams achievalmost-everywhere MPCIn essence”
because apart from the construction, as opposed to justvéahithe correctness property for a particular MPC
instance (Byzantine agreement), substantial additidf@tte are required in order to capture the privacy requaem
of general MPC, particularly in the case of adaptive coiamst, and proving it correct.

One of the tools that we use to achieve the above transfamaitihich we calkecure message transmission by
public discussionmight be of independent of interest. As mentioned abovée\Det al. [ DDWY93] show a tight
(2t 4+ 1)-connectivity bound for the (perfectly) secure messagestrassion (SMT) problem, of one node sending a
message perfectly privately and correctly to another nage a network. That many channels, in fact, are needed
to establish a public channel (nho privacy concerns, oniglogity). In our model, a public channel for large subsets
of nodes can be constructed in a different way, and thus waldecto let the adversary corrupt all but one of the
channels connecting those nodes, at the expense of a small er

We stress that while in almost-everywhere MPC we give up tivaqy and correctness of some of the nodes, we
consider this a realistic assumption. Indeed, the req@rgsnon a corrupted node are also given up in the classical
model of MPC, and what we define here is a model where the aatydoyg corrupting someénotes, can potentially
corrupt another set df nodes, which depends @rand the particular network. However, as long as the entires se
sufficiently small, i.e.f + ' < %, it is guaranteed that the rest of the nodes can achieve dn@eenents of secure
multi-party computation, even on networks with boundedreeg

Related work. As already mentioned, our new notion is closely relatedeatincept of almost-everywhere agree-
ment introduced in [DPPU86], and further explored in [UpfBZ&93]. We review some of the results in [Upf92] in
Section 4.3, where we describe especial networks wherestleverywhere MPC can be achieved.

We also already mentioned the relation of our tool for sechiemnels to the problem perfectly secure message
transmissiorfDDWY93], which has been further studied in, e.g., [SA96,F&M, ACHO06, FFGVO07]. In [FW98],
Franklin and Wright take a different approach and study #easary and sufficient conditions for secure message
transmissions over multicast lines.

Our model for secure message transmission by public digcuss also related to the one used privacy
amplificationandsecret key agreeme(iBBR88, BBCM95] and extensive number of follow-ups), whdhnere also



is an authentic public channel, and a private channel whiehatversary is allowed to eavesdrop and/or tamper,
depending on the various sub-models. Our problem can beedi@s a special instance of secret key agreement in
the presence of severe tampering and transmission erudferia very specialized tampering “function,” if we view
all the channels as a combined channel.

In [FHM98], Fitzi, Hirt and Maurer considered a “hybrid” fare model where the adversary is allowed to
maliciously corrupt some fraction of the players and in ddiallowed to eavesdrop on some additional players. In
our model, the potential additional eavesdropping (as aglliolation of correctness) is defined structurally, given
the graph topology and the location of the truly corruptedeso

Finally, the problem statement of almost-everywhere secomputation, as well as the overall approach are
joint work with Shailesh Vaya [Vay06, GOVa, GOVb]. (See Aokviedgements for a more detailed account on
this collaboration.) The work reported in [Vay07] followsig approach as well: adding privacy to networks that
admit almost-everywhere agreement, using a protocol foiesing secret key agreement by public discussion (see
above). Besides several other issues that would requiraitat improvement, a salient difference (shortcoming)
in [Vay07] is the simulation-based security definition [G2], where the ideal-world adversary (the simulator),
besides having access to the inputs of the corrupted plageatso given access to the inputs of the honest players
that are given up; such a strong assumption makes the pradoofrity relatively straightforward, and gives the
simulator an additional unfair advantage compared to taéwerld execution. In contrast, in this paper we
propose an indistinguishability-based security definitkmown to be weaker than simulation-based, but meaningful
Further remarks on definitional issues are included in 8est2.2 and 5.

Organization of the rest of the paper and our contributions. The rest of the paper is organized as follows.
In Section 2 we present the model for and our definition of astrewverywhere MPC, together with other building
blocks that will be used in our construction. In Section 3 wespnt the new model and protocol for SMT by
public discussion, which we then use to obtain secure clen8ection 4 is dedicated to almost-everywhere MPC.
First (Section 4.1), we define a class of graphs with spectadgrties, which we calilmost-everywhere admissible
graphs The literature on almost-everywhere agreement descsbesral such graphs; however, not all of them
satisfy the requirements of our application. We show anieffictransformation of graph§ with degreed that
allow almost-everywhere agreement into a graph of degrgd that is almost-everywhere admissible. We then
show (Section 4.2) how to construct protocols for almostrgwhere MPC on such graphs satisfying our definition,
followed by concrete results for some specific networks tj{8ect.3). We conclude in Section 5 with a summary
and directions for future work.

2 Model, Definitions and Tools

In this paper we consider networks (grapfsy= (V, E) that arenotfully connected, as in [DPPU86, Upf92, BG93].
We let|V| = n. We will also refer to the nodes ¥ as “players,” and to the edges #has (communication) links or
channels. The networks are synchronous, and the computaiobe divided into rounds; in each round, a player
may send a (possibly different) message on each of its intldiks, and messages sent in one round are delivered
before the next round. Up tbof the players can be actively corrupted by an adversgryve will useT C V,

|T'| = t to denote the set of corrupted players, and sometimes weefdf to. 4 as at-adversary. We assume
that.4 has unlimited computational power, and, furthermore, #had rushing meaning he can learn the messages
sent by the uncorrupted players in each round before decainthe messages of corrupted players for this round,
andadaptive meaning that information obtained from a set of corruptegers at a particular round can affect the
choice of the next player(s) to be corrupted.



2.1 Building blocks

Our protocols for almost-everywhere MPC will be using sal/building blocks, includinglmost-everywhere agree-
mentiDPPUB86],verifiable secret sharinVSS) [CGMAS85], and a new primitive introduced here that \a# secure
message transmission by public discusgiection 3).

Byzantine agreement and almost-everywhere agreement.We start with the standard definition of Byzantine
agreement [LSP82, PSL80]. Here the network model is thatfolfyaconnected network of pairwise authenticated
channels.

Definition 2.1 A protocol for parties{ P, ... , P,}, each holding an initial valuey;, is a Byzantine agreement
protocolif the following conditions hold for angradversary:

e AGREEMENT. All honest parties output the same value.

e VALIDITY: If for all honest parties; = v, then all honest parties output o

It is known thatn > 3t is necessary and sufficient for Byzantine agreement [LSP8280], and there exist
efficient (polynomial-time and round-optimal) determii@grotocols achieving it [GM98]. We will in fact rely on
the related task calldofoadcast where there is a distinguished player (femdey P* holding an initial values. The
agreement condition remains the same as above; validityresgthat if the sender is honest, then all honest players
outputv. Broadcast easily reduces to Byzantine agreement, piegehe above bound (in the information-theoretic
setting).

In [DPPU86], Dworket al. relax the full (more specifically§2(¢)) connectivity requirement of the original
Byzantine agreement formulation, proposialgnost-everywhere agreement‘almost everywhere” because with
partial connectivity agreement involving all the honestyglrs is not possible and one must settle for agreement with
exceptionswhere some of the honest players are left out. Thus, in tritegt, the number of exceptions constitutes
another relevant parameter for agreement protocols. Debdk consider several classes of networks depending
on their degree; the general approach, however, is to shamtdigimulate the transmission of a message between
two players in such a way that if none of them belongs to a sdit,itc7*, which includes the set of corrupted
players ) plus the left-out honest players, then the simulationitkfial. In turn, this makes it possible to simulate
any Byzantine agreement protocol for fully connected néeta@which does not rely on the privacy of the links) by
treating players from¥™* as corrupted. We further review and apply some of the resuf®PPU86], as well as
those in follow-up work [Upf92, BG93], in Section 4.3.

As before in the full connectivity case, atmost-everywhere broadcagtotocol can be derived by having the
sender first (attempt to) send his value to all other playsirsggthe transmission simulation scheme, and then having
all players run the almost-everywhere agreement protdookn honest sender ifi* the validity condition is not
guaranteed, but agreement guarantees that all the playgrs-iT" will output the same value.

Verifiable secret sharing. Here the network model is that of a fully connected networkaifwise secure chan-
nels. One of the players is given a special role of beingidader D. A VSS protocol consists of two phases: in the
first phase, the dealdp distributes a secret, while in the second, taking place possibly at a later tirhe,dlayers
cooperate in order to retrieve it. A more detailed specificais as follows:

Sharing phase:The dealer initially holds secrete K whereK is a finite field of sufficient size; at the end of the
phase each playéd?; holds some private information.



Reconstruction phase:Each playetP; reveals his private information,. Then, on the revealed informatiet (a
corrupted player may revea) # v;), a reconstruction function is applied in order to compbtegecret, i.e.,

s = Rec(vl,... ,v]).

The guarantees that are required from a VSS protocol ardlaw$o

Definition 2.2 Ann-player protocol is called gperfect)(n, t)-VSS protocolif, for any t-adversary, the following
condition holds:

e PRrRIVACY: If D is honest, then the adversary’s view during the sharing plmageals no information about
More formally, the adversary’s view is identically disuiled under all different values of

e CORRECTNESS If D is honest, then the reconstructed value is equal to the secre

e COMMITMENT: After the sharing phase, a unigue valsieis determined which will be reconstructed in the
reconstruction phase; i.es* = Rec(v],--- ,v!,) regardless of the information provided by the corrupted

r n

players. o

Itis known that, > 3t is necessary and sufficient for VSS [BGW88], and there efisient protocols achieving
it [GIKRO2, FGGH06[ . If an (negligible) error is allowed, and additionally a Adzast channel is given, ther> 2t
suffices [RB89].

The last tool that we will be usingsecure message transmission by public discussientreat separately in
Section 3.

2.2 Almost-everywhere MPC

We now turn to the formulation oflmost-everywhere secure multi-party computatidn follows from results
in [Dol82, DDWY93] that in the type of networks that we are swiering, it is not possible to establish secure
channels between every pair of nodes, a known requiremeMRPE. Indeed, depending on connectivity patterns,
some nodes iV may have a majority (or even all) of the links coming from redentrolled byA. Thus, and
as in [DPPUS86, Upf92, BG93] in the context of almost-evergrehagreement, our approach to secure multi-party
computation on such networks is also to “give up” on thoseesod

More formally, letX : 2T — 2V be a function with the following properties:
1. X is monotically increasing, i.eT} C T, impliesX'(Ty) C X(T»); and

2. TcCX(T).
We say a protocoll achievesX secure multi-party computatiofX-MPC for short), whereX e maxycy,|r|=t
(|xX(T))), if for every subsef” of nodes controlled by theadversary by the end of the protocol, there exists a set
W C V of uncorrupted playersiV| > n — X, such that all the players iV are able to perform secure multi-party
computation. In the case of a fully connected netwdrk7") = 7. Sometimes we will refer to the playersiii as
privileged and to the players i&’(T') — T asdoomed

Recall that the two main requirements in MPC are correctoéslse output of the function being computed
and privacy of the honest players’ inputs. Prior work mamtith above for the limited connectivity setting was only
concerned with the correctness of a function; given theteail privacy requirement of MPC, specifying what “to
able to perform secure multi-party computation” means bexomore challenging. This gets further complicated

1In fact, these protocols additionally assume the avaitgiif a broadcast channel, which can be implemented on thye dannected
point-to-point network, since > 3t.



by the fact that we are considering adaptive adversarieshvitmplies that the sets defined above might change (in
particular, the set of given-up players will grow) duringe texecution of the protocol, and we would like, for any
protocol, to state security guarantees for the honest agthese sets change.

The “commit-and-compute” paradigm. Typically, MPC protocols to compute a function on the inpotghe
playersf(z1,z2,--- ,z,) (@ssuming for simplicity that all the players get the sanseiltg tolerating active adver-
saries would start with the players executing a commitmbéase, where the players’ inputs are shared among the
rest of the players, followed by a computation phase, fadidwy an output phase. Fa-MPC, we make the com-
mitment phase explicit and part of the definition, as thid allbw us to precisely state the conditions on nodes in
an unfavorable connectivity situation.

Definition 2.3 LetG = (V, E) be a network, and’, X and W, as defined above. Anplayer two-phase protocol
is an X secure multi-party computation protodbfor any probabilistic polynomial-time computable fuioct f, the
following two conditions are satisfied at the end of the retipe phases:

Commitment phase: During this phase, all players i commit to their inputs.

e BINDING: For all P; € V, there is a uniquely defined valug; if P, € W, thenz = ;.
e PRIVACY: For all players P; € W, z} is information-theoretically hidden.

Computation phase:

o CORRECTNESS For all playersP; € W, f(x1,z3,--- ,z;,) is the value output by;.
e PRIVACY: For conciseness, Iet_f; denote the vector of committed inputs corresponding togoain a

given setS. If for all :1:—*>W Zx(1y); ﬁ Zy(1,) SUCh thatY (Ty) = X (T) it holds thatf(ﬁ,),z;,m)) =

f(y—*>W, zj((TQ)), then the adversary’s views in the two protocol runs areigtiatilly indistinguishable. ¢

We now make some remarks regarding aisMPC definition.

Remark 2.4 In the adaptive-adversary setting, the s&tsX’'(T') and W might change dynamically during the
execution of a protocol. Thus, we stress that in the defimitibove these sets are always defined with respect to the
completion of a phase.

Remark 2.5 It is well known that an information-theoretic definition pffivacy in terms of indistinguishability is
weaker than a simulation-based counterpart. For exampiesiader a secure — according to our definition — multi-
party protocol to computg(z) for a one-way permutatiorf, wherez should remain hidden from all players.
Information theoretically, the computation $fz) and the computation that just revealseveals the same amount
of information to an infinitely powerful adversary; howeyvar the latter case, clearly does not remain hidden.
This example, due to Canetti, illustrates that one shouldmix” information-theoretic notions and computational
notions, and that only suitable properties, such as thoamgteed by information theoretically secure MPC proto-
cols [BGW88, CCD88, RB89], will remain secure according tm definition. See Section 5 for further remarks on
simulation-based definitions for thé-MPC setting.

Before turning to protocols foK-MPC, in the next section we introduce the last tool that aotqrols will be
using, which will then allow for the establishment of secdnannels in the limited connectivity setting, and which
might be of independent interest.



3 Secure Message Transmission by Public Discussion

Let us first specify the (new) communication model that we @esidering in this section; we will then relate
this model to theX-MPC context. Here we consider just two playefsandR, connected by a set of channels
C ={C,...,Cn}, the contents of all but one of which can be eavesdropped aniified (in an arbitrary manner)
by an adaptive, computationally unbounded advershnAdditionally, S andR have at their disposal an authentic
and reliable public channé&lub.

The goal is to realize, using this communication model, amadar S to securely send messagesRg a
functionality known asecure message transmissi@MT) [DDWY93]. We will later be using this version of SMT
in Section 4, to realize secure channels between nodes#adtdirectly connected, but with a connectivity pattern
that can be abstracted out as the one considered in thisrseEtist, we recall the properties of SMT.

Definition 3.1 A protocol betweerS and R is a secure message transmission protatdl transmits, using the
network described above, a message f®to R such that the following two conditions are satisfied:

e CORRECTNESS R learns the message except with probabitity

e PrIVACY: A does not get any information about the message being tréesini o

We now describe such protocol. L&t denote the space of (without loss of generaliphit messages. Létbe
such that:
1. ¢>gq,and

2. ¢>clog g for suitablec (specified later).
We also assume the availability of an error-correcting dolating a constant fraction of errors and constant blow-
up; for concreteness, say upioof errors can be corrected, and thaj-hit message maps tol2¢-bit codeword.

Let EncandDecbe the code’s associated functions. The protocol, callest8MT, is shown in Figure 1.

Theorem 3.2 ProtocolPuB-SMT is a four-round SMT protocol according to Definition 3.1,nemittingO (max(q,
log %)) bits on each of thév channels andV - O(max(q, log %)) bits over the public channel.

Proof:

CORRECTNESS Correctness would not hold if adversadyis able to corrupt Round 1 messages over any of the
N channels and remain undetected. For each charnshis would happen if4 is able to corrupt more than
3¢ bits. The probability of detecting one of these changes wirenbit is revealed in Round 2 is at Ie%st
thus, the probability thal remains undetected whed bits are revealed is less thagm)?’f . That's for each
individual channel. The probability that succeeds on any channel]\é(%)”. SettingN(%)SZ < ¢ yields

N
log . — O(log g)

£> SIOg%

PRIVACY: Since according to the formulation of the problem, at leastchannel (say, channg@l) remains hidden
from the adversary, this channel will always remain inGeahe set of non-faulty channels, and any message
will be masked by this channel’s bits. Hence, for all messdde, My, € M and for all adversariedl, the
distribution of A’s view whenM; is transmitted is identical to the distribution whfy, is transmitted.

The communication complexity is easily established byéaspn. O
The availability of the public channel makes it possible dietate a powerful adversary, who is allowed to
eavesdrop and/or change the contents of all but one d¥tblkeannels. As mentioned at the beginning of the section,

7



Protocol Pu-SMT(S, R,M,C)

1. § — R : Over each chann&; € C, S sends tarR uniformly chosen random bit string;, |R;| = 15¢.
LetR.,1 <i < N, be the string received biy on channeC;. R rejects all channels whef&;| # 15¢.

2. § — R : Let R} denoteR; with 12/ randomly chosen positions replaced with™For each channe
C; € C, S sendsR; to R overPuh

3. R — S : Forall channel<; € C, if Rf and R, differ in any of the “opened” bitsR declares channel
C,; as “faulty.” l.e.,R sends taS overPuban N-bit string which identifies the faulty channels (say,|as
0).

LetC = {C,Cs,...,Cr}, L < N, denote the set of remaining, non-faulty channels,RpdR;| = 12/,

1 <14 < L, denote the corresponding string of unopened bitsijdie the corresponding string 's
possession.

4. S — R :Let|M| = q (if |M]| < ¢, pad M accordingly). Forl < i < L, S choosesM; such that
M=M &My®---® Mg, and send$; = EndM;) ® R;, 1 <i < L, overPuh

Forl <i < L, R first computesVf = DedS; eaﬁ;), and thenMl’ = M| & M3 & - - - @ M to retrieve
the message.

Figure 1:Protocol for secure message transmission by public digouss

our application of SMT by public discussion to almost-evengre MPC will be to provide secure channels between
nodes that are not directly connected in the underlying odtwand this section’s channels will be instantiated by
disjoint paths. Thus, in order to guarantee privacy not avith respect to the adversary, but also with respect to
the other honest players, we will be requiring that at Ieéast instead of just one, of the channels (paths) remain
untouched (i.e., the corresponding nodes remain uncedybly the adversary. We show how to achieve this in the
next section.

4 Almost-everywhere Secure Multi-Party Computation

In this section we first consider graphs with some specigbgnt@es, which we caldlmost-everywhere admissible
graphs and which will constitute our candidate networks for altregerywhere MPC. The literature on almost-
everywhere agreement [DPPU86, Upf92, BG93] describesaleslasses of such graphs; however, not all of them
satisfy the privacy requirement of almost-everywhere MP&htioned above. First, given graphs with degiee
d(n) that allow almost-everywhere agreement — more specifjaiyost-everywhere broadcast, we show an explicit
transformation to a new graph with degr@¢d) satisfying the requirement. We then show an explicit proitéor
almost-everywhere MPC on this type of graphs, followed Isgantiations of our results on concrete networks.



4.1 Almost-everywhere admissible graphs

First, a more general definition, to succintly express gsaphose sets of privileged nodes have a minimum of
uncorrupted paths connectivity as well as a broadcast ehann

Definition 4.1 LetG,, = (V,E), V| = nbeagraphT c V,|T| < t, X : 2T — 2V a monotically increasing
function andW =V — X(T'). We say tha&,, is almost-everywheré;, ¢)-admissible((7, t)-admissiblefor short) if
the following two conditions are satisfied:

1. Nodes in¥ can successfully run almost-everywhere broadcast prédosith polynomial message complex-
ity? ; and

2. there exists a computable m8pLECT-PATH (G, u, v) outputting a sSePATHSu, v) such that

(@) forallu,v € V, |PATHSu,v)| € O(poly(n));
(b) for all u,v € W, PATHSu, v) contains at least disjoint paths fully contained il

Further, if both procedures in conditions 1 and 2 — the almgstywhere broadcast protocol and manScT-PATH,
respectively — are efficiently computable, we aaj] anefficient(i, t)-admissible graph.

(2,t)-admissible graphs are required by our application as, asiomed before, two disjoint paths are needed
in order to guarantee privacy with respect to intermediatges in the paths between nodes, even if those nodes ar
not corrupted. On the other hand, t)-admissible graphs are of particular interest, as ther® emnstructions for
graphs of bounded degree that yield large $Etswhile tolerating set§” with the largest sizes, i.elT| = O(n)
([Upf92]; see Section 4.3). Given that, we now show a tramsé&tion to turn(1, ¢)-admissible graphs int,¢)-
admissible, while (asymptotically) maintaining the onigl graphs’ desired properties. Recall that we Xet=

maxy ey (X (T)).

Lemma4.2 LetG, = (V,E) and G, = (V', E') both be(1, t)-admissible graphs according to Definition 4.1.
Then, one can construct(d, t)-admissible graptGy,, = (V", E") with subset¥” such thaiiw”| > 2n — O(X"),
whereX” = X + X'.

Proof: ~ GraphGY, is constructed as follows. First, take two copiesf, call themG, andG,. DefineV” =
ViU V2 and add additional edges between the isomorphic verticés @ndG,. Note that the resulting graph so
far has2n vertices, an@|E| + |V'| edges.

Next, order thé/” vertex set in an arbitrary order and add to it all dugesrom graphG’,,; the resulting edge
setisE”, with |E"| = 2|E| + |V| + |E'|. For convenience, calf; the instance of7,,, applied toGY,,.

We note that we allovany (but up to)¢ nodes to be corrupted i@5,,. We account for every node corrupted in

#., as two corruptions: one in either (vertex set@f) or G, and simultaneously as a corruptionGf, sinceG3
“reuses” the vertex sets 6f; andGs.

Now, for a subset of nodeS; C Vi, let I(S7) be the set of nodes i, isomorphic to the nodes iff;; define
setl(Ss) similarly. LetT” = Ty |JT> T3, and letiV; (respectively, W, andW3) be the subset of nodes @
(respectively(Fs, G'3) satisfying the premises of the lemma; andGY,, being(1, t)-admissible graphs.

Finally, letW"” = (W, — I(Ty) U W2 — I(T1)) () W3. We now show that nodes " can successfully run
an almost-everywhere broadcast protocol, and that far,alle W”, two disjoint paths fully contained ibi’” exist
connecting them. We have the following cases:

2By “successfully” we mean that for privileged senders (senders i) the validity condition is satisfied (see Section 2).



1. u,v € Vi W" : Almost-everywhere broadcast is obtained fréfy, specifically by running the protocol
solely onG3’s edges’ One path of uncorrupted nodes between nadaadw is given to us by the premises
of the lemma with respect t6';. The second path is as follows: 4)— «', whereu' = I(u), 2) v’ — ¢/,
wherev' € I(v), and 3)v" — v.

2. u,v € Vo (N W" : Similar to case 1.

3. ue (Vi W")andv € (Vo W"): Again, almost-everywhere broadcast is given to u&byLetu’ = I(u)
andv’ = I(v). The two paths containing nodesi” are as follows:

(@) u — u'; u' ~ v: apath inW"” assumed by the lemma f6f,;
(b) u ~ o', a path inW” assumed by the lemma fét;; v' — v.

4. u e (Vo W") andv € (V; (N W"): Similar to case 3.

Let us now estimate the size of the subdét:

W > V"] = X (T = |[[(T)] — [X(Ty)| — [I(Ty)| - | (T3)]
> V" —4X — X' (since|lI(T;) < |X(T;)| < X,i=1,2)
= 2n—-0(X")
whereX” = X + X' O

In the next section we show how to constri&tMPC protocols or(2, t)-admissible graphs.

4.2 Almost-everywhere MPC protocols

We will be using several building blocks, including protbus-SMT from Section 3, as well as protocols for
unconditional VSS (see Section 2.1) and MPC [BGW88], thetlas defined on a fully connected network.

However, first we would like to modify the specification of @gnmation-theoretically secure MPC (on a fully
connected network and tolerating active adversaries) wbige so that it suits our purposes. Typically, the definitio
postulates an ideal model (equipped with a trusted thirtypand compares it to the real model, demanding that in
real life the adversary does not gain any advantage compangdat happens in the ideal model [Gol02]. In order
to achieve this goal, all known implementations of MPC faila “commit-and-compute” paradigm. It is convenient
for us to recast those results in that paradigm. Recall tieattaren playerspP;, ..., P,, eachP; holding a private
valuez;, and wishing to jointly compute some functigtiz, - - - , z,,). We call the modified protocol C&C-MPC,
consisting of two phases:

Commit phase: Players commit to their inputs by acting as dealers in theirsh@hase of dn, 5 )-VSS protocol
— i.e., an unconditional, optimally resilient VSS proto¢elg., [GIKR02, FGG06]). (n executions of the
protocol are run.) At the end of this phase, each pldyenolds a vector of: secret values (sharesf =
(v},...o"), one for each VSS invocation.

Computation phase: Players execute the original MPC protocol to compute anrfarged” functionf* defined
as the composition of andn invocations of functionRec:

P (5,5 s ) = F(Ree(vly 03, o 01), Rec(v?, 03, ey 02), ey Rec(ul, 0, oy t),

whereRec is the reconstruction function of the, %)-VSS protocol.

3This is important, as this property is not preserved undge edidition.
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We stress that th&ec protocol is not executed “in the open,” as one normally wobid as part of the MPC protocol.
Thus, the results of eacRec invocation remain hidden within the MPC computation.  Asggrthe security of
the VSS protocol, it is easy to see that C&C-MPC satisfies dimeesrequirements as the original MPC protocol
(correctness, privacy, and independence of inputs).

Having specified this version of MPC, our general approacirtmst-everywhere MPC will be to have the play-
ers simulate C&C-MPC on the incomplete network, chosen aihitable set of parameters, with the sending (and
receiving) of messages on the secure channels substityt@ddzations to protocol ®8-SMT, and invocations to
the public channel (in ®8-SMT) and broadcast (VSS protocol) substituted by invocetito the almost-everywhere
broadcast protocol. We give a more detailed descriptioh@ptotocol and argue its security below.

Theorem 4.3 Let G,, = (V, E) be(2,t)-admissible graph, wit’, X and W as in Definition 4.1, and such that
X < 3. Then there exists a protocol to achieXesecure multi-party computation against an adaptive, roghi
t-adversary.

Proof sketch:  First, we specify the communication structure of the sitioia Each round of protocol C&C-
MPC for complete networks is thought of as a “super-rouné@thesuper-round has the same structure, with players
taking turné (in, say, lexicographic order) to perform the simulatiorsehds and receives required in the original
round. More specifically, at the onset, each plageiocally invokes procedure EBECT-PATH (G, P;, P;), the
computable map given b§,, to obtain set PATHE?;, P;), for everyP;. WheneverP; is required to send message
m to P;, P; and Pj run PUB-SMT(P;, Pj, m, PATHSP;, P;)); invocations to the public channel g (resp.,P;)

in PuB-SMT are substituted by invocations to the almost-everye/iheoadcast protocol, also given &Y,, with P;
(resp.P;) acting as the sender. Similarly, invocationsMyto broadcast in thén, )-VSS protocol are replaced by
an invocation to the almost-everywhere broadcast prowwithl P; as the sender.

Let f(z1,x9, -+ ,x,) be the function to be computed, whetgis P;’s private input. Players now simulate the
execution of the C&C-MPC protocol: first the commit phaset=fe x5, ..., z; be the values held by the players at
the end of this phase, followed by the computation of the flagigted” functionf*.

First, note that the communication structure of the sinutetvithin the super-round (serialized, one player at
a time, in turn one edge at a time) does not introduce any isgeuinerability, as the original protocols are robust
against rushing adversaries, who are allowed to learn thesages sent by the honest players in a round before
deciding on the messages for the same round.

We now argue that the conditions of Definition 2.3 are satisfiehe premise of the theorem guarantees that
|W| > %" Thus, it follows from the (simulation of the) sharing phas$¢he (n, 5 )-VSS protocol and the properties
of almost-everywhere broadcast that for every plaferc V, there is a valuer; uniquely defined by its shares
v], 1 < j < n. For players inW in particular,z} = z;, since they are able to run almost-everywhere broadcast
successfully (see Definition 4.1). We stress that playe#s (i), not only the corrupted ones but also the doomed
ones, might provide modified values or not be able to provideiaput at all; regardless, they will be unique and
well defined per the properties above. This gives the bingimuperty of the commitment phase. The privacy of
these values for players iy follows from the privacy condition of B8-SMT, which again these players are able
to execute successfully, and which guarantees that thesviéwthe adversary (as well as of other honest players,
since the graph i€, t)-admissible) under the transmission of any two messagademtcal.

Regarding the correctness of the computation phase, agaim|8| > 2?" and players irff¥ can send private
messages and simulate broadcast faithfully, they can oartiye reconstruction and the computation on the uniquely
defined shared values in the commitment phase, followingtb®col for fully connected MPC. Privacy of the
computation phase follows from a hybrid argument and rédni¢d the privacy of the message transmission scheme.

This for simplicity, and to avoid a more detailed analysipossible interference.
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(Recall Definition 2.3.) In a fully connected network, thenddion of indistinguishable views for the adversary for
all 7%, 4% Z% such that the output of the function is the same, €z5 4., z2) = f (457 22, is known

to hold for an information-theoretically secure MPC pratioas long as the corrupted sets are the same [BGW88].
Thus, if the adversary is able to distinguish the two viewthwbn-negligible advantage in the simulated execution,
then there would be a particular super-round — in turn, playm; in turn, message transmission — where the
adversary can distinguish the two runs@p, but does not distinguish them in the fully connected nekwaihis,

in turn, contradicts the security of the message transamigziotocol between two privileged players. O

4.3 Almost-everywhere MPC on classes of networks

In this section we enumerate several classes of networkeevatmost-everywhere MPC is possible, as a corollary
of admissible graphs given in the almost-everywhere ageetiiterature.

Corollary 4.4 For everye > 0 there exists a network',, = (V, E) of degreeO(n¢) and|T| = O(n) on which
O(n)-MPC is possible.

The corollary follows from a recursive construction of netks of unbounded degree in [DPPUS86] that yields
(2,0(n))-admissible graphs withk’ = O(n).

Corollary 4.5 There exists a constant-degree network With= O(ﬁ) on WhiChO(@)-MPC is possible.

This network is constructed by taking a butterfly networkjahitconstitutes 42, O(-2-))-admissible graph, with

logn
X = O(%), and superimposing@&regular graph; this yields a regular graph of degree 8, dolwdaicompression
procedure can be run to “sharpen” theterm [DPPUS86].
Finally, Upfal [Upf92] shows how to explicitly construct estant-degree expander graphs that yjgld)(n))-
admissible graphs —i.e., tolerating large (linear) nunabeorruptions. Applying the construction given in Lemm2a,4.

we obtain:
Corollary 4.6 There exist constant-degree networks With= O(n) on whichO(n)-MPC is possible.

The protocol achieving it, however, is not efficient (i.eolymomial-time), as the resulting admissible graph is not
efficient; specifically, the almost-everywhere broadcastgonent has polynomial message complexity but requires
exponential computation.

5 Summary and Future Work

In this paper we introduced the notion of almost-everywhsem®ure multi-party computation for incompletely con-
nected networks, and showed how to achieve meaningful iseguarantees whenever possible. We proposed a
definition for X-MPC, and a protocol satisfying it. We also gave concretengtes for specific networks, building
on work from almost-everywhere agreement.

Regarding our definitional approach,la [KKMO99], it is well known that simulation-based definitisrof
security are stronger than and preferable to indistingiigity-based ones. However, in the setting of almost-
everywhere secure computation, the simulation-basedoapprencounters the following problem: it is not clear
how to define, in a meaningful and network-independent way stmulation and the adversarial view of the state
of the doomed players (i.ezy(r)), or indeed how to even deal with this dynamically growing deis clear that
these nodes are not part of the nodes for which we guaranteerecttoutput, but it is not clear what view of
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these nodes an adversary gets. Indeed, for some of the dowded the adversary could learn all the information
and be able to change their inputs, while for others the adwgrnwould only get partial control. We leave the
refinement of and alternatives to our almost-everywhere Mei@ition as a subject for future research. We stress
though that in many situations, the security guaranteesngdy our approach are sufficient, especially if running
information-theoretically secure protocols, such as [B&3|V

Regarding our new model for SMT by public discussion, it vdoiok interesting to reduce the communication,
in particular on the public channel (say, to sublineaiNiyy and provide some measure of optimality.

Finally, providing a polynomial-time protocol for almosterywhere agreement — and thus for almost-everywher
MPC — on networks of bounded degree tolerating a constastidraof corruptions remains an interesting open prob-
lem.
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