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Abstract

Let A be a Feistel scheme with 5 rounds from 2n bits to 2n bits. In the present paper we show that
for most such schemes A:

1. It is possible to distinguish A from a random permutation from 2n bits to 2n bits after doing at
most O(2n) computations with O(2n) non-adaptive chosen plaintexts.

2. It is possible to distinguish A from a random permutation from 2n bits to 2n bits after doing at
most O(2

3n
2 ) computations with O(2

3n
2 ) random plaintext/ciphertext pairs.

Since the complexities are smaller than the number 22n of possible inputs, they show that some generic
attacks always exist on Feistel schemes with 5 rounds. Therefore we recommend in Cryptography to use
Feistel schemes with at least 6 rounds in the design of pseudo-random permutations.

We will also show in this paper that it is possible to distinguish most of 6 round Feistel permutations
generator from a truly random permutation generator by using a few (i.e. O(1)) permutations of the
generator and by using a total number of O(22n) queries and a total of O(22n) computations. This
result is not really useful to attack a single 6 round Feistel permutation, but it shows that when we have
to generate several pseudo-random permutations on a small number of bits we recommend to use more
than 6 rounds.

We also show that it is also possible to extend these results to any number of rounds, however with
an even larger complexity.

Key words: Feistel permutations, pseudo-random permutations, generic attacks on encryption schemes,
Luby-Rackoff theory.

1 My results on (classical, i.e. balanced) Feistel schemes

My results of 2001-2004 on Feistel schemes are presented on 3 papers: this paper for the cryptanalysis
results, paper [13] for the security results and paper [14] for a mathematical result that we need in [13] .
By Feistel scheme, we mean here classical, i.e. balanced Feistel scheme (i.e. we use round functions from n
bits to n bits in order to build a permutation from 2n bits to 2n bits: see Section 3 for a precise definition).
In this paper we will concentrate on cryptanalysis results, i.e. on the best known attacks. This paper is
the extended version of the paper with the same title published at Asiacrypt’2001, LNCS 2248, Springer,
pp. 222-238, where I have added the generic attacks of the paper “Security of Random Feistel Schemes
with 5 or more Rounds” published at Crypto ’2004. So this paper merges the results on generic attacks
on Feistel Schemes of these two papers.
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2 Introduction

Many secret key algorithms used in cryptography are Feistel schemes (a precise definition of a Feistel
scheme is given in section 3), for example DES, TDES, many AES candidates, etc.. In order to be as fast
as possible, it is interesting to have not too many rounds. However, for security reasons it is important
to have a sufficient number of rounds. Generally, when a Feistel scheme is designed for cryptography, the
designer either uses many (say ≥ 16 as in DES) very simple rounds, or uses very few (for example 8 as in
DFC) more complex rounds. A natural question is: what is the minimum number of rounds required in a
Feistel scheme to avoid all the “generic attacks” , i.e. all the attacks effective against most of the schemes,
and with a complexity negligible compared with a search on all the possible inputs of the permutation.
Let assume that we have a permutation from 2n bits to 2n bits. Then a generic attack will be an attack
with a complexity negligible compared to O(22n), since there are 22n possible inputs on 2n bits.
It is easy to see that for a Feistel scheme with only one round there is a generic attack with only 1 query
of the permutation and O(1) computations: just check if the first half (n bits) of the output are equal to
the second half of the input.
In [4] it was shown that for a Feistel scheme with two rounds there is also a generic attack with a complexity
of O(1) chosen inputs (or O(2

n
2 ) random inputs).

Also in [4], M. Luby and C. Rackoff have shown their famous result: for more than 3 rounds all generic
attacks on Feistel schemes require at least O(2

n
2 ) inputs, even for chosen inputs. If we call a Luby-Rackoff

construction (a.k.a. L-R construction) a Feistel scheme instantiated with pseudo-random functions, this
result says that the Luby-Rackoff construction with 3 rounds is a pseudorandom permutation.
Moreover for 4 rounds all the generic attacks on Feistel schemes require at least O(2

n
2 ) inputs, even for

a stronger attack that combines chosen inputs and chosen outputs (see [4] and a proof in [7], that shows
that the Luby-Rackoff construction with 4 rounds is super-pseudorandom, a.k.a strong pseudorandom).
However it was discovered in [8] (and independently in [1]) that these lower bounds on 3 and 4 rounds are
tight, i.e. there exist a generic attack on all Feistel schemes with 3 or 4 rounds with O(2

n
2 ) chosen inputs

with O(2
n
2 ) computations.

For 5 rounds or more the question is difficult. In [8] it was proved that for 5 rounds (or more) the number
of queries must be at least O(2

2n
3 ) (even with unbounded computation complexity), and in [10] it was

shown that for 6 rounds (or more) the number of queries must be at least O(2
3n
4 ) (even with unbounded

computations). Finally in [13], [14], it was proved that for 5 rounds (or more) the number of queries must
be at least O(2n).
It can be noticed (see [8]) that if we have access to unbounded computations, then we can make an
exhaustive search on all the possible round functions of the Feistel scheme, and this will give an attack
with only O(2n) queries (see [8]) so the bound O(2n) of the number of queries is optimal. However here
we have a gigantic complexity ≥ O(2n2n

). This “exhaustive search” attack always exists, but since the
complexity is far much larger than the exhaustive search on plaintexts in O(22n), it was still an open
problem to know if generic attacks, with a complexity � O(22n), exist on 5 rounds (or more) of Feistel
schemes. This is the subject of this paper.
In this paper we will indeed show that there exist generic attacks on 5 rounds of the Feistel scheme, with
a complexity � O(22n). We describe two attacks on 5 round Feistel schemes:

1. An attack with O(2
3n
2 ) computations on O(2

3n
2 ) random input/output pairs.

2. An attack with O(2n) computations on O(2n) chosen inputs.

For 6 rounds (or more) we will describe some attacks with a complexity much smaller than O(2n2n
) of

exhaustive search, but still ≥ O(22n). So these attacks on 6 rounds and more are generally not interesting
against a single permutation. However they may be useful when several permutations are used, i.e. they
will be able to distinguish some permutation generators. These attacks show for example that when
several small permutations must be generated (for example in the Graph Isomorphism scheme, or as in the
Permuted Kernel scheme) then we must not use a 6 round Feistel construction.
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Remark The generic attacks presented here for 3, 4 and 5 rounds are effective against most Feistel
schemes, or when the round functions are randomly chosen. However it can occur that for specific choices
of the round function, the attacks, performed exactly as described, may fail. However in this case, very
often there are modified attacks on these specific round functions.

3 Notations

We use the following notations that are very similar to those used in [4], [6] and [10].

• In = {0, 1}n is the set of the 2n binary strings of length n.

• For a, b ∈ In, [a, b] will be the string of length 2n of I2n which is the concatenation of a and b.

• For a, b ∈ In, a⊕ b stands for bit by bit exclusive or of a and b.

• ◦ is the composition of functions.

• The set of all functions from In to In is Fn. Thus |Fn| = 2n·2n
.

• The set of all permutations from In to In is Bn. Thus Bn ⊂ Fn, and |Bn| = (2n)!

• Let f1 be a function of Fn. Let L, R, S and T be elements of In. Then by definition

Ψ(f1)[L,R] = [S, T ] def⇔


S = R
and
T = L⊕ f1(R)

• Let f1, f2, . . . , fk be k functions of Fn. Then by definition:

Ψk(f1, . . . , fk) = Ψ(fk) ◦ · · · ◦Ψ(f2) ◦Ψ(f1).

The permutation Ψk(f1, . . . , fk) is called “a Feistel scheme with k rounds” and also called Ψk.

4 Generic attacks on 1,2,3 and 4 rounds

Up till now, generic attacks had been discovered for Feistel schemes with 1,2,3,4 rounds. Let us shortly
describe these attacks.
Let f be a permutation of B2n. For a value [Li, Ri] ∈ I2n we will denote by [Si, Ti] = f [Li, Ri].

1 round
The attack just tests if S1 = R1. If f is a Feistel scheme with 1 round, this will happen with 100%

probability, and if f is a random permutation with probability ' 1
2n . So with one round there is a generic

attack with only 1 random query and O(1) computations.

2 rounds, CPA-1 with m = 2 messages (non-adaptive chosen plaintext attack)
Let choose R2 = R1 and L2 6= L1. Then the attack just tests if S1 ⊕ S2 = L1 ⊕L2. This will occur with

100% probability if f is a Feistel scheme with 2 rounds, and if f is a random permutation with probability
' 1

2n . So with two rounds there is a generic attack with only 2 non-adaptive chosen queries and O(1)
computations.

2 rounds, known plaintext attack with m ' 2n/2

It is possible to transform this non-adaptive chosen plaintext attack in a known plaintext attack like the
following. If we have O(2

n
2 ) random inputs [Li, Ri], then with a good probability we will have a collision

Ri = Rj , i 6= j. Then we test if Si ⊕ Sj = Li ⊕ Lj . Now the attack requires O(2
n
2 ) random queries and

O(2
n
2 ) computations.
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Note This attack on 1 and 2 rounds was already described in [4].

3 rounds, known plaintext attack with m ' 2n/2

Let φ be the following algorithm :
1. φ chooses m random distinct [Li, Ri], 1 ≤ i ≤ m.

2. φ asks for the values [Si, Ti] = f [Li, Ri], 1 ≤ i ≤ m.

3. φ counts the number N of equalities of the form Ri ⊕ Si = Rj ⊕ Sj , i < j.

4. Let N0 be the expected value of N when f is a random permutation, and N1 be the expected value
of N when f is a Ψ3(f1, f2, f3), with randomly chosen f1, f2, f3.
Then N1 ' 2N0, because when f is a Ψ3(f1, f2, f3), Ri ⊕ Si = f2(Li ⊕ f1(Ri)) so f2(Li ⊕ f1(Ri)) =
f2(Lj ⊕ f1(Rj)), i < j, if Li ⊕ f1(Ri) 6= Lj ⊕ f1(Rj) and f2(Li ⊕ f1(Ri)) = f2(Lj ⊕ f1(Rj)) or if
Li ⊕ f1(Ri) = Lj ⊕ f1(Rj).

So by counting N we will obtain a way to distinguish 3 round Feistel permutations from random permuta-
tions. This generic attack requires O(2

n
2 ) random queries and O(2

n
2 ) computations (just store the values

Ri ⊕ Si and count the collisions).

Remark Here N1 ' 2 ·N0 when f1, f2, f3 are randomly chosen. Therefore this attack is effective on most
of 3 round Feistel schemes but not necessarily on all 3 round Feistel schemes (however very special f1, f2,
f3 may create other attacks, as we will see for example with the Knudsen attack in Section 5).

3 rounds, CPCA-2 with m = 3 (adaptive chosen plaintext and chosen ciphertext attack)
For 3 rounds there is also an attack that uses both an encryption and decryption oracles with only 3

queries. Let φ be the following algorithm :
1. φ chooses two elements L1 and R1 of In and asks the encryption oracle for the value of f [L1, R1] =

[S1, T1].

2. φ chooses an element L2 6= L1 and asks for the value of f [L2, R1] = [S2, T2].

3. φ asks the decryption oracle for the value of f−1[S2, T2 ⊕ L1 ⊕ L2] = [L3, R3]. Then φ tests if
R3 = S2 ⊕ S1 ⊕R1. This will always be true if f is a Ψ3, and will appear with probability ≈ 1/2n if
f is a random permutation.

Remark How this attack can be found.
It is easy to check that the attack above works. It is also possible to explain how such an attack can be
found, as we will do now.

�
�
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Figure 1: A circle in R, S, X.
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The idea is to create a circle in R, S, X, as in figure 1, where Xi = Li ⊕ f1(Ri), i.e. to have R2 = R1,
S3 = S2 and X3 = X1. We always have:

Ri = Rj ⇒ Li ⊕ Lj = Xi ⊕Xj (1)

Xi = Xj ⇒ Ri ⊕Rj = Si ⊕ Sj (2)

Si = Sj ⇒ Xi ⊕Xj = Ti ⊕ Tj (3)

First, we choose R2 = R1 and L2 6= L1. So from (1), we have:
X2 ⊕X1 = L1 ⊕ L2 (4).
Second, we choose S3 = S2. So from (3), we have: X2 ⊕X3 = T2 ⊕ T3 (5).
So from (4) and (5) we can impose X3 = X1 by choosing T3 = T2 ⊕ L1 ⊕ L2. Then from (2) we will have:
R3 = R1 ⊕ S1 ⊕ S3 (= R1 ⊕ S1 ⊕ S2).

4 rounds, CPA-1 with m ' 2n/2 (non-adaptive chosen plaintext attack)
This time, we take Ri = 0 (or Ri constant), and we count the number N of equalities of the form

Si ⊕ Li = Sj ⊕ Lj , i < j. In fact, when f = Ψ4(f1, f2, f3, f4), then Si ⊕ Li = f3(f2(Li ⊕ f1(0))) ⊕ f1(0).
So the probability of such an equality is about the double in this case (as long as f1, f2, f3 are randomly
chosen) than in the case where f is a random permutation (because if f2(Li⊕ f1(0)) = f2(Lj ⊕ f1(0)) this
equality holds, and if βi = f2(Li ⊕ f1(0)) 6= f2(Lj ⊕ f1(0)) = βj but f3(βi) = f3(βj), this equality also
holds).
So by counting N we will obtain a way to distinguish 4 round Feistel permutations from random permu-
tations. This generic attack requires O(2

n
2 ) non-adaptive chosen queries and O(2

n
2 ) computations (just

store the values Si ⊕ Li and count the collisions).

Notes

1. These attacks for 3 and 4 rounds have been first published in [8], and independently re-discovered in
[1].

2. Here again the attack is effective against most of 4 round Feistel schemes but not necessarily on all
4 round Feistel schemes (however very special f1, f2, f3, f4 may create other attacks, as we will see
for example with the Knudsen attack in Section 5).

3. Here, for 4 rounds the attack can be seen geometrically as a way to create a circle in R, X.
R

X

4 rounds, known plaintext attack with m ' 2n

When m ≥ O(2n), it is possible to transform this attack in a known plaintext attack. We will count the
number N of (i, j), 1 ≤ i < j ≤ m such that Ri = Rj and Si ⊕ Li = Sj ⊕ Lj . For a random permutation
N ' m2

2·22n , and for a Ψ4 we have N ' m2

22n (i.e. about double).

Remark Here the number of computations to be done is O(m) if we have O(m) in memory (for all i
compute Si ⊕ Li and store +1 at the address Ri||Si ⊕ Li).
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5 Generic attacks on Ψ5

We will present here the two best generic attacks that we have found on Ψ5:

1. A CPA-1 attack on Ψ5 with m ' 2n and λ = O(2n) computations.

2. A KPA on Ψ5 with m ' 23n/2 and λ = O(23n/2)computations.

1. CPA-1 attack on Ψ5.

Let us assume that Ri =constant, ∀i, 1 ≤ i ≤ m, m ' 2n. We will simply count the number N of
(i, j), i < j such that Si = Sj and Li ⊕ Ti = Lj ⊕ Tj . This number N will be about double for Ψ5

compared with a truly random permutation.

Proof:

If Si = Sj , Li ⊕ Ti = Lj ⊕ Tj ⇔ Li ⊕ Zi = Lj ⊕ Zj

⇔ f1(R1)⊕ f3(Yi) = f1(R1)⊕ f3(Yj)
⇔ f3(R1 ⊕ f2(Li ⊕ f1(R1)))

= f3(R1 ⊕ f2(Lj ⊕ f1(R1))) (#)

This will occur if f2(Li ⊕ f1(R1)) = f2(Lj ⊕ f1(R1)), or if these values are distinct but when Xored
with R, they have the same images by f3, so the probability is about two times larger.

Remarks

(a) By storing the Si||Li ⊕ Ti values and looking for collisions, the complexity is in λ ' O(2n).

(b) With a single value for Ri, we will get very few collisions. However this attack becomes significant
if we have a few values Ri and for all these values about 2n values Li.

2. KPA on Ψ5.

The CPA-1 attack can immediately be transformed in a KPA: for random [Li, Ri], we will simply
count the number N of (i, j), i < j such that Ri = Rj , Si = Sj , and Li ⊕ Ti = Lj ⊕ Tj . We will
get about m(m−1)

23n such collisions for Ψ5, and about m(m−1)
2·23n for a random permutation. This KPA is

efficient when m2 becomes not negligible compared with 23n, i.e. when m ≥ about 23n/2.

Remark 1 If we count the number N of (i, j), i < j such that Ri ⊕ Rj = Si ⊕ Sj , we get another KPA
attack with a similar complexity.

Remark 2 These attacks are very similar with the attacks on 5-round Feistel schemes described by
Knudsen (cf [2]) in the case where (unlike us) f2 and f3 are permutations (therefore, not random functions).
Knudsen attacks are based on this theorem:

Theorem 5.1 (Knudsen, see [2]) Let [L1, R1] and [L2, R2] be two inputs of a 5-round Feistel scheme,
and let [S1, T1] and [S2, T2] be the outputs. Let us assume that the round functions f2 and f3 are permuta-
tions (therefore they are not random functions of Fn). Then, if R1 = R2 and L1 6= L2, it is impossible to
have simultaneously S1 = S2 and L1 ⊕ L2 = T1 ⊕ T2.

Proof This comes immediately from (#) above.
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6 Attacking Feistel Generators

In this section we will describe what is an attack against a generator of permutations (and not only against
a single permutation randomly generated by a generator of permutations), i.e. we will be able to study
several permutations generated by the generator. Then we will evaluate the complexity of brute force
attacks and we will notice that since all Feistel permutations have an even signature, it is possible to
distinguish them from a random permutation in O(22n).
Let G be a “k round Feistel Generator”, i.e. from a binary string K, G generates a k round Feistel
permutation GK of B2n.
Let G′ be a truly random permutation generator, i.e. from a string K, G′ generates a truly random
permutation G′

K of B2n.
Let G′′ be a truly random even permutation generator, i.e. from a string K, G′′ generates a truly random
permutation G′′

K of A2n, with A2n being the group of all the permutations of B2n with even signature.
We are looking for attacks that distinguish G from G′, and also for attacks that will distinguish G from
G′′.

Adversarial model: An attacker can choose some strings K1, . . . Kf , can ask for some inputs [Li, Ri] ∈
I2n, and can ask for some GKα [Li, Ri] (with Kα being one of the Ki). Here the attack is more general than
in the previous sections, since the attacker can have access to many different permutations generated by
the same generator.

Adversarial goal: The aim of the attacker is to distinguish G from G′ (or from G′′) with a good
probability and with a complexity as small as possible.

Brute force attacks A possible attack is the exhaustive search on the k round functions f1, . . . , fk form
In to In that have been used in the Feistel construction. This attack always exists, but since we have 2k·n·2n

possibilities for f1, . . . , fk, this attack requires about 2k·n·2n
computations (or 2d

k
2
e·n·2n

computations in a
version “in the middle” of the attack) and about k · 2n−1 random queries1 and only 1 permutation of the
generator.

Attack by the signature

Theorem 6.1 If n ≥ 2 then all the Feistel schemes from I2n → I2n have an even signature.

Proof
Let σ : I2n → I2n

[L,R] 7→ [R, L].
Let f1 be a function of Fn.
Let Ψ′(f1)[L,R] = [L⊕ f1(R), R].
We will show that both σ and Ψ′(f1) have an even signature, so will have σ ◦Ψ′(f1) = Ψ(f1), and thus by
composition, all the Feistel schemes from I2n → I2n have an even signature.

For σ: All the cycles have 1 or 2 elements since σ ◦ σ = Id. We have 2n cycles with 1 element since
σ[L,R] = [L,R] if and only if L = R (and a cycle with 1 element has an even signature). So we have
22n−2n

2 cycles with 2 elements. When n ≥ 2 this number is even.

For Ψ′(f1): All the cycles have 1 or 2 elements since Ψ′(f1)◦Ψ′(f1) = Id. Moreover Ψ′(f1)[L,R] = [L,R]
if and only if f1(R) = 0, so the number of cycles with 2 elements is 2n·k

2 , with k being the number of values
R such that f1(R) 6= 0. So when n ≥ 2 the signature of Ψ′(f1) is even.

1each query divides by about 22n the number of possible f1, . . . , fk
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Theorem 6.2 Let f be a permutation of B2n. Then using O(22n) computations on the 22n input/output
values of f , we can compute the signature of f .

Proof
Just compute all the cycles ci of f , f =

α∏
i=1

ci and use the formula:

signature(f) =
α∏

i=1
(−1)length(ci)+1.

Theorem 6.3 Let G be a Feistel scheme generator, then it is possible to distinguish G from a generator
of truly random permutations of B2n after O(22n) computations on O(22n) input/output values.

Proof
It is a direct consequence of the Theorems 6.1 and 6.2 above.

Remark
It is however probably much more difficult to distinguish G from random permutations of A2n, with A2n

being the group of all the permutations of B2n with even signature. In the next sections we will present
our best attacks for this problem.

7 An attack on 6 round Feistel Generators with O(22n) random plain-
texts and O(22n) complexity

Attacks on 6 round Feistel If G is a generator of 6 round Feistel permutations of B2n, we have
found an attack (described below) that uses a few (i.e. O(1)) permutations from the generator G, O(22n)
computations and about O(22n) random queries. So this attack has a complexity much smaller than the
exhaustive search in 23n·2n

. However since a permutation of B2n has only 22n possible inputs, this attack
has no real interest against a single specific 6 round Feistel scheme used in encryption.
It is interesting only if at least a few 6 round Feistel schemes are used. This can be particularly interesting
for some cryptographic schemes using many permutations on a relatively small number of bits. For example
in the Graph Isomorphism authentication scheme many permutations on about 214 points are used (thus
n = 7), or in the Permuted Kernel Problem PKP of Adi Shamir many permutations on about 26 points
(n = 3 here). Then, we will be able to distinguish these permutations from truly random permutations
with a small complexity if a 6 round Feistel scheme generator is used. And this, whatever the size of
the secret key used in the generator may be. So we do not recommend to generate small pseudorandom
permutations from 6 round Feistel schemes.

The Attack:
Let [Li, Ri] be an element of I2n.

Let Ψ6[Li, Ri] = [Si, Ti]. The attack proceeds as follows:

Step 1
We choose a specific permutation f = GK .

We generate m values f [Li, Ri] = [Si, Ti], 1 ≤ i ≤ m with the random [Li, Ri] ∈ I2n and with m = O(22n).
Remark: Since m = O(22n), we cover here almost all the possible inputs [Li, Ri] for this specific permutation
f .

Step 2
We look if among these values we can find 4 pairwise distinct indices denoted by 1, 2, 3, 4 such that these

8 equations are satisfied:
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R1 = R3

R2 = R4

S1 = S2

S3 = S4

L1 ⊕ L3 = L2 ⊕ L4

L1 ⊕ L3 = S1 ⊕ S3

T1 ⊕ T2 = T3 ⊕ T4

T1 ⊕ T2 = R1 ⊕R2

(and with R2 6= R1, S3 6= S1 and T1 6= T2).

-

-

? ?

3 4

1 2 S, R⊕ T

S, R⊕ T

R,L⊕ S R, L⊕ S

Figure 3: A representation of the 8 equations # in L, S, R, T .

It is also possible to show that all the indices that satisfy these equations can be found in O(m) and with
O(m) of memory. We count the number of solutions found.

Step 3
We try again at Step 1 with another f = GK′ and we will do this a few times, say λ times with λ = O(1).

Let α be the total number of solutions found at Step 2 for all the λ functions tested. It is possible to prove
that for a generator of pseudorandom permutation of B2n we have

α ' λm4

28n
.

Moreover it is possible to prove that for a generator of 6 round Feistel schemes the average value we get
for α is

α ≥ about
2λm4

28n
.

So by counting this value α we will distinguish 6 round Feistel generators for example when λ = O(1) and
m = O(22n), as claimed.

Proof
The proof is very similar to the proof we did for Ψ5. For Ψ6 we can get the 8 equations # with about

the same probability when all the internal variables X, Y, Z, U are pairwise distinct, or when we have the
relations of figure 4 (so the probability is about double compared with random permutations).

-

-

? ?

3 4

1 2 S, R⊕ T,X,Z

S, R⊕ T,X,Z

R,L⊕ S, Y, U R, L⊕ S, Y, U
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This comes from the fact that all these equations come from these 8 equations:

(Λ)



R1 = R3 (1)
R2 = R4 (2)
X1 = X2 (3)
L1 ⊕ L2 = L3 ⊕ L4 (4)
Y1 = Y3 (5)
Z1 = Z2 (6)
U1 = U3 (7)
S1 = S2 (8)

and from the usual relations:

Ri = Rj ⇒ Xi ⊕Xj = Li ⊕ Lj (CR)
Xi = Xj ⇒ Yi ⊕ Yj = Ri ⊕Rj (CX)
Yi = Yj ⇒ Zi ⊕ Zj = Xi ⊕Xj (CY)
Zi = Zj ⇒ Ui ⊕ Uj = Yi ⊕ Yj (CZ)
Ui = Uj ⇒ Zi ⊕ Zj = Si ⊕ Sj (CU)
Si = Sj ⇒ Ui ⊕ Uj = Ti ⊕ Tj (CS)

Proof that # comes from Λ with these usual relations
From (1), (2), (CR) we get: X1 ⊕X3 = L1 ⊕ L3 and X2 ⊕X4 = L2 ⊕ L4.

So from (3), (4) we get: X1 = X2 and X3 = X4.
So from (CX) we get: Y1 ⊕ Y2 = R1 ⊕R2 and Y3 ⊕ Y4 = R3 ⊕R4.
So from (1), (2), (5) we get: Y1 = Y3 and Y2 = Y4.
So from (CY) we get: Z1 ⊕ Z3 = X1 ⊕X3 and Z2 ⊕ Z4 = X2 ⊕X4.
So from (6) and X1 = X2 and X3 = X4 we get: Z1 = Z2 and Z3 = Z4.
So from (CZ) we get: U1 ⊕ U2 = Y1 ⊕ Y2 and U3 ⊕ U4 = Y3 ⊕ Y4.
So from (7) and Y1 = Y3 and Y2 = Y4 we get: U1 = U3 and U2 = U4.
So from (CU) we get: S1 ⊕ S3 = Z1 ⊕ Z3 (= X1 ⊕X3 = L1 ⊕ L3 from above) and S2 ⊕ S4 = Z2 ⊕ Z4.
So from (8) and Z1 = Z2 and Z3 = Z4 we get: S1 = S2 and S3 = S4.
So from (CS) we get: T1 ⊕ T2 = U1 ⊕ U2 and T3 ⊕ T4 = U3 ⊕ U4.
So T1 ⊕ T2(= U1 ⊕ U2 = Y1 ⊕ Y2) = R1 ⊕R2 and T3 ⊕ T4 = R3 ⊕R4.
So we have obtained all the 8 equations of # from the 8 equations of Λ as claimed.

Examples: Thus we are able, to distinguish between a few 6 round Feistel permutations taken from a
generator, and a set of truly random permutations (or from a set of random permutations with an even
signature) from 32 bits to 32, within approximately 232 computations and 232 chosen plaintexts.

8 First attacks on k round Feistel Generators

It is also possible to extend these attacks on more than 6 rounds, to any number of rounds k. However
for more than 6 rounds, as already for 6 rounds, all our attacks require a complexity and a number of
queries ≥ O(22n), so they can be interesting to attack generators of permutations, but not to attack a
single permutation (the probability of success against one single permutation is generally negligible, and
we need a few, or many permutations from the generator, in order to be able to distinguish the generator
from a truly random permutation generator).

Example of attack on a Feistel generator with k rounds. Let k be an integer. For simplicity we
will assume that k is even (the proof is very similar when k is odd). Let λ = k

2 −1. Let G be a generator of
Feistel permutations of k rounds of B2n. We will consider an attack with a set of equations in (L,R, S, T )
illustrated in figure 4. For simplicity we do not write all the equations explicitly.
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Figure 4: Modelling the 4 · λ(λ− 1) equations in L,R, S, T .

Here we have µ = λ2 = (k
2 − 1)2 indices, and we have 4λ(λ − 1) = k2 − 6k + 8 equations in L,R, S, T .

Here it is possible to prove that the probability that the 4λ(λ−1) equations of figure 4 exist, will be about
twice for a Feistel scheme with k rounds, than for a truly random permutation.
Thus, on a fixed permutation this attack succeeds with a probability in

O
(

m( k
2
−1)2

2n·4λ(λ−1)

)
If we take m = O(22n) for such a permutation, it gives a probability of success in

O
(

22n( k
2
−1)2

2n·(k2−6k+8)

)
So we will use O(2n( k2

2
−4k+6)) permutations, and the total complexity and the total number of queries on

all these permutations will be O(2n( k2

2
−4k+8)). The total memory will be O(22n).

Examples:

• With k = 6 this attack uses O(1) permutations and O(22n) computations (exactly as we did in
section 7).

• With k = 8 we need O(26n) permutations and O(28n) computations.

9 Improved attacks on Ψk generators, k ≥ 6

Ψk has always an even signature. This gives an attack in 22n if we want to distinguish Ψk from random
permutations (see section 6) and if we have all the possible cleartext/ciphertext. In this appendix, we will
present the best attacks that we know when we want to distinguish Ψk from random permutations with
an even signature, or when we do not have exactly all the possible cleartext/ciphertext.

1. KPA with k even.

Let (i, j) be two indices, i 6= j, such that Ri = Rj and Si ⊕ Sj = Li ⊕ Lj . From [8] or [9] p.146, we
know the exact value of H in this case, when k is even. We have:

H = H∗
(

1 +
1

2( k
2
−2)n

− 1

2( k
2
−1)n

− 2

2
kn
2

+
1

2(k−1)n

)
where

H∗ =
|Fn|k

22nm
· 1
1− 1

22n

11



i.e. H∗ is the average value of H on two cleartext/ciphertext. So there is a small deviation, of about
1

2( k
2−2)n

, from the average value.

So in a KPA, when the [Li, Ri] are chosen at random, and if the fi functions are chosen at random,
we will get slightly more (i, j), i < j, with Ri = Rj and Si ⊕ Sj = Li ⊕ Lj from a Ψk (with k even)
than from a truly random permutation. This can be detected if we have enough cleartext/ciphertext
pairs from many Ψk permutations. In first approximation, these relations will act like independent
Bernoulli variables (in reality the equations are not truly independent, but this is expected to create
only a modification of second order).

If we have N possibilities for (i, j), i < j, and if X is the number of (i, j), i < j/Ri = Rj and
Si ⊕ Sj = Li ⊕ Lj , we expect to have:

E(X) ' N
22n

V (X) ' N
22n

σ(X) '
√

N
2n .

We want σ(X) ≤ N

2( k
2−2)n

· 1
22n in order to distinguish Ψk from a random permutation. So we want

√
N

2n ≤ N

2
k
2 n

i.e. N ≥ 2(k−2)n.

However, if we have µ available permutations, with about 22n cleartext/ciphertext for each of these
permutations, then N ' 24nµ (here we know these µ permutations almost on every possible cleartext.
If not, µ will be larger and we will do more computations). N ≥ 2(k−2)n gives µ ≥ 2(k−6)n. This is
an attack with 2(k−6)n permutations and 22nµ ' 2(k−4)n computations.

2. KPA with k odd.

Let (i, j) be two indices, i 6= j, such that Ri = Rj , Si = Sj and Li ⊕ Lj = Ti ⊕ Tj . From [9] p.147,
we know the exact value of H in this case, when k is odd. We have:

H = H∗
(

1 +
1

2( k
2
− 5

2
)n
− 1

2( k
2
− 3

2
)n
− 2

2( k
2
− 1

2
)n

+
1

2(k−2)n

)
where H∗ is the average value of H on two cleartext/ciphertext. So there is a small deviation, of
about 1

2( k
2−

5
2 )n

, from the average value.

So in a KPA, when the [Li, Ri] are chosen at random, and if the fi functions are chosen at random,
we will get slightly more (i, j), i < j, with Ri = Rj , Si = Sj and Li ⊕ Lj = Ti ⊕ Tj from a Ψk

(with k odd) than from a truly random permutation. In first approximation, these relations will act
like independent Bernoulli variables (in reality the equations are not truly independent, but this is
expected to create only a modification of second order).

If we have N possibilities for (i, j), i < j, and if X is the number of (i, j), i < j/Ri = Rj , Si = Sj

and Li ⊕ Lj = Ti ⊕ Tj , we expect to have:

E(X) ' N
23n

V (X) ' N
23n

σ(X) '
√

N

2
3n
2

.

We want σ(X) ≤ N

2( k
2−

5
2 )n

· 1
23n in order to distinguish Ψk from a random permutation. So we want

√
N

2
3n
2
≤ N

2( k
2−

1
2 )n

i.e. N ≥ 2(k−2)n.

However, if we have µ available permutations, with about 22n cleartext/ciphertext for each of these
permutations, then N ' 24nµ (here we know these µ permutations almost on every possible cleartext.
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If not, µ will be larger and we will do more computations). So N ≥ 2(k−2)n gives µ ≥ 2(k−6)n. This
is an attack with 2(k−6)n permutations and 22nµ ' 2(k−4)n computations.

Remark If we count the number N of (i, j), i < j such that Ri⊕Rj = Si⊕Sj , then we get another
KPA with the same complexity.

3. CPA and CPCA attacks.

For CPA or CPCA attacks we have not found anything really better than these KPA attacks when
we have k ≥ 6 rounds.

10 Conclusion

Up till now, generic attacks on Feistel schemes were known only for 1,2,3 or 4 rounds. In this paper we have
seen that some generic attacks also do exist on 5 round Feistel schemes. So we do not recommend to use
5 round Feistel schemes in cryptography for general purposes. Our first attack requires O(2

3n
2 ) random

plaintext/ciphertext pairs and the same amount of computation time. Our second attack requires O(2n)
chosen plaintext/ciphertext pairs and the same amount of computation time. For example, it is possible
to distinguish most of 5 round Feistel ciphers with blocks of 64 bits, from a random permutation from 64
bits to 64 bits, within about 232 chosen queries and 232 computations.
We have also seen that when we have to generate several small pseudo-random permutations we do not
recommend to use a Feistel scheme generator with only 6 rounds (whatever the length of the secret key
may be). As an example, it is possible to distinguish most generators of 6 round Feistel permutations from
truly random permutations on 32 bits, within approximately 232 computations and 232 chosen plaintexts
(and this whatever the length of the secret key may be).
Similar attacks can be generalised for any number of rounds k, but they require to analyse much more
permutations and they have a larger complexity when k increases.
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Appendices

A Summary of the known results on random Feistel schemes

KPA denotes known plaintext attacks. CPA-1 denotes non-adaptive chosen plaintext attacks. CPA-2
denotes adaptive chosen plaintext attacks. CPCA-1 denotes non-adaptive chosen plaintext and ciphertext
attacks. CPCA-2 denotes adaptive chosen plaintext and chosen ciphertext attacks. Non-Homogeneous
properties are defined in [11].
This figure 1 present the best known results against unbounded adversaries limited by m oracle queries.

KPA CPA-1 CPA-2 CPCA-1 CPCA-2 Non-Homogeneous
Ψ 1 1 1 1 1 1
Ψ2 2n/2 2 2 2 2 2
Ψ3 2n/2 2n/2 2n/2 2n/2 3 2
Ψ4 2n 2n/2 2n/2 2n/2 2n/2 2
Ψ5 2n 2n 2n 2n 2n 2
Ψ6 2n 2n 2n 2n 2n 4 *

Ψk, k ≥ 6 2n 2n 2n 2n 2n ≤
(

k
2 − 1

)2
**

Figure 1: Minimum number m of queries to distinguish Ψk from a random permutation of In → In. For
simplicity we denote 2α for O(2α) i.e. when we have security as long as m � 2α.

* ≤ 4 comes from [12] and ≥ 4 comes from [5].
** with k even and with (k−2)(k−4) exceptional equations, so if k ≥ 7 we need more than one permutation
for this property.

KPA CPA-1 CPA-2 CPCA-1 CPCA-2
Ψ 1 1 1 1 1
Ψ2 2n/2 2 2 2 2
Ψ3 2n/2 2n/2 2n/2 2n/2 3
Ψ4 2n 2n/2 2n/2 2n/2 2n/2

Ψ5 ≤ 23n/2 2n 2n 2n 2n

Ψ6 ≤ 22n ≤ 22n ≤ 22n ≤ 22n ≤ 22n

Ψ7 ≤ 23n ≤ 23n ≤ 23n ≤ 23n ≤ 23n

Ψ8 ≤ 24n ≤ 24n ≤ 24n ≤ 24n ≤ 24n

Ψk, k ≥ 6 * ≤ 2(k−4)n ≤ 2(k−4)n ≤ 2(k−4)n ≤ 2(k−4)n ≤ 2(k−4)n

Figure 2: Minimum number λ of computations needed to distinguish a generator Ψk (with one or many
such permutations available) from random permutations with an even signature of In → In. For simplicity
we denote α for O(α). ≤ means best known attack.

* If k ≥ 7 these attacks analyze about 2(k−6)n permutations of the generator. If k ≥ 6 then ≥ 22n

computations are needed: this is shown by a line in Figure 2.
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