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Abstract—Group Key Establishment is fundamental for a I. INTRODUCTION

variety of security mechanisms in group applications. It alows RTHR
n > 2 principals to agree upon a common secret key. This The growth and commercialization of the Internet offers

can further be classified into Group Key Exchange (or Group & .Iarge vqriety O_f scenarios where group communication
Key Agreement), where all the principals participate in the using multicast will greatly save bandwidth and sender re-
construction of the key, and Group Key Transport (or Group Key  sources. Immediate examples include news feeds and stock

g]istribution)l, where the kety(;stcflgsenthbyasBin?hetﬁrinci?ala?iis quotes, video transmissions, teleconferencing, software
en securely communicated to the others. Both these techmies -

can be analyzed in the context of either static or dynamic graps. dates, movie on deman_d and mpre._ (See [1] for a more
Dynamic Group Key Establishment is better known as Group complete survey on multicast applications.) Secure mastic
Key Management (GKM), as it involves not only the initital key ~ Sessions can be implemented by applying encryption schemes
establishment, but also efficient key management when group The messages are protected by encryption using a chosen
_merr;berskjoin or Ieavg the gt;roll_Jp.dDyna?_ictC_Ebrotu% Kg)I/(II\EAxchahrylge key, which, in the context of group communication, is known

is also known as decentralized or distribute , While ; :

Dynamic Group Key Transport is known as centralized GKM. as Session Kewr Data Encryption Key_(D_EK). Only those
While there has been a lot of recent work in formal security Who know the DEK can recover the original message. There-
models for Dynamic Group Key Exchange, little, if any, atteion ~ fore, the problem of securely sending data to authorized
has been directed towards building a concrete framework and group members reduces to securely establishing the DEKs

fﬁrmil seCltJ)rity model fordcentrfaIiZEd GKbM. Mr;nyksuch schhemes_ among the authorized group members. Furthermore, changes
that have been proposed so far have been broken, as they cite; : :
ambiguous arguments and lack formal proofs. In this paper, ve in membership may require that the group key be refreshed.

take a first step towards addressing this problem by providig Such & key refreshing procedure prevents a joining (leaving
firm foundations for centralized Group Key Management. We group member from decoding messages exchanged in the past
provide a generalized framework for centralized GKM along with  (future), even if he has recorded earlier messages, in their

a formal security model and strong definitions for the secutly — encrypted form (encrypted with the old (new) keys).
properties that dynamic groups demand. We also show a generi

construction of a centralized GKM scheme from any given muli However, establishing and managing the group key among
receiver ID-based Key Encapsulation Mechanism (mID-KEM). y3lid members is a complex problem. Although refreshing

By doing so, we unify two concepts that are significantly difrent . - - .
in terms of what they achieve. Our construction is simple and the DEK before the join of a new member is trivial (in

efficient. We prove that the resulting GKM inherits the secuiity of ~ @ centralized setting, for example, the central authoréy c
the underlying mID-KEM up to CCA security. We also illustrat e~ simply send a new group key to the group members encrypted
our general conversion using the mID-KEM proposed in 2007 with the old group key), performing it after a member leawes i
by Delerablee. far more complicated. The old key cannot be used to establish

Index Terms—Provable Security, General Framework, Secu- & hew one, because the leaving group member knows the old
rity Model, Group Communication, Multicast Security, Group key. Therefore, some other scalable mechanism to refresh th
Key Management, ID-based Cryptography, Generic Conversio  data encryption key must be provided.

S\work Supported by Project No. CSE/05-06/075/MICO/CPAN onifda-
tion Research in Cryptography sponsored by Microsoft Rebendia



Group Key Establishment — Group Key Establishment allows

n > 2 principals to agree upon a common secret key. This
general definition can further be shaped in two different
classes — Group Key Exchange (Agreement) and Group Key
Transport (Distribution).

« Group Key Transport (Distribution)A Group Key Trans-
port (Distribution) protocol is a Group Key Establishment

with decentralized GKM schemes are key independence,
keys vs. data, type of communication, etc. This category
falls into the class of Dynamic Group Key Exchange
(Agreement) protocols.

Distributed Group Key Managemenrt The distributed
Group Key Management approach is characterized by
having no group controller. The group key can be gener-

technique where a single entity (often known as the
central authority creates or otherwise obtains a secret
value, and securely transfers it to the other members. This
definition leaves open whether the central authority may
be a group member. It is also imaginable to have some

ated either in a contributory fashion, or by one member.
Parameters like the number of rounds, number of mes-
sages and computation during setup are used to evaluate
the efficiency of such protocols. This category can fall
under the class of Dynamic Group Key Exchange or

trusted third party (TTP) as the central authority.

Group Key Exchange (Agreemenfl Group Key Ex-

change (Agreement) protocol is a Group Key Establiskycyrity Properties— Any secure GKM scheme must satisfy

ment technique where a shared secret is derived by t: following desired security properties. We will definert
or more group members as a function of the informatiogmajly in Section IV-C.

contributed by each of them, such that no group memb_erl) Perfect Forward Secrecyit ensures that when Rekey

gifn prede}t{ermng the Kresu_llflng Vall:?' I:e_re, the_: Thal? is performed, a group member cannot decipher past
fierence from roup Key: fransport techniques 1S tha messages encrypted with any of the older DEKSs.

no group member is allowed to choose the group key on )
Group Forward Secrecyt prevents a leaving or expelled

behalf of the whole group. :
. : . group member from continued access to group commu-
Both group key establishment techniques can be analyzed in nication.

context of either static or dynamic groups. Of course, it is 3) G Backward S
always possible to establish the group key for the modified ) Group Bac war ecrecyt prevents a new group mem-
ber from decoding messages exchanged before he joined

group by restarting the protocol. However, this may be in-

efficient if groups are large or the protocol is expensive (in the group.

terms of communication or computational costs). Therefore 4) Collusion Resistancdt ensures that even if all the past

many Group Key Establishment protocols that are designed group members who currently do not belong to the group
collude, they will not be able to decipher group messages

for dynamic groups provide more efficient operations for :
addition and exclusion of group members. Dynamic Group  that are encrypted with the current DEK.

Key Establishment is better known as Group Key Managemq\%lti-receiver
(GKM).

Dynamic Group Key Transport, depending on how the
group key is generated.

2)

ID-based Key Encapsulation Mechanism
(mID-KEM) — A multi-receiver Key Encapsulation Mecha-

Group Key Management — As defined by Menezes et al.nism (MKEM) enables a cryptographic key (which may be
in [2], Group Key Management is the set of techniques artfed subsequently for other purposes) to be securely sent
procedures supporting the establishment and maintendncé@0ss to a set of receivers. Smart [4] introduced the notion
keying relationships between authorized parties that farmof MKEM in 2004. It was extended later, in [5], [6], to
group. It plays an important role enforcing access contrglulti-receiver ID-based Key Encapsulation Mechanism (mID
on the group key (DEK) (and consequently on the grodﬁEM), i.e., mKEM in the ID-based setting. Later, [7] propdse
communication). According to [3], group key management cat MID-KEM that has an efficient trade-off between the
be classified into the following three categories. ciphertext size and the private key size. Recently, AbdIE.

. Centralized Group Key ManagementIn these schemes [8] proposed an mID-KEM construction where ciphertexts are

there is a Key Distribution Center (KDC), also knOWnof cons_tant size, but private keys grow quladratic_in the rermb
as Central Authority (CA), who maintains the entireof receivers. Furukawa [9] and Delerablée [10] indepetigen

group, performing operations which involve allocatin .roposed an mID-KEM scheme V.Vh'Ch aqh|eves c.onst.ant size
keys to members, communicating the Data Encryptic iphertext at the cost of the public key size growing lingarl

Key (DEK) to the members, etc. This category falls intd" the number of receivers.

the class of Dynamic Group Key Transport (Distributionp. Related Work on Centralized Group Key Management

protocols. One of the major contributions of this paper is a generic
Decentralized Group Key Management In decentral- framework and concrete security model for centralized GKM.
ized Group Key Management schemes, members ofHere, we discuss the related work done in the area of cen-
multicast group are split into several smaller subgroupsalized GKM, and highlight the major drawbacks of various
which are managed by different subgroup controllersxisting schemes, so as to better emphasize the need for such
This reduces the load on the KDC. Properties associatedormal security model.



The key generation concept used Byoup Key Management Drawbacks — In most of the schemes that are cited above,
Protocol (GKMP) [11] is a cooperative generation betweethere is no formal security proof presented in a suitable
two protocol entities. There are several key generation-algsecurity model. Therefore, most of them base their security
rithms viable for use in GKMP (i.e., RSA, Diffie-Hellman,claims on informal arguments. Even though [17] presents a
elliptic curves). All these algorithms use asymmetric kegomewhat formal proof, it is not clear as to how each security
technology to pass information between two entities toteregroperty is satisfied. Waldvogel et al. [19] argue how their
a single cryptographic key. Apart from protocols like GKMPscheme is secure only against certain types of attacks such a
the centralized group key management schemes cdndoe denial-of-service, man-in-the-middle, etc. And almostthaé
archical treebased andlat-table based. We briefly mention tree based schemes lapkrfect forward secrecysome of the
a few tree based group key management protocols belowflg-table based schemes are not collusion resistant.
detailed description of all these protocols can be foun@]hn [ oo

B. Our Contribution

o Logical Key Hierarchy(LKH) [12] — The KDC is the .
root of the tree and it maintains a tree of keys. The Ieav?(?Though a lot of work has been done in the development of

of the tree are the group members, and each node émal frameworks and security models for Dynamig Group
associated with ey Encryption KeyKEK). Each group Key Exchapge [22], no concrete framework ar_ld S‘?C“F'ty model
member (leaf) maintains a copy of the KEKs associatéﬂr centralized Group Key Management EXISt.S in literature.
with all the nodes that are part of the unique path fro o the beSt of our knowledge,_we are the first to propose
itself to the root. If a member joins or leaves, the KD 9eneric framework for central!zed GKM, and more Impor-
updates the KEKs of all the nodes that are part of tﬁﬁmly’ to present a fgrmal security model that defines edich o
corresponding root-to-leaf path, preserving group sgcre& e security propertiesfqrward secrecy backward secregy

) , . perfect forward secrecyand collusion resistance This is
« One-Way Function TrefOFT) [13] — A node’s KEK S 45n6 in Section 11l None of the existing centralized GKM

generated rather than just attributed. The KEKSs held by@hemes have been formally proven secure due to the lack
node’s children are blinded using a one-way function ang g,ch 4 formal security model. Numerous attacks [23] have
then mixed together using a mixing function, resulting iRgen mounted on various GKM schemes proposed so far. In
the KEK held by the node. Section IV, we construct adversarial games for each of the
« One-Way Function Chain Trgé4] — A pseudo random security properties mentioned above, to provide a framiewor
generator is used to generate the new KEKSs rather thainavhich one can formally prove a centralized GKM scheme
one-way function and it is done only during user removagecure. Next, we construct a generalized conversion frgm an
Hierarchical a-ary Tree with Clustering15] — The multi-receiver ID-based Key Encapsulation Mechanism to a

group with » members is divided into clusters of sizefull-fledged centralized Group Key Management scheme in
m and each cluster is assigned to a unique leaf nodgection VI, which is so simple (yet powerful) that there is no
resulting inn/m clusters. All members in a cluster sharéignificant overhead while going from mID-KEM to GKM.

the same cluster KEK. Every member of a cluster is alsgus we show that any efficient mID-KEM is enough to obtain

assigned a unique key which is shared only with the KD@n efficient GKM. Further, in Section VII, we proceed to
) ) _use formal reduction techniques to establish the secufity o
The group rekeying method proposed in [16] uses the Chings& kM scheme, using our own security model. We prove

Remainder Theorem to construct a secure lock that is usegdRyard secrecy, backward secrecy and collusion resistanc
lock the group decryption key. Because the lock is cOmMQ} 5, GKM scheme by reduction to the underlying miD-
among all valid members, the transmission efficiency of theen,  Eor perfect forward secrecy, we build our proof on
decryption key isO(1) if the message si_z_e is disregardedone_way functions. Finally, in Section VIII, we illustrataur
However, this method suffers from scalability problems. generalization by extending the efficient mID-KEM proposed
Cliques [17] provides a way to distribute group session keys[10], to centralized GKM. This is the first GKM scheme to
in dynamic groups. However, it doesn’t scale well to a largachieve constant-size rekeying message length.

group. Molva et al. [18] proposed a scalable alternativeexte
theless, the scheme would modify the structure of interatedi
components of the multicast communication such as routers oln this section, we review important concepts liee-way
proxies and it suffers from collusion attacks. functions bilinear mapsandnegligible functionghat are used

The flat-table based schemes proposed by Waldvogel etialf[he forthcoming sections.

[19] uses a table to reduce the number of keys stored at e One-Way Functions
KDC. When a member leaves, the KDC changes all the keysA f
associated with that member. Chang et al. [20] use boolq%rno
function minimization to minimize the number of messages
needed forRekey but this method is not collusion resistant.
Some attribute based encryption schemes, like FT (CP-ABE)
by Cheung et al. [21] are collusion resistant as well.

Il. PRELIMINARIES

unction F : {0,1}* — {0,1}* is calledone-wayjif the

wing conditions hold.

« Easy to Compute.There exists a (deterministic) polyno-
mial time algorithmA such that on input, algorithm.4
outputsF(z).



« Hard to Invert. Let U, denote a random variable uni-standalone cryptographic primitive that achieves thisigti-
formly distributed over{0,1}". For every probabilistic receiver Key Encapsulation MechanigmKEM).
polynomial time algorithmd’, every polynomiap(-), and It becomes natural, therefore, to think of centralized GKM

all sufficiently largen, schemes as being constructed out of mKEMs. Many GKM
, . . 1 schemes do not explicitly view it this way. For example, in
Pr[A(f(Un),1") € fH(f(Un))] < ) LKH [12], the KDC first distributes thek EK's which are

o ) then used to encrypt thB EK. The underlying mKEM here
We denote the advantage of an adverséiryn inverting @ s 4 simple symmetric key encryption scheme. The FT (CP-

one-way function’” as ABE) scheme [21] explicitly uses a public key techniqueezll
Advit’ = Pr[F(B(F(z))) = F(z) | =« {0,1}"] ciphertext policy - attribute based encryptiom establish the
o DEK. Normal multi-receiver encryption schemes also faibin

B. Bilinear Maps the category of mKEMSs; the difference lies in the fact that,

We present the necessary facts about bilinear maps anencryption schemes, the key thatiscrypteds known be-
bilinear map groups. Le& be an additive cyclic group andforehand and is a necessary input to the encryption algorith
G1 be a multiplicative cyclic group, both of prime orderA  Whereas, in traditional KEMs, it is impossible to know the ke
bilinear mapor abilinear pairingis a mapé : G x G — G; that is encapsulatedeforehand; the encapsulation algorithm

with the following properties. outputs both the ciphertext and the key that would emerge
« Bilinearity. For all P,Q, R € G, during its decapsulation.
- é(P+Q,R)=¢(P,R)-é(Q,R) We now descri.be the algorithms that form .the.building
- ¢(P,Q+R)=¢(P,Q)-é(P,R) bIock; of a generic GKM scheme. T_he desc_rlpnon is Ia_rgely
- é(aP,bQ) = é(P, Q) functional in nature; the implementation details are et

the underlying mKEM and the GKM scheme using it.

1) Setup(ka Na Sinit7 5)
v Input. k is a security parametely is the maximum

o Non-Degeneracy. There existP,Q € G such that
é(P,Q) # I, , wherelg, is the identity inG;.

« Computability. There exists an efficient algorithm to number of group members (the capadify§ini: is the
compute(P, @) for all P,Q € G. set of identifiers of initial group members agdis an
Modified Weil pairing [24] and Tate pairing [25] are ex- underlying multi-receiver key encapsulation mechanism,
amples of cryptographic bilinear maps whégeis an elliptic which is described by the following algorithms. Note
curve group ands; is a subgroup of a finite field. that our description is that of a most general mKEM,

including normal multi-receiver encryption schemes.

C. Negligible Functions Depending upon the specific mKEM that is used, some

We call a functiony : N — R negligible if, for every inputs to the algorithms may not actually be necessary.
possible polynomiap(-), theire eX|st§ ng such.that for a!l a) Setupe(k, N) — This algorithm takes as input
n > N, we havep(n) < ? Negligible functions remain a security parameter and the maximum number
negligible when mul'uphedv y any fixed polynomial. of receivers N and outputs the public system

[1l. A FORMAL FRAMEWORK FORGROUPKEY parameters (or public key) &K, the secret keys
MANAGEMENT SK; of users with identifiersi, and, if used, a

master secret key/SK.

b) Encapsulates(DEK,PK, MSK,S) — This
algorithm takes as input the ke EK to be
encrypted, the public keyPK, the master secret
key MSK (if used) and the sef of receivers
who alone can decrypt and recovRZ K (known
as authorized, privileged or intended receivers). It
returns a ciphertext, more specifically known in
our context as a headelfdr, and in the case
of a non-trivial mMKEM (mKEMs that are not
simply encryption schemes), also returns ihB K
corresponding to the header.

In centralized Group Key Managemefuentralized GKM)
schemes, there is an entity known as tBentral Authority
(CA), who maintains a dynamically changing group of mem-
bers (users) by performing operations that include, but are
not restricted to, allocating unique secret keys to members
establishing the commobata Encryption KeyDEK) among
members, and ensuring and maintaining group secrecy at all
times, especially when a member joins or leaves the group.
Every group member is uniquely identified with efentifier.

In the case of ID-based systems for example, this identifier
may be the member’s identity itself.

At an abstract level, GKM consists of initially establispin

a group key and “managing” it through.O.Ut the lifetime of th? 1This is an optional input as there may be GKM schemes which can
group. By management, we mean activities that the CA carriggommodate any number of group members and do not requiteper
out in order to preserve the desired security propertiefi®f tbound to be specified befogetup

roup. In centralized schemes, key establishment si liie This input will not be required (indeed, it would be impodsilto know
9 P y e the key being encrypted beforehand) when the mKEM used ianairmal

secure key transport, that is, the_ CA broadca_StS a ciphertgXi.receiver encryption scheme (where the key would $nbe encrypted
which the group members decipher to obtain the key. @ust like a message) and sent to the user(s)).



¢) Decapsulates (Hdr, PK, SK;, S) — This algo- 4) Leave(L,S,PK,MSK,¢)

rithm takes as input the ciphertext or head#gdr, v Input. L is the set of identifiers of the members who
the public keyP K, the secret keyv K; of one of wish to leave the group or are being banned (revoked),
the authorized decrypting receivers, and the&et S is the set of identifiers of current group membergy
of authorized receivets|t returns the keyD EK is the public key,M SK is the master secret key, aéd
corresponding to the headéfdr. is the underlying mKEM.

v/ The CA runsSetupg (k, N, Sini¢) to obtain PK?, v The CA updates the s& — & — L.

SK¢ for all users with identifiers, and M SK¢. Using v The CA then runRekey (S, PK, MSK, £).

these, the CA generates the public kBY, the secret Note. Many GKM schemes exist that specify different

keys SK; (SK¢ must explicitly be part ofSK; as the techniques fot.eave depending on whethet is single-

users would need it for decapsulation) and the master ton or not.

secret keyM SK of the GKM scheme. .

L o Note. The CA may choose to perform thHeekey operation
v Every member with identifief in the setSinie Of  herjggically even if no member joins or leaves the group, in
current group members is given through secure channgiSyar 1o maintain the “freshness’ of the group and the data

his secret keyo I; and the initial DEK, which may be gpcrvntion key. This measure is necessary to enperéect
chosen randomly from the key spake forward secrecy

2) Rekey(S,PK,MSK,¢)
v/ Input. S is the set of identifiers of the current group V. SECURITY MODEL FORGROUPKEY MANAGEMENT
members,PK is the public key,M SK is the master |n this section, we present formally, the security model for
secret key, and is the underlying mKEM. GKM. We proceed as follows. First, we describe the notations
v Every group member first updates his secret key afltat are used throughout the rest of this paper. Then, we
securely erases the old one. The exact mechanism, ftescribe the oracles that are used in the adversarial games,
example, whether this updating process involves an inpiollowing which we formally describe these games for each
from the CA or is independent of it, would dependf the four security properties that were informally dissers
on the specific GKM scheme. Failure to securely erasdove.
the old key would enable someone who gains control )
of the group member's hardware to retrieve the olf- Notations
key using hardware forensics. If a group member doesWe stress that it is vital that the notations that are presknt
not securely erase the previous key, it is consideredhare are understood beyond doubt, as we have used them
violation of the protocol, meaning that he has alreadiberally in the rest of this paper. We us® to denote the
been compromised. Also, the CA can choose to updatet of identifiers of group members at time instangVe have
the public key as well, if required. introduced time as a variable in order to model the dynamics
/ The CA has the paitHdr¢, DEK¥?), after running of GKM. Table IV.1 summarizes the notations dealing with

Encapsulates (DEK¢, PK¢, MSK¢ S). He com- time.
putes(Hdr, DEK) for the group and broadcasidr.

v The group members with identifiers retrieve he ad - ivol hall h
Hdr® from Hdr and decrypt it by executing The adversarial games involve a challenger to present the

Decapsulates (Hdré, PK, SKZ,5) to  obtain adversary with an interface consisting of the oracles thateh
DEKE from which DEK is recovered Again, the the algorithms of the real scheme. Below, we describe, again

exact mechanism is specific to the GKM scheme only in functional terms, the oracles to be implemented by a
3) Join(i, S, PK, MSK, &) " challenger of a generic GKM scheme.
oimmf1, o, y s

v Input. i is the identifier of the member who wishes 1 tOhJogl((llzﬂ_t T.h'sl o(;actlﬁ smulaée's.thﬁ]om algontthm of
to join the group,S is the set of identifiers of current € » 10 Include the membenn the current group.

B. Oracles

group membersPK is the public key,MSK is the « Input. i should be the identifier of a member who
master secret key, arfelis the underlying mKEM. is not currently part of the group.

/A member with identifieri ¢ S who wishes to join « The oracle aborts it € 5, _

the group establishes a secure connection with the CA ~ « The set of identifiers of current group members is
who may perform some checks before authorizing the updated asS;,,,, — S, U {i}. _

user to join the group. « TheRekey algorithm is run and the new ciphertext

v/ The CA updates the s& «— SU{i}, and givesSK; is recorded.

to the joining member through a secure channel.

v The CA then runRekey(S,PK,MSK, £). 4There is no ambiguity because, as we shall see, in everysati@rgame,

the adversary makes at most one corrupt query
SWhile most existing mKEMs require the specification of thit, shere 5In other words, the group parameters used in generating hiatlenge
may be some which do not require th&tbe specified. ciphertext will be those at timéc,qiienge



t An arbitrary instant of time

trnow The current time instant (the present time)
tCorrupt The time at which the corrupt query was isstied
tChallenge The time for which the challenge ciphertext is to be generate
tyoin(?) The time at which the user with identifiérmost recently joined the group
tLeave(?) The time at which the user with identifiérmost recently left the group
trow The time instant just beforg,ow
TABLE IV.1

TIME-RELATED NOTATIONS

2) OLeave(i) ® — This oracle simulates théeave algo- bs (backward secrecy) opfs (perfect forward
rithm of the GKM, to expel the member from the secrecy), indicating the type of security that is being
current group. attacked using this compromised member.

« Input. i should be the identifier of a member who « The oracle aborts itype = pfs andi ¢ S,
is currently part of the group. because, foperfect forward secregythe member
« The oracle aborts if ¢ S,- . who is to be corrupted must be part of the group
« The set of identifiers of current group members is when he is compromised.
updated asS;,,, — S,- — {i}. « Depending on whetheype is f s, bs or pf s, the
« TheRekey algorithm is run and the new ciphertext secret key corresponding to the user with identifier
is recorded. i at timetreave(?), tyoin (i) OF thow respectively is
returned.

3) Ociphertext(t) — This oracle is used to retrieve the
broadcasted ciphertext dickey operations. Note. The challenger who runs these oracles must have some

« Input. ¢ should be the present time or a time in th&echanism of recording the set of group members, secret keys
past. and ciphertexts as time progresses. The most natural way of
« The oracle aborts if > .. doing this is to maintain lists (indexed by time) for each of

« The ciphertext (header) corresponding to tirme these variables and keep appending the new values to the
is returned. By “corresponding to”, we mean théespective lists whenever changes occur.

following. C. Formal Definitions of Security

B If. a Rekeyoperation was dope at time then the Normal multi-receiver cryptographic schemes which do not
qlpht_ertext broadcasted during thekeyopera- involve operations carried out over a time-line, but are jus
tion is r_eturned. . . a collection of algorithms that are executed once, have two

— Otherwise, the C|phertex_t broadcasted dur_mg trI:Gfearly defined extremes when describing the intensity of
most recenRekeyoperation done before time attacks —static attacks, while proving the security against
is returned. which, the adversary is required to submit the identifiers of

4) Opeerypt (Hdr, t) — This oracle is used to retrieve thethe entities whom he would attack during the challenge phase

DEK from its encrypted form. of the game, anddaptiveattacks, in which case, the adversary
Input. Hdr should be a ciphertext andshould be is under. no suc.h restriction._ In Grou_p Key Management,
the present time or a time in the past. we con_S|der static _and .adap_tllve security not only along. the
« The oracle aborts if > t,,4,,. d!mens!on of receiver _|Qent|f|ers, bu_t also alqng the_tlme
. The setS; of group members at time is recalled dlmer_|S|on. While describing adversa_rlal gamestm_ne-statm
and the secret ke§ K; corresponding to a user with secqnty, the aQVersary woulq be required to submit befameh
identifieri € S, at timet is obtained. the time at which he would like the challenge to be generated,
Hdré and SK¢ are derived fromHdr and SK, which would eventually be given to him during the challenge
respectively. ' phasg. The adversary is not required to do scti_foe-adaptive
Decapsulates (Hdr®, PK¢ SK¢, ;) is run, and security. From now, whe_n we simply say “sta_t|c" (“adaptiye”
the resultantD EK is returned. we mean static (adaptive) in both dimensions. In contexts

where a mixed security is discussed, we will be explicit with

5) Ocorrupt (i, type) — This oracle simulates the com-respect to the two dimensions.

promise of a member.

. should be the identif ; b Before describing the adversarial games involved, we fiyma
. Inpdut. i shouICI be the |fentlfler 0 da MEMDElyafine the four security notions that were informally diseds
and type should be one of s (forward secrecy), i, section I. For simplicity, we define only the CCA2 security
8For a setC of leaving members, this oracle can be called repeatedly d'?'gamSt _adapuve attacks here. We discuss b”eﬂ_y abou_t othe
each member irC notions in a separate paragraph at the end of this section.



Definition 1: A (k, N) — GK M scheme idorward secure
against adaptive chosen ciphertext attacfsecure in the
sense offssCCAZ2) if for all polynomialsN (-), the advantage
Advli 5€4% of any probabilistic polynomial time adver-
sary A/s~GKM in the gamegl:, & against a challenger
Ccfs—GKM js negligible ink, the security parameter.

Definition 2: A (k, N)—GK M scheme idackward secure
against adaptive chosen ciphertext attacfsecure in the
sense obsCCA2) if for all polynomialsN (-), the advantage
Advls$E4% of any probabilistic polynomial time adver-
sary A¥*~CGKM in the gameg, (XM against a challenger
Cbs—GKM js negligible ink, the security parameter.

Definition 3: A (k, N) — GK M scheme igerfect forward
secure against adaptive chosen ciphertext attggezure in
the sense ofpfsCCA2) if for all polynomials N(-), the
advantageldv?/;s,F“? of any probabilistic polynomial time
adversarydr/s~GEM in the gamegs < against a chal-
lengercrfs—GEM s negligible ink, the security parameter.

o Adversarial Game for Backward Secrecy

ng—GKM

_ ~GKM
CCA2 =0

SEM (CbstKM, AbstKM, bS)

In this adversarial game, we allow the adversary to
corrupt any member of his choice at any time he wishes
(before the challenge phase). Meanwhile, he can also
query other oracles to learn about the system. A GKM
scheme satisfies backward secrecy, if a member who has
joined the group cannot decipher any past ciphertexts
intended to the group when he was not part of the group.
Since we are talking about a corrupted member who has
joined the group, during the corrupt phase, we give the
adversary the secret key of the corrupted member at the
time of his joining the group. And, during the challenge
phase, we allow the adversary to specify any time of
his choice (before the corrupted member last joined the
group) as the timéchaienge during which the challenge

is to be generated. Of course, since we are dealing with

tant against adaptive chosen ciphertext attatecure in the

Definition 4: A (k, N) — GK M scheme igollusion resis-

sense ofr-CCA2) if for all polynomialsN(-), the advantage

Advc’r—CCAQ
_GKM ; r—GKM
sary A" in the gameGas 45

of any probabilistic polynomial time adver-
against a challenger

GKM

Cer—GEM s negligible ink, the security parameter.

These definitions are not complete because we have neither

backward secrecy, the corrupted member should not be
part of the group durindchaiienge-

Adversarial Game for Perfect Forward Secrecy

gpfstKM

_ oGKM
CCA2 =g

fs— GKM fs— GKM
coaz(CP® , AP ,pfs)

In this adversarial game, we allow the adversary to
corrupt any member of his choice at any time he
wishes (before the challenge phase). A constraint that

described the adversarial games nor defined the advantage of we impose here is that this member should be part of
an adversary. In Game V.1, we describe formally a generic

adversarial CCA2 gamgS kL.
fs=GKM = Gbs—GKM
CCA2 '

g

Below, we define the games

and G215 S5 as special cases of

CCA2 CCA2 e

this generic game. The collusion resistance ga&ifig ;;
is described in Game V.2.

We define the adversarial games that model attacks against

forward secrecy backward secregyperfect forward secrecy
and collusion resistanceas follows.

o Adversarial Game for Forward Secrecy

gfs—GKM

_ ~GKM
CCA2 =g

SEM (CfstKM7 AfstKM, f S)

In this adversarial game, we allow the adversary to
corrupt any member of his choice at any time he wishes
(before the challenge phase). Meanwhile, he can also®
query other oracles to learn about the system. A GKM
scheme satisfies forward secrecy, if a member who has
left the group cannot decipher any future ciphertexts
intended to the group when he is no longer part of the
group. Since we are talking about a corrupted member
who has left the group, during the corrupt phase, we give
the adversary the secret key of the corrupted member at
the time of his leaving the group. We allow the adversary
to enter the challenge phase at any time after the corrupt

the group when he is being corrupted. This is because
perfect forward secrecy deals with the situation when a
member is compromised when he is part of the group.
Accordingly, we give the adversary the secret key of the
corrupted member at the time of corruption. Meanwhile,
he can also query other oracles to learn about the system.
The compromised group member should not be able to
decipher any past ciphertexts. So, we require that the time
tchalienge 8t Which the adversary wants the challenge to
be generated occurs before the member was corrupted.
Another constraint is that the corrupted member should
be in the group durindchaiienge. Otherwise, it would
model backward secrecy.

Adversarial Game for Collusion Resistance

gcr—GKM
CCA2

This game is described in Game IV.2. Collusion resis-
tance means that at any point in time, even if all the
members who are currently not part of the group collude,
they will not be able to decipher the present ciphertext. To
model this, in this adversarial game, during the challenge
phase, we give the secret kéysf all the users who are
currently not part of the group to the adversary.

phase. In particular, he may choose to make the challen@gher Security Notions. We have defined only adaptive CCA2
query at the time that he thinks is most convenient for higecurity for GK M. Now, without going into detailed defi-
to win the challenge. Of course, since we are dealing wittitions for other security definitions, which would resuit i

forward secrecy, when the adversary makes the challenge
query, the corrupted member should not be in the groyp

“Since secret keys are time dependent, we give the advetisargecret
ys of the members corresponding to the time when theyéésthle group.



Game IV.1 GSEM (CCKM AGKM tyne)

This generic game is played between a challedféf ™ and an adversaryd“ . The variabletype signifies the type of
security that the adversary claims he can break, and canotalemy of three valueks, bs, or pf s.

Both the challenger and the adversary are given the seqaigmetet, the maximum number of group membey¥s and the
specification of the underlying mKEM. The game consists of the following phases which are predentthe order in which
they occur. In addition to carrying out these phases, thdartger takes care of simulating thRekeyoperation periodically
(if periodic rekey is carried out in the GKM scheme that isnlgeattacked).

Setup Phase — The challenger runSetup(k, N, Sinit, £), for any choice ofS;,;: by the adversary. The public k&9K is
given to the adversand“% M, A Rekeyoperation is simulated immediately after, and the time-lis started at this instant
(t=0).
Query Phase 1 — During this phase, the adversary is given access to thdesras described below.
« Queries of the form0;.in(i) and OLeave(i). The adversary can use these queries to control the grougndys, i.e., he
can make a member with identifiefjoin or leave the group using these queries.

» Queries of the formOciphertext (t). These queries help the adversary to retrieve A corresponding to the most
recentRekeyoperation performed at or before a past tim@Note theJoin and Leaveoperations also involve Rekey
operation and such rekeys are also taken into account).

« Queries of the formOpecrypt (Hdr, t). The adversary can use these queries to learnlthBg( corresponding to any
Hdr of his choice, as decrypted at any timén the past. The challenger responds by decrypfihgy using the secret
key SK, of some usew € S;.

Corrupt Phase — The adversary, at any time.,,.,: Of his choice, invoke®corrupt (ic, type), wherei, is the identifier of a
member of the adversary’s choice. The only constraint isithigype = pf s, then the member with identifiér must currently
be part of the group. The adversary receives, in return, ¢loees keySK,;_ corresponding to timer.cque(ic), tyoin(ic), OF
thow, depending whetherype is fs, bs or pf s respectively. Note that unlike in the other phases,@oerupt oracle can
be invoked only once in this phase.

Query Phase 2 — The description of this phase is identical to that@iery Phase 1 — the adversary is given access to
Ojoin; OLeave: Ociphertext @aNd Opecrypt -
Challenge Phase — The adversary issues one challenge query to the challeltget specifying the tim& chaitenge, Subject
to one of the following restrictions depending on the val@igéype.

o If type =f s, the restrictions aréchaiienge = tnow aNdic € Stepanenge -

o If type = bs, the restrictions aréchaiicnge < tioin(ic) aNdic & Stepunenge-

o If type = pf's, the restrictions aréchaiienge < tcorrupt ANAic € Stoypurionge -

The challenger runEncapsulates (DEK®, PK®, MSK?, S;, ..., ), at the end of which he has thié/dr®, DEK?) pair.
Using this, he computedd dr*, DEK*) corresponding to timécy,qiienge, following which he selects a random bitsetsk;,
to DEK* and K;_, to a randomDEK from the key spac& and challenges the adversary witH dr*, Ky, K1).

Query Phase 3 — The adversary can continue to adaptively issue queriell theaoracles as in earlier query phases, subject
to the restriction that Hdr*, tchaitenge) IS NOt given as a query t@pecrypt-

Guess Phase The adversary outputs a gugsf b from {0, 1} and he wins the game if = b. The adversary’s advantage in
winning the game is defined asdv& {47 = |Pr[b’ = b] — 5

Note. We have provided twdQuery Phases before theChallenge Phase to model a situation in which the Adversary can
corrupt a member at a time of his choice before receiving tralenge.




Game IV.2 GaooKEM

This game is played between the challengér % and the adversary"~“KM Both the challenger and the adversary
are given the security parameterthe maximum number of group membe¥s and the specification of the underlying mKEM
£. The game consists of the following phases which are predentthe order in which they occur. In addition to carrying
out these phases, the challenger takes care of simulatnBehkeyoperation periodically (if periodic rekey is carried out in
the GKM scheme that is being attacked).

Setup Phase — Same as iIlGSEAL (Cor—CGRM | per—GEM 1),
Query Phase 1 — Same as irGSERL (Cor—CGKM  fer—GEM ),

Challenge Phase — The adversary issues one challenge query to the challetfgeF“ at any time instantcpaizenge -
First, the adversary is given the secret kéys; corresponding to timey.... (i) of all the group members with identifieisz
Stenatienge - The challenger obtains thgZdr®, DEK?) pair by runningEncapsulates (DEK®, PK®, MSK®, S, ionge)-
Using this, he computedddr*, DEK ™) corresponding to timécpaiienge, following which he selects a random it setsk;,
to DEK* and K;_;, to a randomDEK from the key spac& and challenges the adversary witHdr*, Ky, K1).

Query Phase 2 — The adversary can continue to adaptively issue queriefl theaoracles as in earlier query phase, subject
to the restriction that Hdr*, tchaitenge) IS NOt given as a query t@pecrypt-

Guess Phase The adversary outputs a guésf b from {0, 1} and he wins the game if = b. The adversary’s advantage in

winning the game is defined asdvg ;7% = |Prt = b] — 1|

considerable repetition, we explain the intuition behihdm. discussion. An mID-KEM consists of a Private Key Generator
We consider adaptive CCA and adaptive CPA security as waiKG), who generates, using a master secret keyK, the
as static versions of these security notions. private keysSK;p, of group members with identitiesD;,

. Adaptive CCA Security_ The adversaria' game and SeCUrer transmits these keyS to them. The sender uses
gg)C—AGKM for adaptive CCA security is the same aghe public keyPK and identities of the privileged receivers
the gameg(c-‘)C;gKM, except that in theQuery phase to genera.te. a C|pherte>_<t or header, \_/vhlch can be decryptgd on

. : &)y the privileged receivers to obtain a key. More formally, a

multi-receiver ID-based Key Encapsulation Mechanism (mID

access ta) altogether. 4 ) . .
Decrypt 8109 KEM) with security parametek and maximum sizeN of

o Adaptive CPA Security— The adversarial game

g(-)chM for adaptive CPA security is the same as th@e set of privileged members, consists of the following
CPA o _GKM . algorithms.

gameG -4 , except that in all th&ueryphases, the ) ) ) )

adversary is denied access@becrypt. Setup(k, N) — This algorithm inputs a security parameter

. Static Securitt— The adversarial game (~)—GKJ\4’ k and the maximum size of the set of authorize_d receinérs
Gl)-GK é/g(')*GKM tor stat g s.StCCAQ th and outputs a master secret kifSK and a public keyP K.
scca  andY,cpy 10T StAlic securly are he The PKG is givenM SK, and PK is made public.
same as the respective games for adaptive security, excep , ) ,
that the adversary must SUbnﬂJ:clm,uengg (for identifier- Extract(MSK, 1ID;, PK) — This algorlthm Inputs the mas-

static) and tcnatienge (for time-statig to the challenger ter secret keyM SK, a user identity/ D;, and the public key

in the beginning of the&Setupphase. PK, and outputs the private keyK;p, of the user, which is
securely transported to the user.
V. MULTI-RECEIVERID-BASED KEY ENCAPSULATION Encapsulate(S,PK) — This algorithm inputs a set
MECHANISM (MID-KEM) of identities of privileged (intended) receiver§ =

In this section, we quickly review the basic framework of{ D1, 1D, ..., D}, with ¢ < N and the public keyP K,
an mID-KEM and the formal security model for the same. |Ad outputs a paitHdr, DEK). Hdr is called the header
the forthcoming sections, we shall be using these as bla@ld DEK € K, whereK is the key space.
boxes while taking a general mID-KEM to a GKM schemd®ecapsulate(S, ID;, SKip,, Hdr, PK) — This algorithm

and proving its security. inputs the setS of identities of the intended receivers, the
identity I D; of one of the intended receivers, and the corre-
A. General Framework of an mID-KEM sponding private keysK;p,, a headerH dr, and the public

We describe the framework of a non-trivial mID-KEM herekey PK. If ID; € S, the algorithm outputs the kel
By non-trivial, we mean that we do not consider normal - _ _
Our description of an mID-KEM does fall into the generic framork of

encrYPtion _SChemeS (which may trivially be used to encrypfe ynderlying mKEM discussed in Section III; the only difece is that the
keys just like messages) as KEMs for the purposes of asdtupalgorithm is split here into two algorithmSetupand Extract



Game V.1 gnlBoKEM

This game is played between the challengéf?— XM and the adversal™!P—KEM Both the challenger and the adversary
are given the security parameterand the maximum number of receiveks The game consists of the following phases that
are presented in the order in which they occur.

Setup Phase — The challenger runSetup(k, N) and the public keyPK is given to the adversarg™!P—KEM,

Query Phase 1 — During this phase the adversary is given access to theesrad described below.
« Queries of the fornOgxtract (ID;) — The adversary can use this query to learn the secret keysyobfathe members
of his choice.
« Queries of the formOpecapsulate(ID;, S, Hdr) — The adversary can use this query to learn fIBK corresponding
to any Hdr meant for any subset of privileged users.
Challenge Phase — During this phase the adversary issues one challenge dadthe challenger, submitting a st of
identities of users of the adversary’s choice. The onlyriegin is thatS* should not contain an identity of a user whose
secret key was queried earlier by the adversary. The clylehen uses thEncapsulatealgorithm withS* as input to obtain
a (Hdr*, DEK™) pair. He then chooses a Hite {0,1} at random and set&}, to DEK* and K;_, to a random element
from the key spacé&. He then challenges the adversary wifidr*, Ko, K1).

Query Phase 2 — During this phase the adversary can continue to query theles as before, subject to the following
restrictions.

« He should not query thExtract oracle for the secret key of any member whose identity beddng™.

» He should not query thBecapsulateoracle with (I D;, 8*, Hdr*), for anyID; € S*.

Guess Phase — During this phase, the adversary outputs a gwéss b from {0,1} and he wins the game if = b. The
adversary’s advantage in winning the game is defined@s, 42 ;) = |Pr[b) = b] — 3],

B. Security Model for mID-KEM We consider adaptive CCA and adaptive CPA security as well

The adversarial game involves a challenger who preseﬁFsStat'C vgrsmns of these s.ecurlty hotions. .
the adversary with an interface consisting of oracles that® AgﬁgthI?EA?CA Security— The adversarial game
model the algorithms of the real scheme. Below, we describe Ycca for adaptive CCA security is the same as

in functional terms, the oracles to be implemented by a the gamegzZiy “#, except that in theQuery phase
challenger of a generic mID-KEM. that follows theChallengephase, the adversary is denied

1) Ogxtract(ID;) — Here, ID; is the identity of a user. access Wpeerypt altogether.
The oracle returns the secret k8¥<;p, of the user by « Adaptive CPA Security— The adversarial game

using theExtract algorithm. GuER—KEM for adaptive CPA security is the same as the
2) Obecapsulate(IDs, S, Hdr) — Here, ID; is the iden-  9ameggci— "%, except that in all thQuery phases,

tity of an intended usesS is the set of identities of the the adversary is denied access®eccrypt-

intended (privileged) users, anddr is a header to be , static Security— The adversarial gameg/ /2 <#M,

decrypted. The oracle returns tthEK_ corresponding gD KEM gnggmID-KEM for static security are the

to Hdr by using theDecapsulatealgorithm. same as the respective games for adaptive security, except
We define CCA2 security for mID-KEM using the adversarial ~ that the adversary must submit, in the beginning of the
gamegggi;KEM that is described in Game V.1. Setupphase, to the challenger, the €&t of identities of

users he wishes to be challenged upon.
Definition 5: A (k,N) — mID — KEM is CCA2 secure
against adaptive chosen ciphertext attacks if for all poly-Y!- A GENERIC CONVERSION TOCENTRALIZED GKM
nomials N(-), the advantageldvC A2 ;55 Of any proba- FROM MID-KEM
bilistic polynomial time adversaryd™/P—KEM in the game  Let mZID — KEM be the underlying mID-KEM and let
golD KEM against a challengeg™ P~ KM js negligible GKM be the centralized GKM scheme that is to be con-
in k, the security parameter. structed usingnZD — KEM. Before we formally describe

i i , i the constituent algorithms @/CM as per our construction,
Other Security Notions. We have defined only adaptive CCAZ o gtate informally what it does and the intuition behind it.
security for mID-KEM. Now, without going into detailed

defInItIOHS f0r Othel’ SeCUI’Ity defInItIOI’]S, Wh'Ch W0u|d FESU 9C0nsequent|y’ |rQuery Phase Df ngD_KEMY the adversary should
considerable repetition, we explain the intuition behihdm. not query theExtract oracle for any identities that are presentr.



Consider the following trivial (and hypothetical) constru  « Run Extract,zp—xem(ID;) for each identityI D; €

tion of GKM. For Setup run the Setup algorithm of Sinit to obtain the secret keys of all the members

mID — KEM, make the public key public, run thExtract SK7oP~KEM ComputeSK p, = (SK5 P M, g)

algorithm of mZD — KEM for all the group members, and for all ID; € S;,;: and securely send these keys to

securely transport their secret keys and the initial DEK to the corresponding members. Also send the initdl K

them. ForRekey simply execute th&ncapsulatelgorithm of securely to these members.

mID — KEM and broadcast the new header to the membenrgote. We refer to the second component of the secret key

who can retrieve the new DEK by running tiiecapsulate SK;p,, which is common to all the group members, as the

algorithm. ForJoin andLeave just update the set of identitiesdynamic key It is “dynamic” because, as we shall see, it is

of the current group members accordingly and d&®ekey updated regularly during eveigekeyoperation.

operation. It is not difficult to see that thSBKM will be  Rekey(S, PK)

forward secure, backward secure and collusion resistant if, Input. Take as input the se of the identities of current

mID — KEM is provably secure. But it is ngerfect forward group members, and the public K&

securebecause, a header generated now can be decrypted by . .
¢ Select a random € Z* and update thelynamic keyby

the group member (who was part of the group when the : P

) L .~ using the one-way functioff asg <« r - F(g).

ciphertext was generated) at any point in the future. This IDKEM

enables a group member to decrypt past headers and recovar RUN Encapsulatenzp-xem(S, PK ) to ob-

past DEKs. We circumvent this problem by introducing time- &N (Hdrmzp-xem, DEK) pair.

dependent secret keys for group members, so that a group Construct Hdrgxm = Hdrmzp-xem ® (g9) '° and

member cannot use his current secret key to decrypt a header broadcas{Hdrgi r,7) to the group.

that was generated in the past. « Every group member also updates the second component

Informally, all that our construction does is to introduce  Of his secret key (the dynamic key) gs—r - 7(g) and
an additional time-varying secret key componegnthat is securely erases the old copy gvalues.
common to all group members, with which the header of « Every group member with identity/D; will re-
mID —KEM is XORed before being broadcasted to the trieve Hdrprp-kem = Hdrgim @ g and run
group. The group members first recover the header because Decapsulatenmzp—xem ( S, ID;, SKjsPKeEM,
they know the secret, and then decrypt it to recover the DEK.  Hdrpmzp—xem, PK™TP~FEM ) 10 obtain DEK.
Both the CA and the members update this segdiring every Note. The CA keeps running thRekeyalgorithm periodically
Rekeyoperation by using a one-way function, the old value afven though the group may remain static without dai or
g, and a randomness parameter that is broadcasted by the Céaveoperations.
Since we are using a one-way function to update the sech®lin(ID;, S, PK)
k(_eys, a group member cannot derive a past secret key from |nput. Take as input the identityD; of a member who
his present secret key. (If he manages to do that, then he can ishes to join the group, the sétof identities of current
decrypt past headers.) Of course, the group member can store group members, and the public ke .
his past secret keys, but we prohibit this in our constructio . The joining member establishes a secure connection

considering it to be av_mlanon of the p_rotocol. _ with the CA, who may perform some checks before
Formally, GKM consists of the following algorithms, all of authorizing the member to join the group. If authorized,
which are run by the CA, who plays the role of the PKG of  run Extract,rp_xem(ID;) to obtain the secret key

mID —KEM as well. SKyP~*M of the member.
Setup(k, N, Sinie, mID — KEM) . Compute SK;p, = (SK75P XM g) and securely

« Input. Take as input the security parameterthe maxi- send it to the Jo'n'hg m.e.mber.
mum number of group members, the setS;,;; of the » Update the set of identities of current group members as

identities of initial group members, andZD — KEM, S — SU{ID;}.
the underlying multi-receiver key encapsulation mecha-« RunRekey (S, PK).
nism. Leave(L, S, PK)

« Choose a one-way functiafi : Z; — Z;, and a random  « Input. Take as input the sef of identities of members
seedg € ZZ, wherep is a large prime such thap| = k. who wish to leave the group or are revoked, theSetf

« RUN Setupmzp_xem(k, N) to obtain PEKmMID-KEM identities of current group members, and the public key
and M SKmIP—KEM Construct the public keyPK = PK.

(PK™IP-KEM T mTD — KEM) and make it public. Update the set of identities of current group members as

o SetMSK = (MSKmID—KEM gy, S—S8-L

o RunRekey(S,PK).
« Choose a data encryption kéyE K at random from the
key spacek. 10The XOR operation is done bitwisg.is represented as bits and is padded
with additional zeroes if necessary.



VIl. FORMAL SECURITY PROOF FORGKM e [, contains entries of the forny, S;), whereS; is the

We now prove thatGKM is secure againsadaptivé! set of identities of the group members present at ttme
Chosen Ciphertext AttacKECA) with respect to all the four ® £g contains entries of the forn¥, g;), whereg;, is the
security properties by assuming the adaptive CCA secufity o~ dynamic key at time.
the underlying mID-KEM and the hardness of inverting one- ® £; contains entries of the forfy D, £0in (ID)). Recall
way functions. For proofs which involve the reduction of an  that t0in(ID) is the most recent time at which the
adversary ofnZD — KEM to an adversary of .M, we will member with identity/ D joined the group. For every

be running the following two adversarial games in parallel. ID, there will be a unique entry in this list.
. GUID-KEM e L, contains entries of the forfY D, t1.cqve (ID)). Recall

COA — The CCA game corresponding to ) _ ,
mID — KEM. The challenger for this game is denoted ~ that tLeave(ID) s the most recent time at which the
member with identity/ D left the group. For every D,

by CcIP-KEM and the adversary for this game is ! ! the grot
there will be a unique entry in this list.

denoted byAmIP-KEM, .
()=9KM  __ The (\-CCA gi C()=9KM acting as the challenger ford()—9KM  must
* Yoca e () game corresponding toprovide access to all the oracles involvedg@)c’f’CM. In
GICM. Here, (1) can refer tofs, bs, pfs or cr depend- y, 0 three proofs in which he is also an adversary for

ing on the security property that is being proved. Th%ID—ICEM, he has access to the oracles provided by

challenger and adversary for this game are denoted By,7p_xem mID—KEM mID—KEM
C(.),g;CM andA(.),g;CM respectively. E ' namerOE;ctract and ODecapsulate' In the

For proofs which involve the reduction of the problem OEIate them himsel® In any case, we describe haif)~9cM

inverting a given one-way function to the problem of breakingjmiates the oracles g M using those oinZD — KEM
the security ofGK M, we will just run the gam@g)C_AQKM and a little bookkeeping.

Before presenting the formal proof, we give a short informal | Ojoin(ID;) — C=9KM does the following.
overview of the two proof techniques that we employ.

« Proofs for Forward Secrecy, Backward Secrecy and Col-
lusion Resistance— For these properties, we shall be
reducing A" TP —KEM tg A()-9KM That is, we assume
the existence of an adversadf’)—9%M who can break
a particular security property @fC M and use him to
construct the adversapt™?P XM who can break the
security ofmZD — KEM. We let AIP—KEM take on
the role ofc(")~9XM and interact withA()~9%M on one 3) RunEncapsulatemzp—iem(St,,, , PKmTPREM)
side through the gam@!,); V' and simultaneously in- to obtain  Hdrpzp-xem  corresponding
teract withC™ZP—X €M through the gamg 25 <M, to a new DEK, compute Hdrgian =
Thus, the task ofdA"ZP—KEM js to use its interaction (Hdrmzp-kem @© Gtn...r) and append the
with AC)=9KM o try and win againsg™ZP—KEM, entry (tnow, Hdrgica) 0 L.

« Proof for Perfect Forward Secrecy- For this property, 4) Record the join by appending the entdD;, t,.0u)
we shall be reducing the problem of inverting a one-way to £;. If there already exists an entry corresponding
function F to the problem of breaking perfect forward to 1D;, overwrite it.
secrecy off K M. This reduction is somewhat weak in the ]
sense that we do not give an exact algorithm for inverting ® OLeave(ID;) — C)~9** does the following.

a given one-way function, but merely show the existence 1) Retrieve the last entryt’,S;/), from £, and check
of such an algorithm. The algorithm acts as the challenger if ID; ¢ Sp. If so, then abort. Else, sef;

1) Retrieve the last entryt’, Sy), from £, and check
if 1D; € Sp. If so, then abort. Else, sef; =
Sy U{ID;} and appendt,ow, St

) to Ls.
2) Retrieve g,-  from L, (9,- =~ = g, Where
(t",g¢+) is the last entry inL,), pick a random
r € Z,, computegy,,,, = - F(g,- ) and append

the entry(thow 9,0, ) 10 Ly

now

now

roof in which there is no access to these oracles, he can sim-

Crfs—9KM of the adversarydrfs—9KM and interacts
with him through the gamg?/s; 9. Thus, the task
of the algorithm is to forced??s~9XM to invert the one-
way functionF, if at all he is to wing2;, 9

We now describe the working of ()-9%M who is an

important entity in all our proof$? He maintains five lists

Le, Ls, Ly, L; and L, as described below.

e L. contains entries of the fornit, Hdrgxa), Where

Hdrgieam is the broadcast ciphertext of theekeyop-
eration performed at time

11Both time-adaptiveand identity-adaptive
121t must be kept in mind that in the proofs for forward secrdmckward
secrecy and collusion resistang®,;)~9<M s also AMIP-KEM

Sy —{ID;} and appendt,ow, St,,, ) t0 Ls.

2) Retrieve g,-  from L, (9,- =~ = g, Where
(t",g¢+) is the last entry inL,), pick a random
r € Zy, computegy,,,,, = 1 - F( ) and append
the entry(thow, 9t,.,.) 10 L.

9t

3) RunEncapsulate,zp—icerm(St PEKmMIP-KEM)
to obtain  Hdrp,zp_xcem corresponding
to a new DEK, compute Hdrgixm =
(Hdrmzp—xem @ Gt,..,,r) and append the
entry (tnow, Hdrgiam) to L.

now?

134e is able to do so because there is no gaife’ s ¢ and no
corresponding challenger to win against.



4) Record the leave by appending
(ID;,thow) to L. If there already exists an
entry corresponding téD;, overwrite it.

e Ociphertext(t) — CO79%M aports ift > t,,,,. Oth-
erwise, he retrieves, if present, the entty, Hdrgi )
from L. such thatt’ is the most recent (numerically
largest) time stamp satisfying’ < ¢ and returns
Hdrgxam. If Nno such entry is present, he returhs

e Opecrypt (Hdrgic, t) — COIEM aports ift > t,,0,.
Otherwise, he does the following.

1) Retrieve, if present, the entri€s’,S;) from L
and(t', gv) from L, such that’ is the most recent
(numerically largest) time stamp satisfying < t.
If no such entries are present, return

2) Generate the headé&fdr,,zp_xesm = Hdrgiam @
gr corresponding tonZD — KEM and return the
result of Ogezcggslglgajt\: (ID,L', Sy, Hd’l“mID_;CgM),

whereID; is chosen at random froiS;..

o Ocorrupt(ID;, type) — C()~9KM does the following.
1) Whentype = fs, retrieve if present, the entries
(ID'L'; tLea'Ue(IDi)) and (tLecwe(IDi);gtLﬂwe(IDi))
from £, and £, respectively. If no such en-
tries are present, returi.. Else obtainSrp, by
queryingOmIP-KEM(1D.) and returnSK;p, =

7 7/€%T ract
(SKIDIiD ’gtLeave(IDi))'

When type = bs, retrieve if present, the entries
(IDiatJoin(IDi» and (t']oin(IDi)vgtJaq,n,(IDi))
from £; and L, respectively. If no such en-
tries are present, returi.. Else obtainSrp, by
queryingOé”?Z;’fsM(IDi) and returnSK;p, =
(SK}HD{D_ ’gtJoin(IDi))'
When type = pfs, retrieve the last entryt, g;)
from £,, query OpZP~XEM(1D,) to obtain Sy p,

Ezxtract
’ gt)

and returnSKp, = (SK .0~ eM

2)

3)

the entry

Afs=9KM_ He also picks a random seeg from
Z, and sets the master secret key/SK to
(MSKmzp—Kems9)-

Query Phase +— Afs~9KM is allowed to query the
OraCIeSO.]oin: OLeaveu OCiphertezt and ODecrypt-

2)

3) Corrupt Phase— Afs=9%M choosesID;,, an iden-
tity which he wants to corrupt and makes the query
Ocorrupt(ID;,,fs) at time tcorrupe (Which is the

choice of As—9KM),

Query Phase 2— Afs~9XM can query the oracles as
in Query Phase 1

4)

5) Challenge Phase— Afs~9%M jssues one challenge
query to its challenged™ZP = EM at time tcpaiienge
(which is the choice ofAfs~9XM)  subject to the
restriction that/D;. ¢ Sipaien,.. Now, AmIP-KEM
does the following before responding with the challenge.
Retrieve the seb;, ,,,..,. from the list ;.

Issue a challenge query, specifying the set
Stenatienge 10 the challenge€mZP—KEM,

Receive the challeng€d dr;, 7 p_ e > Ko, K1).
Compute  Hdrg e ay (Hdry,zp_xem @
14

as
Gtchatienge Ttchatienge >

AmMIP=KEM veturns (Hdrge v, Ko, K1) as the chal-
lenge to. Afs—9KM,
6) Guess Phase— A/*~9%M outputs a bitt’ € {0,1}

as its guessA™IP~KEM passes o’ as its guess to
CmI’D—ICEM_

It is easy to see that the advantage4fs—9%M in break-
ing the forward secrecy oK M is the same as that of
AmIP—-KEM in preaking the CCA security 0hZD — KEM.

1

2

Adpls—0CA

G L =AdvSID ke = ‘Pr[b =]

We now present the four security theorems and their formal

proofs.

Theorem 1. GKM is fs-CCA securdf mZD — KEM is at
leastCCA secure

Proof. Here, we describe how the adversadf*ZP—<&éM
on one side acts as the challenggt*—9%M who inter-
acts with Afs~95M while simultaneously interacting with
CmIDP-KEM on the other side, trying to win against him. Sinc

This means that if there exists no adversat{p?P—*EM
who can break the CCA security ohZD — KEM with
non-negligible advantage, then there cannot be any adyersa
ATs=9KM \who can break the forward secrecy @M with
non-negligible advantage.

Theorem 2. GKM is bs-CCA securéf mZID — KEM is at

éeastCCA secure

the two games are being run in parallel and we describe tReoof. Here, we describe how the adversaty”>~*¢M on

events in chronological order, the description below dwak

one side acts as the challeng®r—9%M who interacts with

between the phases of the two games. To ensure some clad§,_“***, while simultaneously interacting wity"*? /£
we present the description from the point of view of the ganf the other side, trying to win against him. Since the two

fs—GKM
CCA .

1) Setup Phase— The challengerC™*P—XéM ryns
Setup,,LI'D_]ch(k,N) to obtain PK™IP-KEM and
gives it to AMIP-KEM  who constructs PK
(PKMIP—KEM T mID — KEM) and gives it to

g

games are being run in parallel and we describe the events in

14 ) ) . . _
Gtchattenge 1S Tetrieved from the listZy. Since gicpapenge =
TtChatlenge gtcmuengg), it can be seen that*tCh,a”mge can be

computed USINGJt 1, q110n9. @ANA G, — , both of which are available
. g L Challenge
inLg.



chronological order, the description below switches betwe Theorem 3. GKXM is pfs-CCA securdf inverting F is hard.

the phases of the two games. Againésvl/g}cpj\rfsent the deseripiiRoof. This proof differs somewhat from the other proofs
from the point of view of the gamé&rc ;™. because we are reducing the security @M to the
1) Setup Phase— The challenger¢™ZP-KéM ryns one-wayness ofF. Here, we describe how the challenger

Setupmrp_rcem(k, N) to obtain PK™ID-KEM ang CPF*~9Minteracts withAP/*~9%M and forces him to invert

gives it to AMIP-KEM who constructsPK = the one-way function” in order for him to win against
(PK™IP-KEM F 7D _ KEM) and gives it to CP/*~9“M. The game that is being describedds/;, 7.
Abs—9KM _He also picks a random seed from 1) Setup Phase  — Cpfs—9KkM runs
Z, and sets the master secret key/SK to Setupmzp_kem(k, N) to obtain PKIP-KEM He
(MSKmzp—Kems9)- constructsPK = (PK™IP-KEM T mnTD — KEM)
2) Query Phase 1— A"~9KM s allowed to query the and gives it to APfs~95M He also picks a random

seedg from Z; and sets the master secret kk§SK
to (MSK,zp—kem, g)-

2) Query Phase 1— AP/s~9KM s allowed to query the
OraCIeSOJoinr OLeaver OCiphe'r‘te:ct and ODecrypt-

OraCIeSOJoinr OLeaver OCiphertewt and ODecrypt-

3) Corrupt Phase— A*~9XM choosesID;_, an iden-
tity which he wants to corrupt and makes the query
Ocorrupt(ID;,,bs) at time tcorrup: (Which is the
choice of APs—9~kM), 3) Corrupt Phase— AP/s=9%XM chooseslI D;,, an iden-

tity which he wants to corrupt and makes the query

Ocorrupt(ID;,,bs) at time tcorrupe (Which is the

choice of APfs—9KM),

Query Phase 2— Ar/s=9%XM can query the oracles as
in Query Phase 1

4) Query Phase 2— Ab~9XM can query the oracles as
in Query Phase 1

5) Challenge Phase— A*~9XM issues one challenge
query to its challengedZP—KEM  gpecifying a time )
tChallenge (Which is the choice ofA*=9%M) sub-
ject to the restrictions thafD;, ¢ Si.,....,. and  5) Challenge Phase— APfs~9%M jssues one challenge

tehallenge < tjoin(ID;,). Now, AMIP—KEM does the query to CPFs—9KM_ specifying a time tcnaienge
following before responding with the challenge. (which is the choice ofAP/s=9KM) subject to the
« Retrieve the sef;,.,....,. from the list,. restrictions that! D;, € Sicyaienge @NA o (IDs,) <

fs—GgrM .
. Issue a challenge query, specifying the set !Challenge < Corrupt. NOW, CP7® does the fol
to the challenge€mZP KM, lowing before responding with the challenge.

« Retrieve the sefb;, ., . from the list L.

o Obtain a(Hdr,,zp—xem, DEK) pair by running
EncapsulatemIP—REM( PRMIP-KEM),

o Compute Hdrge,, <« (Hdrmrp-xem @
15

Stchallenge '
« Receive the challeng@?dr;,rp_ e Ko, K1).

o Compute Hdr§ 15as (Hdr} 7p_xcem @©

r Stchu.llenge )
gtczmuengev tChallenge /"

AmID—mj: ;?Ctﬂns(Hdrg,CM,Ko,Kl) as the chal- Gremortonses Trononne )
lenge toA ' « Randomly select a bib € {0,1} and setK;, =
6) Guess Phase— 4**~95XM outputs a bitt’ € {0,1} DEK andK;_, to a random element from the key
as its guessA™IP-KEM passes o’ as its guess to spacek..
CmI’DflCSM_

Now, CPFs=9KM veturns (Hdrl g, Ko, K1) as the
It is easy to see that the advantage 4#*~9<M in break- challenge taA4r/s—9kM,

ing the backward secrecy @XM is the same as that of .
AmID-KEM in preaking the CCA security ol ID — KEM. ~ 6) Guess Phase- AP/*~9%M outputs a bit' € {0,1} as

its guess.
be A co 1 Note that SINC&Y;cuiiense = Ttonaiienge ']:(gté;mzzwe) and
Advgica = AdvnTp_kem = |Prib=1]-3 Ttcnationg. 1S FANMOMINZ?, g, ... is also random. There-

fore, the challengeidrg ., is also random. So, the only
This means that if there exists no adversaty””~*¢  \way by which the adversaml, s._gir( can get any informa-
who can break the CCA security ohID — KEM with  tion about fromHdr},.,, about theDEK corresponding to
non-negligible advantage, then there cannot be any adyersgdr,,,;_xsaq is by obtaining Hdry,zp_xem itself. This
APs=9KM who can break the backward secrecyidf M with  implies that, if he is able to obtaitH drmzp_icem, then
non-negligible advantage. he is also able to obtaip;.,,,,...,. ° from g..,.... Since
tChallenge < tcorrupt, this shows the ability of the adversary

15 is retrieved from the listZ,. Since = . .
Jtcnatienge 1S TEUIOV 9. PINCE Jtonauenge to invert the one-way functiotF. Hence the advantage of the

TtChatienge .]-‘gtam”mgp), it can be seen thatig, ,;;.,,. Can be

computed USINGJt -y, qy1eng. N gtéhaumge' both of which are available 160btaining Gtcnatienge OM Hdrg e and Hdryzp_icepm just in-

inLg. volves an XOR operation



adversary4P/s—9KM is at most his advantage in inverting thet is easy to see that the advantage4st ~9*™ in breaking
one-way functionf. the collusion resistance of KM is the same as that of
AMIP=KEM in preaking the CCA security oh.ZD — KEM.
Adv’g’],?/\_,lCCA < Advir

This means that if there exists no algorithm that can invert a AdeE\ZCA = AdvCGA con = ‘pr[b =] - 1‘

one-way functionF with non-negligible advantage, then there 2
cannot be any adversag/*~9** who can break the perfectThis means that if there exists no adversatyZP—KEM

forward secrecy of/CM with non-negligible advantage.  who can break the CCA security ofiZD — KEM with

) _ ) non-negligible advantage, then there cannot be any adyersa
Theorem 4. GKM is cr-CCA securef mZD — KEM is at  ger—-GKM \who can break the collusion resistanceEM
leastCCA secure with non-negligible probability.
Proof. Here, we describe how the adversat{P?P—*¢M on
one side acts as the challeng’f~9M who interacts with VIII. AN ILLUSTRATION OF THE GENERIC CONVERSION
Acr—9KM while simultaneously interacting withf"ZP—~EM TO CENTRALIZED GKM
on the other side, trying to win against him. Since the two In this section, we present an example of the generalized
games are being run in parallel and we describe the eventdf@nsformation to centralized GKM that was presented in
chronological order, the description below switches betwe Section VI. We first recall the efficient mID-KEM that was

the phases of the two games. As usual, we present fH@posed by Delerablée [10] in 2007, and then construct the
description from the point of view of the gang}%’gj’CM. most efficient centralized GKM scheme proposed till date

using this mID-KEM. This is the first efficient and scalable

mID—-KEM
1) Setup Phase— The challengerC TUNS  GKM scheme to achieve a constant size rekeying message.

Setup,rp_rcem(k, N) to obtain PK™IP~KEM and
gives it to AMIP-KEM  who constructsPK = A. Delerabke’s mID-KEM
(PKMIP—KEM T mID — KEM) and gives it to _ _
AT=9KM_ He also picks a random seed from Setup(k,N) — Given the security parametér and the
X maximum number of receiver&v, a bilinear map grou
Z, and sets the master secret key/SK to B R ) p group
(MSKmzp—rxessg) systemB = (p,G1,G2,Gr,é(+,-)) is constructed such that
T o _ Ip| = k. Also, two generators’ € G; andh € G, and
2) Query Phase— A“~9*M is allowed to query the a secret valuey € Z: are randomly selected. Choose a

oraclesO join, OLeaves Ociphertezt ANA O pecrypt- cryptographic hash functiofi : {0,1}* — Z3. The master
3) Challenge Phase— A“"~9KM issues one challengeS€cret key is defined as[SK = (f,v). The pubhcA key is
query to its challenged™ZP—KEM at time tonauenge LK = (Wi, h A7, A7) wherew = f7, andv = é(f, h).

(which is the choice of4°"~9%M). Now, AFP=REM - pytract(MSK, ID;, PK) — Given MSK = (f,7), the
does the following before responding with the challengguplic key PK and the identity/ D;, this algorithm outputs
« Retrieve the setS,,,,.,,. from the list L, and SK;, = fﬁ(mw

from the list £,, for all ID; . L
9treave(ID;) g ¢ Encapsulate(S, PK) — Assume for notational simplicity

S . . . . -
tChatienge thatS = {ID;}3_,, with s < N. Given PK, this algorithm

» For eachﬂi)de}crltj\t}[/IDi % Stnaenger 1S5U€ e ranqomiy picksr € Z: and computesidr = (C1,Cs) and
queryOipiraet (ID;) to obtainSrp, and return  ppi « 1 where

SKIDi = (SIDi’gtLeave(IDi))' lj[ H(ID:
o Issue a challenge query, specifying the setC, =w™2, Cy = ha'i:1(7+ ( 1))7 DEK = v®
Stonaiens. t0 the challenge€mIP—KEM,
o . and output§ Hdr, DEK).
« Receive the challeng@?dr;,rp_ e Ko, K1).

X X Decapsulate(S, ID;, SKip,, Hdr, PK) — In order to re-
« Compute Hd as (Hdr . ’ ’ pee )
P TokM (Hr,zp—xcem trieve theDEK encapsulated in the headdidr = (Cy, Cs),

the user with idt?ntityl D; and the corresponding private key
SKip, = fr™0py (with ID; € S§) computes the data
encryption key as follows.

Gtchatienges thhallr:nge .

AMIP-KEM returns (Hdrjc uq. Ko, K1) as the chal-
lenge to A" —9KM,

4) Guess Phase— A" ~9%M outputs a bity’ € {0,1} .
as its guessA™IP—KEM passes o’ as its guess to . ; R 1 muby)
C’rrLID—ICEM_ DEK = (6(01, hpL’S(V)) : E(Sk[Di, CQ)) J=ha#
17 . . . , _ with
Gtchatienge 1S Tetrieved from the listLy. SinCe gicpaienge =
TtChattenge * F (95— ), it can be seen thatic, .., can be s s
rarenge Challenge ratrens . 1
computed USINGJt 1, q110ng. AN It nattonge” both of which are available p; s(y) = — - H (v +H(ID;j)) - H H(ID;)

in Lg. J=1,j#i J=1,j



Delerablée has shown this scheme to be secure agstit with

chosen plaintext attackBecause of this, the centralized GKM s s
scheme that we derive from this mID-KEM will also enjoy ), 5(7) = 1 H (v + H(ID;)) — H H(ID;)
only identity-static CPAsecurity. However, our GKM scheme ’ Y\ =1

will be secure againgtme-adaptiveattacks. As noted in [10],
her mID-KEM can be converted to one that is secure against
chosen ciphertext attacks by using the result of [26], ongisiJoin(ID;, S, PK)

which the resultant GKM scheme would also be CCA secure., Input. Take as input the identity D; of a member who

) 3 wishes to join the group, the s&tof identities of current
B. The Centralized GKM Scheme from Dele&sbl group members, and the public k&K

Now, we present, without much ado, théentity-static « The joining member establishes a secure connection with
time-adaptive CPA secureentralized GKM scheme that is the CA, who may perform some checks before authoriz-

to obtain DEK.

constructed out of Delerablée’s mID-KEM. While descripin ing the member to join the group. If authorized, compute
this GKM scheme, we follow the general framework that we  SK; = (f377%P1  ¢) and securely send it to the joining
presented in Section IIl. member.

- « Update the set of identities of current group members as
Setup(k,N;Su‘ut) S—Su {IDZ}

o Input. Take as input the security parameterthe maxi- « RunRekey(S, PK).
mum number of group membersg, the setS;,,;; of the ’
identities of initial group members. Leave(L, S, PK)

. A bilinear map group systell = (p, G1, Gz, Gr, é(+,-)) « Input. Take as input the sef of identities of members
is constructed such thap| = k. who wish to leave the group or are revoked, theSetf

« Two generatory’ € G; andh € G, and a secret value identities of current group members, and the public key
7 € Z,, are randomly selected. PK.

« Choose a cryptographic hash functigh: {0,1}" — Z; « Update the set of identities of current group members as
and aone-way functionf : Z; — Z;. S S__L.

o Pick a randony € 7%, a §eed for the one-way function. | p 4 Rekey (S, PK).

» The master secret key is defined 385K = (f,v,9)
andPK = (w,v,h,h7,...,h"" 'H,F) is the public key IX. CONCLUSION
wherew = f7, andv = é(f, h). In this paper, we have identified the lack of a formal

« Choose a data encryption kéyE K at random from the framework and security model for Group Key Management. To
key spacet. fill this gap, we proposed a generic framework for GKM and

« ComputeSK; = (fww?wi) ,g) for all ID; € S;,;; and a fitting formal security model in which we defined the vital
securely send these keys to the corresponding membégsurity properties that any GKM scheme should satisfy. We
Also send the initialD EK securely to these members. have also shown how to convert any multi-receiver ID-based

key encapsulation mechanism to a centralized GKM scheme

Rekey (S, PK) and formally prove its security properties, assuming treuse
« Input. Take as input the sef of the identities of current rity of the mID-KEM and the existence of one-way functions.
group members, and the public kéyx. Future work can now concentrate on the relatively simpler
« Pick a randomr € Z# and update thelynamic keyby problem of constructing mID-KEMs which are efficient and
using theone-way functionF asg « r - F(g). secure against adaptive attacks. Though simple and effiecien
« Compute drawback of our generic conversion is that the GKM inherits

the security strength of the underlying mID-KEM only up

Cy = w @ Cy = ha}ill(wmwi)) DEK — v® to CCA. The generic conversion from mID-KEM to GKM

! ’ 2 ’ would be complete if the security-inheritance of the rasglt
o ConstructHdrgrxy = (Hdr @ g,7), where Hdr = GKM goes further to CCA2. Another open problem is to
(C1,Cs) and broadcast it to the group. investigate if mMKEMs (that are not ID-based) can also be

« Every group member parseddrgias as (Co,r), up- converted to GKM schemes. Decentralized schemes come in

dates the second component of his secret key (the diandy when the system becomes huge and there is pressure
namic key) asg < r - F(g), and securely erases anyon the central authority who manages the entire group. While
copies of oldery values. some form of formal framework and security models do exist

« Every group member with identity D; will retrieve for decentralized GKM in the form of security models for
Hdr = Cy @ g, parseHdr = (C1, Cs), and compute Dynamic Group Key Exchange (which is a larger class of
) protocols) in [22], it is nevertheless worthwhile to invgate if
v " fI wapn;  asimpler, more personalized security model for decemgdli
DEK = (é(Cl, hPis() . é(SkIDq,a@)) =t GKM can be derived by extending that of centralized GKM.
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