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Abstract. A Trace Zero Variety is a specific subgroup of the group of
the divisor classes on a hyperelliptic curve C/Fq, which are rational over
a small degree extension Fqr of the definition field. Trace Zero Varieties
(TZV) are interesting for cryptographic applications since they enjoy
properties that can be exploited to achieve fast arithmetic and group
construction. Furthermore, supersingular TZV allows to achieve higher
MOV security per bit than supersingular elliptic curves, thus making
them interesting for applications in pairing-based cryptography.
In this paper we survey algorithms in literature for computing bilinear
pairings and we present a new algorithm for the Tate pairing over super-
singular TZV, which exploits the action of the q-Frobenius. We give ex-
plicit examples and provide experimental results for supersingular TZV
defined over fields of characteristic 2. Moreover, in the same settings,
we propose a more efficient variant of the Silverberg’s point compression
algorithm.

1 Introduction

The development of pairing-based cryptography motivated the growth of interest
in the efficient computation of bilinear pairings.

Originally supersingular elliptic curves were considered, as they enjoy a num-
ber of properties suitable for an efficient implementation. In [1], Rubin and Sil-
verberg propose to use supersingular abelian varieties of dimension greater than
one to improve the security of pairing-based cryptosystems. A part from Jaco-
bian varieties of hyperelliptic curves, the other significant example is the class
of trace zero varieties (also called primitive subgroups).

Trace zero varieties (TZV) were first proposed by Frey [2]: if C is a hyper-
elliptic curve of genus g defined over a finite field of q elements Fq, the trace
zero (sub)variety of C over a field extension of degree r is a subgroup G of the
Jacobian variety J(Fqr ) of C over Fqr , that is isomorphic to the quotient group
J(Fqr )/J(Fq); it is a codimension one subvariety of the Weil restriction of scalars
of J(Fqr ) on Fq. Several authors addressed the study of TZV, and their results
are summarised by Avanzi, Lange [3] for prime fields and by Avanzi, Cesena [4]
for binary fields.



The work of Rubin and Silverberg and the more recent results available
in [5] constitute the motivation of this paper. Notably, supersingular TZV allow
to achieve higher MOV security per bit than supersingular elliptic curves: in
characteristic 3 (g = 1, r = 5) TZV represent the first example of supersingular
abelian varieties with security parameter greater than 6; in characteristic 2 (g =
1, r = 3), they provide a more efficient alternative (with equivalent security
properties) to supersingular elliptic curves over F3m .

The computation of pairings over TZV has already been taken into account
by Barreto et al. [6], that define the Eta and EtaT pairings over supersingular
abelian varieties. Other pairings, such as the (twisted) Ate pairing [7] and its
extended versions [8,9,10] can be naturally defined on TZV. All these pairings
exploit the qr-Frobenius and can in fact be defined not only on the TZV, but on
the whole J(Fqr ).

Our main result is a new algorithm for computing the Tate pairing over
supersingular TZV exploiting the action of the q-Frobenius.

Scott [11] describes a technique to speed up the computation of pairing using
an efficient endomorphism and a class of ordinary curves, called NSS (not super-
singular) curves, endowed with such an endomorphism. A similar technique can
be applied to TZV, but the resulting algorithm is not efficient for supersingular
varieties; we will come back to this point in the discussion after presenting our
algorithm in Theorem 2.

The rest of the paper is organized as follows: in Sect. 2 we review the back-
ground on hyperelliptic curves and TZV; in Sect. 3 we introduce the Miller
function and its properties; we survey the most efficient algorithms for comput-
ing bilinear pairings in Sect. 4, then we present our new algorithm in Sect. 5.
Section 6 is devoted to explicit examples and experimental results: we focus to
supersingular TZV defined over fields of characteristic 2; in the same settings,
we review the Silverberg’s point compression algorithm for TZV and we propose
a more efficient variant. In Sect. 7 we draw our conclusions.

2 Background

In this section we introduce elliptic and hyperelliptic curves and define TZV,
mentioning only a few facts.

We present TZV in a “näıf” form, following [3,4]. In [5], Rubin and Silverberg
provide a more formal definition containing all the results we require.

There are several books on the subject of elliptic and hyperelliptic curves.
For reference material within the perspective of cryptographic of applications
we refer to [12].

2.1 Hyperelliptic Curves

In this paper Fq denotes the Galois field of order q. A hyperelliptic curve C of
genus g over Fq having an Fq-rational Weierstraß point is a non singular curve



defined by the equation:

y2 + h(x)y = f(x), f monic, deg f = 2g + 1, deg h ≤ g .

A hyperelliptic curve of genus 1 is called an elliptic curve. An elliptic curve has
Weierstraß equation:

y2 + a1xy + a3y = x3 + a2x
2 + a4x+ a6 , with ai ∈ Fq . (1)

Let J denote the Jacobian variety of C.
Let σ ∈ GalF̄q/Fq

be the q−Frobenius automorphism. It naturally extends to
an endomorphism of J , that we call Frobenius endomorphism and we still denote
with σ. It satisfies the characteristic polynomial:

χ(T ) = T 2g + a1T
2g−1 + · · · + agT

g + · · · + a1q
g−1T + qg , (2)

where ai ∈ Z. The Hasse–Weil theorem states that from the complex roots τi of
χ(T ) we can obtain the group order over any extension:

|J(Fqn)| =

2g
∏

i=1

(1 − τn
i ) ,

in particular |J(Fq)| = χ(1).
For an elliptic curve E/Fq, we use to write χ(T ) = T 2 − tT + q, where

t = −a1 is the trace of the Frobenius; the previous statement can be made
explicit as follows:

|E(Fqn)| = qn + 1 − tn (3)

where the sequence (tn)n∈N satisfies t0 = 2, t1 = t and tn+1 = ttn − qtn−1, for
n ≥ 1.

2.2 Trace Zero Varieties

Let r be a (small) prime number; let J(Fqr ) be the Jacobian variety over Fqr of
a hyperelliptic curve C/Fq and let D ∈ J(Fqr ). Suppose r ∤ |J(Fqr )|.

We can formally define the trace of D, as for fields:

Tr(D) = D + σ(D) + · · · + σr−1(D) .

It is clearly an endomorphism of J(Fqr ). The trace zero (sub)variety (TZV) of
J(Fqr ) is the set:

Jr(Fq) = {D ∈ J(Fqr ) | Tr(D) = O} ,

where O is the neutral element in J(Fqr ). Being the kernel of the trace endomor-
phism, Jr(Fq) is a group. It is a codimension 1 subvariety of the Weil restriction
of scalars of J(Fqr ) on Fq.

From the cryptographic point of view, only the following cases are relevant:
g = 1, n = 3; g = 1, n = 5; g = 2, n = 3. The next proposition (cf. [3,4]) gives
us the group orders.



Proposition 1. Let Jr/Fq be a TZV.

(i) For g = 1 and r = 3:

|Jr(Fq)| = q2 − q(1 + a1) + a2
1 − a1 + 1

(ii) For g = 1 and r = 5:

|Jr(Fq)| = q4 − (a1 + 1)q3 + (a1 + 1)2q2 +
(

5a1 − (a1 + 1)3
)

q+

−
(

5a1(a
2
1 + a1 + 1) − (a1 + 1)4

)

(iii) For g = 2 and r = 3:

|Jr(Fq)| = q4 − a1q
3 + (a2

1 + 2a1 − a2 − 1)q2 + (−a2
1 − a1a2 + 2a1)q+

+ a2
1 + a2

2 − a1a2 − a1 − a2 + 1

Here, the integers a1, a2 are coefficients of the characteristic polynomial of the
Frobenius endomophism (2).

Suppose |Jr(Fq)| is divisible by a large prime factor l; with the purpose of
cryptographic applications we will restrict ourselves to work in the subgroup
G1 ≤ Jr(Fq) of order l.

On the points of G1, σ acts as a multiplication times an integer s; explicit
values are given in the next proposition (cf. [3,4]).

Proposition 2. Let Jr/Fq be a TZV. Let D ∈ Jr(Fq) a divisor of large prime
order l. Then σ(D) = [s]D for some integer s.

(i) For g = 1 and r = 3: s =
q − 1

1 − a1
mod ℓ ;

(ii) For g = 1 and r = 5: s =
q2 − q − a2

1q + a1q + 1

q − 2a1q + a3
1 − a2

1 + a1 − 1
mod ℓ ;

(iii) For g = 2 and r = 3: s = − q
2 − a2 + a1

a1q − a2 + 1
mod ℓ .

Let kJ,q be the embedding degree, i.e. the multiplicative order of q modulo l.
It is the smallest integer such that J [l] ⊂ J(FqkJ,q ). Rubin and Silverberg [5]
define the cryptographic exponent and prove that it is a finer invariant than the
embedding degree; however for the cases of our interest (see Lemmas 1, 2 and 3
below) the two measures coincide. To simplify the notation we set k = kJr,q and
h = kJ,q.

Theorem 9.2 of [5] proves that if J is supersingular and r is coprime with
2qkJ,q, then kJr ,q = rkJ,q, i.e. k = rh.

Suppose now l2 ∤
∣

∣J(Fqk)
∣

∣. Frey and Rück [13] (see also [12, Prop. 6.12]) show
that there exists a non-degenerate, bilinear Tate pairing:

t : J [l](Fqr ) × J [l](Fqk) → F∗

qk/(F
∗

qk)l .



By restriction, we define a Tate pairing on Jr in the following way.
Set G1 = Jr[l] ∩ Ker (π − [1])1 and G2 = Jr[l] ∩ Ker (π − [qr]), where π = σr

is the qr-Frobenius endomorphism; let µl be the set of l-th roots of unity. Then
there is a non-degenerate, bilinear (reduced) Tate pairing:

t : G1 × G2 → µl ⊂ F∗

qk .

Most of the results on the pairing computation rely on the action of π in the
two groups G1 and G2, namely identity and multiplication times qr. For TZV
however another efficient endomorphism exists, σ, acting as multiplication times
s in G1. The next proposition describe the action of σ in G2.

Proposition 3. Let Jr/Fq be a TZV. Let D ∈ Jr[l] ∩ Ker (π − [qr]). Then
σ(D) = [S]D for some integer S.

(i) For g = 1 and r = 3: S =
q − q2

q − a1
mod l ;

(ii) For g = 1 and r = 5: S = − q4 − q3 + (1 − a1)q
2 − a2

1q

q3 + (1 − a1)q2 + (2a1 − a2
1)q − a3

1

mod l ;

(iii) For g = 2 and r = 3: S = − q3 − a2q + a1

2q2 − (a1 + 1)q + 2a1 − a2
mod l .

Proof. The proof is essentially the same as for s in Prop. 2, that can be found in
[3]. S satisfies modulo l both: χ(S) ≡ 0 and (Sr − qr)/(S − q) ≡ 0 . The results
follow by expliciting the three cases. ⊓⊔

In this paper we will only focus on TZV defined over supersingular elliptic
curves. To simplify the notation, we present results in the setting of elliptic
curves: we consider an elliptic curve E/Fq and work with its K-rational points,
where K/Fq is a finite extension. The intent is to set K = Fq to retrieve results
on E, and K = Fqr to obtain results that, by restriction, apply to Er.

Moreover, altough we are using supersingular curves where a distortion map
allows to define a symmetric pairing, we prefer to keep the two groups G1 and
G2 distinct, in order to have a better understanding of the two components of
the l-torsion group.

3 Miller Function

Let K/Fq be a finite field and E/Fq an elliptic curve. For P ∈ E(K) and n ∈ Z,
the Miller function fn,P is a K-rational function with divisor:

(fn,P ) = n (P ) − ([n]P ) − (n− 1)O .

The Miller function is defined up to multiplication by elements of K∗.

1 Note the definition of G1 is the same as before.



The following properties hold (for every λ, µ ∈ Z, k ∈ N):

fλ+µ,P = fλ,P · fµ,P · l[λ]P,[µ]P

v[λ+µ]P
(4)

fλµ,P = fµ
λ,P · fµ,[λ]P , (5)

where l[λ]P,[µ]P and v[λ+µ]P are resp. the line through [λ]P , [µ]P and the vertical
line through [λ+ µ]P .

From (4) one can deduce the Miller’s algorithm [14]; from (5) the following
useful property derives (cf. [6,7, both in Lemma 2]):

fλk,P = fλk−1

λ,P · fλk−2

λ,[λ]P · · · fλ,[λk−1]P . (6)

The property stated by equation (5) is simple to understand if we refer to
the Miller’s algorithm: suppose we are calculating fn,P (Q) with n = λµ and we
already computed fλ,P (Q); then we still need to perform a loop on µ, starting
from the point [λ]P , i.e. we still need fµ,[λ]P (Q); moreover the quantity fλ,P (Q)
will be iteratively accumulated during the loop, thus raising it to µ.

Hence a single loop on n = λµ can be “reduced” onto two independent loops
on λ and µ (plus one exponentiation to µ). However, this property alone does
not allow to reduce the complexity of the Miller’s algorithm, since the two loops
require to work with distinct points, resp. P and [λ]P .

Let σ ∈ GalK̄/K . Then clearly fn,P σ = fσ
n,P and hence the Miller function is

Galois invariant:
fn,P σ (Qσ) = (fn,P (Q))

σ
. (7)

The next proposition describes the relationship between endomorphisms and
Miller function. Proofs are included for completeness.

Proposition 4. Let φ ∈ EndK(E) with Kerφ = {O}. Then, up to multiplica-
tion by elements in K∗:

fn,φ(P ) ◦ φ = (fn,P )deg φ , (8)

In particular:

(i) If φ is purely inseparable of degree q, fn,φ(P ) ◦ φ = f q
n,P .

(ii) If φ is an automorphism, fn,φ(P ) = fn,P ◦ φ−1 .

Proof. The left part of (8) is the pullback φ∗fn,φ(P ). The equality up to elements
in K∗ holds because (φ∗f) = φ∗ (f), for every f ∈ K(E) [15, Prop 3.6(b)]. Since
Kerφ = {O}, P = φ−1 (φ(P )) is unique and the pullback of

(

fn,φ(P )

)

is:

φ∗
(

n (φ(P ))− ([n]φ(P ))− (n− 1) (O)
)

= deg φ
(

n (P )− ([n]P )− (n− 1) (O)
)

,

([n] permutes with φ). The first statement holds. If φ is an automorphism, the
right-side composition of (8) with φ−1 gives the second statement. ⊓⊔

Remarks.



1. The terms endo/automorphism in Prop. 4 have a geometric meaning, i.e.
in E(K̄); in cryptography an endomorphism is sometimes referred to as an
automorphism when thinking to its restriction onto the considered group.

2. With a sligthly misleading notation, 4.ii provides a way to compute fn,φ(P )(Q)
based on fn,P , at the price of evaluating it in φ−1(Q); the misleading nota-
tion is because if φ : E → E, then P is naturally taken from the “left” E,
while the point Q from the right one.

3. If φ(Q) = Q, then 4.i allows to reduce fn,φ(P ) to a power of fn,P . This has
been used to define the twisted Ate pairing (see [7] and Sect. 4.1).

4 A Survey of Pairings

Let K = Fq be a finite field and E/Fq an elliptic curve.
We recall the notation introduced in Sect. 2. Let l be a large prime factor

of |E(K)| and suppose l2 ∤ |E(K)|. Let k be the embedding degree, i.e. the
smallest integer such that E[l] ⊂ E(Fqk). Let π the Frobenius endomorphism
fixing E(K).

Set G1 = E[l] ∩ E(K) and G2 = E[l] \ E(K); let µl be the set of l-th roots
of unity. Then there is a non-degenerate, bilinear Tate pairing:

t : G1 × G2 → µl ⊂ F∗

qk , t(P,Q) = fl,P (Q)
qk

−1
l .

For every l | n | qk − 1, we have:

t(P,Q) = fn,P (Q)
qk

−1
n . (9)

We begin by defining tn as the algorithm that computes the Tate pairing as
in (9); the key point is that we run a Miller loop on n.

In what follows we are going to survey other algorithms to compute bilinear
pairings. All of them require to compute fa,X(Y )b for some integer a, b and some
points X , Y . For the purpose of comparing them, we will refer to a as the loop
size. At least for moderate security levels, the exponentiation to b is negligible
with respect to the computation of fa,X(Y ).

We note that Hess [16] recently proposes a new framework which encompasses
all known pairing functions based on the Tate and Weil pairings, including the
ones mentioned here.

Example 1. Let q = 2m and E/Fq : y2 + y = x3 + x + b, b ∈ F2. We consider
E3 ≤ E(F23m) the TZV, whose order is

N = q2 − q(1 − t) + t2 + t+ 1 , with t = ±
√

2q .

Let l be a large prime dividing N , i.e. N = lc, where c is a small cofactor. A real
example is with m = 103 and b = 1, having l a 192-bit prime (cf. [5]).

Let σ the q-Frobenius endomorphism; we have π = σ3. Given a point P̆ ∈
E(F23m), P = c

(

P̆ − σ(P̆ )
)

is either O or, as we assume, a generator of G1.



E has embedding degree h = 4 so, for Er, k = 12. For every Q̃ ∈ G1,
Q = ψ(Q̃) ∈ G2 where ψ is a distortion map (an actual example is given in [6]
or in Sect. 6.1).

We define two algorithms for computing the Tate pairing:

tN (P,Q) := fN,P (Q)
qk

−1
N tl(P,Q) := fl,P (Q)

qk
−1
l .

The first looks promising, since N has a low Hamming weight2; for both, the
loop size is O(q2).

4.1 Ate Pairing

The Ate pairing was defined in [7]; we introduce it in a similar fashion as in [10].
Here we need to explicit the size of the field K, so we let K = Fqr (r = 1 is also
accepted).

For every L ∈ Z such that l ∤ L,

flL,P (Q)
qk

−1
l = t(P,Q)L (10)

is a non-degenerate, bilinear pairing.
Let λ ≡ qr mod l, e.g. λ = tr − 1 with the notation of (3). Then l | λk − 1

since l | qk − 1. Let L such that lL = λk − 1 and note l ∤ L:

t(P,Q)L = flL,P (Q)
qk

−1
l = fλk−1,P (Q)

qk
−1
l = fλk,P (Q)

qk
−1
l .

Using (6) and [λi]P = [qir ]P :

fλk,P = fλk−1

λ,P · fλk−2

λ,[qr]P · · · fλ,[q(k−1)r ]P .

In order to achieve a better algorithm for computing a bilinear pairing, we
would like to reduce the computation of fλ,[qir ]P to the computation of fλ,P .
Unfortunately this is not possible for a general curve.

By exchanging the roles of P and Q, it is instead possible to exploit the
Miller function Galois-invariance (7) against the Frobenius π:

fn,[qir ]Q(P ) = fn,πi(Q)

(

πi(P )
)

= fn,Qπi

(

P πi
)

= (fn,Q(P ))
πi

= (fn,Q(P ))
qir

.

In conclusion we have:

t(Q,P )L = fλk,Q(P )
qk

−1
l = fλ,Q(P )

qk
−1
l

Pk−1
i=0 λk−1−iqir

,

and we define the algorithm:

aλ(Q,P ) := fλ,Q(P )
qk

−1
l .

2 At least in NAF representation.



It computes a non-degenerate bilinear pairing, which is a fixed power of the
Tate pairing. Such an algorithm, however, requires to perform a Miller loop on
Q ∈ E(Fqk), which is fairly less efficient than working with P ∈ E(K) (the latter
is sometimes referred as Miller lite loop/algorithm).

By further generalization, we can take λ ≡ qir mod l, for any 1 ≤ i < k; we
refer to [17] for more details.

4.2 Twisted Ate Pairing for Supersingular Curves: Eta and EtaT

Pairings

As already noted, the Ate pairing requires to switch between P and Q, which is
not a good choice from the implementation perspective.

The twisted Ate pairing [7] has been defined to overcome this problem for
ordinary curves.

Supersingular curves allow to swap Q and P in a more natural way, and this
in fact was described before the introduction of the Ate pairing, by defining the
Eta and EtaT pairings (cf. [6]). We prefer to introduce them, however, from an
a-posteriori point of view.

Let E be supersingular. Denote π̂ the dual of the Frobenius π, also called
Verschiebung. Since E is supersingular, E[qr] = {O} and π̂ is purely inseparable.
Since π ◦ π̂ = [qr], π̂ acts on G1, resp. G2, as π acts on G2, resp. G1.

We fit into the hypothesis of Prop. 4.i (setting φ = π̂), so we have:

fn,[qir ]P (Q) = fn,π̂i(P )

(

π̂i(Q)
)

= fn,π̂i(P ) ◦ π̂i (Q) = (fn,P (Q))
qir

,

and repeating the arguments of the previous section, we can define the algorithm:

a
t
λ(P,Q) := fλ,P (Q)

qk
−1
l ,

which computes a non-degenerate, bilinear pairing.
The Eta and EtaT pairings were defined in [6]. The point of view is sligthly

different, but the final result almost coincides with the one we just achieved. We
repeat the original argument, since we are going to use a similar approach in the
proof of Theorem 2.

The starting point is a supersingular elliptic curve E with even embedding
degree k and a distortion map ψ that allows for denominator elimination [18]. Let
T such that T a + 1 = lL, for some positive integers a and L, and T ≡ qr mod l.
Suppose there exists an automorphism γ of E such that γ(P ) = [T ]P and
γ ◦ ψπ = ψ, or equivalently γ−1 ◦ ψ = ψπ . We have:

t(P,Q)L = flL,P (Q)
qk

−1
l = fT a+1,P (Q)

qk
−1
l = fT a,P (Q)

qk
−1
l .

Compare the last equality with the similar derivation done for the Ate pairing
in Sect. 4.1: let [n]P = O; for Ate we used fn,P = fn+1,P , which is always true;
here fn,P = fn−1,P · vP holds, where vP is the vertical line through P , whose
contribution cancels out using the hypothesys of “denominator” elimination.



Again using (6) we reduce the computation of fT a,P to powers of fT,[T i]P for
0 ≤ i < a. We have [T i]P = γi(P ) and by using Prop. 4.ii and Galois invariance
(7):

fT,γi(P ) (Q) = fT,P ◦ γ−i (Q) =

= fT,P ◦ γ−i
(

ψ(Q̃)
)

= fT,P

(

ψπi

(Q̃)
)

= fT,P

(

ψ(Q̃)πi
)

=

= fT,P πi (Qπi

) = (fT,P (Q))
πi

= (fT,P (Q))
qir

.

Finally, T ≡ qr mod l allows to replace the last exponent with T i when raising

to the power of qk
−1
l . In conclusion we have:

t(P,Q)L = fT a,P (Q)
qk

−1
l = fT,P (Q)

qk
−1
l aT a−1

,

and we define the algorithms:

ηT (P,Q) := fT,P (Q)
qk

−1
l and η(P,Q) := ηqr (P,Q) .

For T = λ = tr − 1 (and a = k/2), the algorithms ηT and a
t
λ coincide.

Example 2. Let E3 be defined as in Example 1 and η, ηT as before. The loop
size of η is 23m, which is worse than a direct computation from the definition of
Tate pairing using tN . The loop size of ηT is T , in particular for T = t3 − 1 =
∓2(3m+1)/2 − 1, we have an algorithm with a loop size O(q3/2).

4.3 Optimal (Twisted) Ate Pairing

Vercauteren [10] defines the concept of optimal pairing and describes an algo-
rithm to compute optimal Ate pairings. Hess [16] extends this framework by
(i) allowing for more general pairing functions and (ii) applying it to the Weil
pairing; however no better explicit algorithm is given than in [10].

The starting point is again (10). Let λ = lL and write λ =
∑a

i=0 ciq
i. Given

the vector [c0, . . . , ca], define the following algorithm:

a
t
[c0,...,ca](P,Q) :=

(

a
∏

i=0

fci,P (Q)qi · C(P,Q)

)

qk
−1
l

,

where C(P,Q) plays the role of a “correction” term and is given by:

C(P,Q) =

a−1
∏

i=0

l[si+1]P,[ciqi]P (Q)

v[si]P (Q)
, with si =

a
∑

j=i

cjq
j .

Theorem 1 in [10] shows that a
t
[c0,...,ca](P,Q) computes a bilinear pairing and

states a condition for non-degeneracy. Furthermore, an algorithm to explicitly



derive useful vectors [c0, . . . , ca] is given, based on finding short vectors in a
proper lattice. Given such a small vector V , we define the algorithm3:

aopt(P,Q) := a
t
V (P,Q) .

We illustrate it through an explicit example.

Example 3. This example is similar to the one presented in [10, Sect. 4], related
to supersingular elliptic curves with k = 6 over F3m .

Let E3 be defined as in Example 1. The shortest vector is V = [v0, v1] =
[2(3m−1)/2, 2(3m−1)/2∓1], and “another nice choice” is W = [2(3m+1)/2,−1] that
gives the ηT pairing.

We have l | v0 + v1q
3 = 2(3m−1)/2 ·

∣

∣E(Fq3)
∣

∣. We consider the algorithm:

aopt := aV = fv0,P (Q) · fv1,P (Q)q3 · l[v0]P,[v1q3]P (Q) ;

we note that [v0]P = −[v1q
3]P , so l[v0]P,[v1q3]P is actually the vertical line

through [v0]P and we can ignore it because the distortion map allows for de-
nominator elimination.

It remains to show how to efficiently compute the product of the two Miller
functions: since v1 = v0−1, by (4) we have fv1,P (Q)q3

= fv0,P (Q)q3 ·l[v0]P,[v0−1]P ;
here we can not avoid the final multiplication because [v0]P 6= O. In conclusion

aopt = l[v0]P,[v0−1]P · fv0,P (Q)1+q3

, where v0 = 2(3m−1)/2 .

The loop size is O(2(3m−1)/2), but a final correction term is required, thus this
algorithm is essentially equivalent to ηT .

5 Pairing over Supersingular Trace Zero Varieties

We already presented through examples how to apply the current literature to
a particular TZV. We stress the following facts:

1. The presented pairings make use of the qr-Frobenius π : Fqk → Fqk , x 7→ xqr

.
They apply not only to points of the TZV, but to the whole E(Fqr ).

2. The supersingular curve in the examples is perfectly equivalent from a se-
curity perspective to the supersingular curve in characteristic 3 (security
parameter 6, small characteristic field); furthermore, since q = 2m and
t = 2(m+1)/2, most of the algorithms come with a very efficient (i.e. low
Hamming weight) Miller loop; the two pairings ηT and aopt achieve the
shortest loops.

3 Actually the property for V to be small is only a necessary condition for the related
Ate pairing to be optimal; a detailed discussion is out of the scope of this paper and
we refer to the original work for further details.



We now look at how to exploit the action of the Frobenius relative to the
base field.

Let σ : Fqk → Fqk , x 7→ xq. From Sect. 2 we already know σ acts on G1, resp.
G2, as multiplication times s, resp. S. The next lemmas show that, for particular
curves, the action of σ can be better explicited and s, S are indeed powers of q
(or close to).

Lemma 1 (Supersingular E3 over F2m). Let E/F2m (m prime) be a super-
singular elliptic curve defined by the Weierstraß equation:

y2 + y = x3 + x+ b , b ∈ F2 ,

with embedding degree h = 4. Let E3 be the TZV built upon E and an extension
of degree r = 3. Then:

σ(P ) = −
[

q
r+1
2

]

P = −
[

q2
]

P , σ(Q) =
[

q
r2+1

2

]

Q =
[

q5
]

Q .

Proof. We are going to show that s ≡ −q r+1
2 and S ≡ q

r2+1
2 satisfy their re-

spective defining polynomials (all the equivalences are intended modulo l if not
differently specified).

Note that h = r + 1. This allows to easily prove that sr ≡ 1 and Sr ≡ qr.
For the first: sr ≡ −qrc/2 = −qk/2 ≡ 1, the last equivalence occurring because k
is the smallest integer such that qk ≡ 1. The latter follows since r ≡ −1 mod h,
r2+1

2 ≡ 1 mod h: Sr ≡ q(1+tc)r = qr+tk ≡ qr, for some integer t.
We now prove that both s and S are roots of χ(T ). Write

χ(s) ≡
(

qr + tq
r−1
2 + 1

)

q , χ(S) ≡
(

qr2 − tq
r2

−1
2 + 1

)

q ,

and, using (3), note the expressions between brackets are resp. |E(Fqr )| and
∣

∣

∣
E(Fqr2 )

∣

∣

∣
, i.e. tr = −tq r−1

2 and tr2 = tq
r2

−1
2 (this is true in this particular case

where t =
√

2q and r = 3). Since l | |E(Fqr )| |
∣

∣

∣
E(Fqr2 )

∣

∣

∣
, both the expressions

vanish modulo l and the thesis follows. ⊓⊔

Lemma 2 (Supersingular E5 over F3m). Let E/F3m (m prime) be a super-
singular elliptic curve defined by the Weierstraß equation:

y2 = x3 − x± 1 .

Let E5 be the TZV built upon E and an extension of degree r = 5. Then:

σ(P ) = −
[

q
r+1
2

]

P = −
[

q3
]

P , σ(Q) =
[

q
r2+1

2

]

Q =
[

q13
]

Q .

Proof. The proof proceedes exactly as in Lemma 1. Here again h = r + 1,

χ(s) ≡ q · |E(Fqr )| and χ(S) ≡ q ·
∣

∣

∣
E(Fqr2 )

∣

∣

∣
mod l. ⊓⊔



Lemma 3 (Supersingular E3 over Fp). Let E/Fp (p > 3 prime) be a su-
persingular elliptic curve. Let E3 be the TZV built upon E and an extension of
degree r = 3. Then:

σ(P ) =
[

p
r+1
2

]

P =
[

p2
]

P , σ(Q) =
[

p
r2+1

2

]

Q =
[

p5
]

Q .

Proof. Since t = 0 we proceed by direct computation:

s ≡ p− 1 ≡ p2 =
[

p
r+1
2

]

P ,

S ≡ (p− p2)/p ≡ 1 − p ≡ p5 = p
r2+1

2 .

⊓⊔

In what follows, we assume thatE is one of the curves defined in Lemma 1, 2 or 3
and we adopt the following common notation:

σ(P ) =
[

±q r+1
2

]

P , σ(Q) =
[

qΣ
]

Q .

The next lemma describes the action σ̂, the dual of the Frobenius endomor-
phism σ. Our main theorem will then follow.

Lemma 4. Let Er be a TZV as in Lemma 1, 2 or 3. Let σ̂ be the dual of the
Frobenius endomorphism σ. Then:

σ̂i(P ) =
[

(

qs−1
)i
]

P , σ̂i(Q) =
[

qi(1−Σ)
]

Q .

Moreover σ̂r+2(P ) = [q]P .

Proof. Let X ∈ E[l] and suppose σ(X) = [z]X for some z ∈ Z∗

l . Then:

σ̂ : X 7→ (X) − (O) 7→ q
(

σ−1(X)
)

− q (O) =
([

qz−1
]

X
)

− (O) 7→
[

qz−1
]

X ,

and σ̂i(X) =
[

(

qz−1
)i
]

X . This proves the first result on σ̂i(P ), resp. σ̂i(Q),

setting X = P, z = s, resp. X = Q, z = S = qΣ .

Using this result, we have σ̂r+2(P ) = [q]P if and only if
(

qs−1
)r+2 ≡ q mod l

if and only if qr+1 ≡ sr+2 ≡ s2 mod l, and this is true in force of Lem-
mas 1, 2 and 3. ⊓⊔

Theorem 1. Let Er be a TZV as in Lemma 1, 2 or 3. Then there exist a j,
0 ≤ j < k, such that:

(

σ̂r+2 ◦ σj
)

(Q) = Q for every Q ∈ G2 ,

and:

fn,[s]P (Q) = fn,P

(

Qσ−1
)σ

= fn,P

([

qk−Σ
]

Q
)q

(11)

fn,[q]P (Q) = fn,P

(

Qσj
)qr+2

= fn,P

([

qjΣ
]

Q
)qr+2

(12)



Proof. Equation (11) comes from [s]P = P σ and (7); the last equality gives an
explicit result but is of no practical use.
For (12) we have:

fn,[q]P (Q) = fn,σ̂r+2(P )

(

(σ̂r+2 ◦ σj)(Q)
)

= fn,σ̂r+2(P ) ◦ σ̂r+2
(

Qσj
)

=

= fn,P

(

Qσj
)qr+2

= fn,P

([

qjΣ
]

Q
)qr+2

,

where the first equality follows by Lemma 4 and the third by Prop. 4.i by setting
φ = σ̂r+2.

It remains to show that such a j exists. Using the previous lemmas, we can
rewrite

(

σ̂r+2 ◦ σj
)

(Q) = Q as:

q(r+2)(1−Σ) · qjΣ ≡ 1 mod l ,

which holds if and only if

(r + 2)(1 −Σ) + jΣ ≡ 0 mod k .

In our setting Σ is invertible modulo k and such a j can be found. Explicitly we
get j ≡ 4 mod k, resp. j ≡ 18, for r = 3, resp. r = 5. ⊓⊔

We now use the results of Theorem 1 to derive a new algorithm for computing
the Tate pairing.

Theorem 2. Let Er be a TZV as in Lemma 1, 2 or 3, so k is even; assume the
distortion map allows for denominator elimination. Then the Tate pairing can
be computed as:

t(P,Q) =

(

r−1
∏

i=0

fq,P (Qσi)
qi(r+1)

)M a
r qa−1

, (13)

where σi = σij (j given in Theorem 1), a = k/2 and M = qk/2 − 1.

Proof. Since k is even, we have l | qk−1 = (qk/2−1)(qk/2+1) and, by minimality
of k, l | qk/2 + 1. Hence:

t(P,Q) = fl,P (Q)(q
k
−1)/l = fqk/2+1,P (Q)qk/2

−1 = fqk/2,P (Q)qk/2
−1 ,

where for the last equality we use the hypotesys that the distortion map allows
for denominator elimination (similarly as in Sect. 4.2). Set a = k/2,M = qk/2−1.
Exploiting (6) we reduce a single loop on qa in a loops on q; moreover, the action
of the r-th power of the Frobenius π allows to pack them into r distinct loops
working resp. with P, [q]P, . . . , [qr−1]P :

fqa,P (Q)M =
(

fq,P (Q)qa−1 · fq,[q]P (Q)qa−2 · · · fq,[qa−1]P (Q)
)M

=

=
(

fq,P (Q)
a
r q(a−1) · fq,[q]P (Q)

a
r q(a−2) · · · fq,[qr−1]P (Q)

a
r q(a−r)

)M

=

=
(

fq,P (Q) · fq,[q]P (Q)q−1 · · · fq,[qr−1]P (Q)q−(r−1)
)M a

r qa−1

.



We have proved that:

t(P,Q) =

(

r−1
∏

i=0

fq,[qi]P (Q)q−i

)M a
r qa−1

.

Using (12) from Theorem 1, we have:

fq,[qi]P (Q)q−i

= fq,P

(

Qσij
)q−i+i(r+2)

= fq,P (Qσi)qi(r+1)

,

and the thesis follows. ⊓⊔

The previous theorem suggests a new algorithm to compute the Tate pairing
over supersingular TZV: perform a single Miller loop on P and evaluate it at
the r points Qσi (raising each evaluation to the proper power qi(r+1)). In the
end compute the final exponentiation to M a

r q
a−1.

We first deal with the final exponentiation to M a
r q

a−1. Power to (i) M is
computed as a power of the (r-th power of the) Frobenius and a division; (ii)
qa−1 is again done exploiting the Frobenius; (iii) a

r is as well efficient, being resp.
2, 3, 1 for the TZV of our interest. If we avoid the two last exponentiations, we
still get a bilinear pairing.

Each iteration in the Miller loop requires a point doubling in E(Fqr ) and r
multiplications in Fqk (we avoid from the count the exponentiations, obtained
exploiting the Frobenius). A number of techniques have been described to carry
out efficiently these operations, see for instance [6].

The algorithm results less efficient, for instance, than ηT or aopt. However
a parallel implementation would be straightforward, requiring r processors and
achieving a loop of length q.

Moreover, both in a parallel and in a sequential model, an implementation
with precomputation of the multiples of P requires the storage of only q points.

Remark. Equation (11) might also be exploited to derive an algorithm reducing
a loop on sr−1 + · · ·+ s+1 in r− 1 loops on s. The result is similar to the use of
the endomorphism in NSS curves [11]. This approach does not seem interesting
because s is generally too big. The best case is in characteristic 2 for r = 3:
s = O

(

q3/2
)

, and the resulting algorithm (even assuming the two loops can be
“packed” in some way) can not be better than ηT or aopt.

6 Supersingular Elliptic Curve in Characteristic 2

We conclude with an explicit example in characteristic 2 and we provide some
experimental results. We take advantage of this section to fix an oversight in the
Silverberg’s point compression algorithm [19,5].

Through this section, S, M, H denote resp. square, multiplication and solution
of quadratic equation (of the form y2 + y + C = 0, i.e. half-trace computation)
in Fqr ; s, m, h, r, i denote resp. square, multiplication, solution of quadratic
equation, square root and inversion in Fq.



6.1 A Worked out Example

Let E be the curve defined in Example 1.
As in [4], we set Fq3 = Fq[T ]/(T 3 + T + 1). We use the same distortion map as
in [6], but we prefer the more efficient representation for Fq12 as Fq3 [T ]/(T 4 +

T + 1) = Fq3(α). Let P = (xP , yP ), Q̃ = (xQ̃, yQ̃) ∈ E(Fq3 ) be points of order l.

Let φ : Fq3 → Fq12 , Q̃ 7→ Q = (xQ, yQ) be a distortion map, with:

xQ = xQ̃ + α+ α2

yQ = yQ̃ + xQ̃ + xQ̃α+ (xQ̃ + 1)α2 .

Then Q ∈ E[l] \ E(Fq3).

Recall that π = σ3 acts in the usual way, i.e. fixes P and sends Q in [q3]Q.
We have, for σ:

P σ = (xq
P , y

q
P ) = [s]P Qσ = (xq

Q, y
q
Q) = [q5]Q

(

= ψ(xq

Q̃
+ 1, yq

Q̃
+ xq

Q̃
+ 1)

)

.

Remember from Theorem 1 (cf. end of the proof) that we will need to compute

Qi = Qσ4i

, for i = 0, 1, 2. It is easy to check that Qi = ψ
(

Q̃σi
)

.

Now we turn the attention to the computation within the Miller loop: since
we perform a loop on q = 2m, we only consider doublings. Let T = (xT , yT ) ∈
E(Fq3) denote the point which is accumulated during the loop. Let λ the slope
of the line l2T (for the curve of interest, λ = x2

T + 1). At each iteration we have

to compute l2T (Qi) = λ(xT + xi) + yT + yi, where (xi, yi) = ψ
(

Q̃σi
)

. Due to

the special choice of the distortion map, l2T (Qi) = ai + biα+(bi +1)α2 for some
ai, bi ∈ Fq3 .

Recall in our algorithm (cf. Theorem 2) we have to compute three indepen-
dent contributions, namely:

fq,P (Q), fq,P

(

Qσ4
)q4

, fq,P

(

Qσ8
)q8

.

Note that if x ∈ Fq12 , x =
∑3

i=0 xiα
i with xi ∈ Fq3 , then xq4

=
∑3

i=0 x
q
iα

i.
We finally explicit the computation at each iteration of the Miller loop:

l2T (Qi)
q4i

= aqi

i + bq
i

i α+
(

bq
i

i + 1
)

α2 .

The computation of each ai requires 1M and doubling the point T is for free
since [2]T = (x4

T + 1, y4
T + x2T ). Accumulating each contribution costs 6M: we

have to compute products of the form:

(

f0 + f1α+ f2α
2 + f3α

3
) (

x0 + x1α+ (x1 + 1)α2
)

.



Let t =
∑5

i=0 tiα
i be such a product (as polynomial). Then:

t0 = M0 t3 = M3 +M5 + f1

t1 = M0 +M1 +M2 +M3 t4 = M1 + f2

t2 = M0 +M2 +M3 +M4 +M5 + f0 t5 = M4 + f3 ,

where:

M0 = f0x0 M3 = (f1 + f2 + f3)x0

M1 = (f2 + f3)x1 M4 = f3x1

M2 = (f0 + f2 + f3)(x0 + x1) M5 = (f1 + f2)(x0 + x1) .

Finally the reduction modulo α4 +α+1 can be done with a few additions. Note
this is the approach proposed in [6], up to our isomorphic representation of Fq12 .

A Tate pairing can thus be computed in roughly 3 × 7mM. A point halving
based approach as in [6] might also be used.

6.2 Experimental Results

We have implemented the algorithms presented in Sect. 4 and the one described
in the previous section in C language: the arithmetic over the ground field Fq is
described in [20] and over the extension field Fqr in [4]. We perform experiments
on an Intel Core2 2GHz with the Intel C Compiler 10.1; all the implementations
run on a single core (i.e. no parallel implemetations have been done).

Table 1 shows our experimental results for the curve defined in Example 1
for m = 103, compared with their theoretical complexity. We recall the notation
introduced in Sect. 4: tl, resp. tN , computes the Tate pairing using the definition
with a loop on l, resp. N ; η and ηT are the Eta and EtaT pairings defined in [6];
aopt is the optimized Ate pairing [10]. We also include tσ that computes the Tate
pairing exploiting the q−Frobenius σ as in [11]; finally tTZV refers to our new
algorithm as detailed in Sect. 6.1.

Table 1. Timing of different pairings algorithms (§§ 4, 6.1) for the TZV
E3/F2103 : y2 + y = x3 + x+ 1 (time in ms).

Pairing Loop Size Core2

tl l = O(q2) 3.318
tN N = O(q2) 2.234
η q3 2.659
η (Halving) q3 2.557

ηT 2(3m+1)/2
− 1 1.436

ηT (Halving) 2(3m+1)/2
− 1 1.371

aopt 2(3m−1)/2 1.408
tσ 2 × s 3.281
tTZV 3 × q 2.517



For each of the η and ηT we provide two implementations: the former uses
essentially the same Miller loop as the other algorithms, the latter (Halving)
exploits all the tricks described in [6], including a point halving based iteration
within the Miller loop. The tricks make the implementation harder (for ηT much
more than for η), but the gain is limited, less than 4% in our experiments.

As expected, our new algorithm tTZV performs almost like η (3 loops on q
against a single loop on q3). As already noted, it has indeed better properties
for parallelization and/or storage requirements.

The best algorithms are ηT and aopt.

6.3 Point Compression on TZV

In [19], Silverberg presents an algorithm for point compression over TZV.
Classical point compression over elliptic curves allows to compress a point

P = (x, y) by dropping the y-coordinate and to recover, or decompress, it by
solving a quadratic equation (up to a sign ambiguity). For supersingular curves
in characteristic 2 (cf. Lemma 1), this requires to compute C = x3 + x + b and
solve y2 + y + C. The total cost is 1S+ 1M + 1H.

For a TZV, P ∈ Er ⊂ E(Fqr ). So x ∈ Fqr can be seen as a vector in Fr
q, whose

coordinates are not independent; it is possible to exploit such a dependency to
compress x to a vector in Fr−1

q .
In this section we briefly introduce Silverberg’s algorithm and we present a

more detailed analysis in characteristic 2 which results in a improved algorithm.
We refer to [19,5] for more details.

Since P+σ(P )+· · ·+σr−1(P ) = O, there exists a function F (X,Y ) with zeros
of order 1 in P, σ(P ), . . . , σr−1(P ) and a pole of order r at O. Let F̃ (X,Y ) =

−F (−P ). The function
∏r−1

i=0 X − σi(s) vanishes at ±P,±σ(P ), . . . ,±σr−1(P ),
hence we have:

γF (X,Y )F̃ (X,Y ) =

r−1
∏

i=0

X − σi(s) , γ ∈ F∗

q . (14)

Expliciting (14) in the case of an elliptic curve given by (1) and r = 3 (and
assuming Fq3 = Fq[T ]/(T 3 +T +1)), we get the following system of 3 equations:

α2
1 + a1α1 + a2 = s0

a1α0 + a3α1 + a4 = s20 + s21 + s1s2 + s22

α2
0 + a3α0 + a6 = s30 +

(

s21 + s1s2 + s22
)

s0 + s31 + s1s
2
2 + s32 .

(15)

With proper reductions and for supersingular curves, i.e. a1 = a2 = 0, (15)
becomes:

s40 + s0a
2
3 + s41 + s21s

2
2 + s42 + a2

4 = 0 ,

which is a bi-quadratic equation in s1 (or s2).
In [19], Silverberg proposes to set s1 as indeterminate and therefore to solve:

s21 + s2s1 +K , K = (s0 + s2)
2 + a3

√
s0 + a4 .



Unfortunately the equation is not in the “canonical” form y2+y+C = 0, and this
requires extra work when computing the solutions. In fact the cost is 1s+1r+1m
to compute the constant term K, 1s+1m+1i to transform to an equation of the
form y2 + y + C, 1h to solve the equation and finally 1m to recover the solution
s1.

We can improve the algorithm, in particular avoid the inversion, by taking
s0 as indeterminate (denoted x), under the assumption that a3 = 14. This leads
to the equation:

x4 + x+ C , C =
(

s21 + s1s2 + s22 + a4

)2
, (16)

that can be reduced to a system of two quadratic equations: x2 + x = y and

y2 + y + C = 0, since x4 + x+ C =
(

x2 + x
)2

+ (x2 + x) + C. Note that in Fq,
with q = 2k and k odd, equation (16) only admits two solutions.

The compression of the point P = (s, t) is done by 1) dropping the coordinate
s0 and 2) computing the extra bit needed to distinguish s0 by the other solution
of (16). If s0 is a solution x2+x+y for some y, then s0+1 is the other one. Hence
the extra bit can be the LSB in the binary representation of s0. The compression
algorithm is for free.

Decompressing a pair (s1, s2) ∈ F2
q can be done by solving equation (16): first

compute a solution ȳ of y2 + y+C; if Tr(ȳ) = 0 then solve x2 + x+ ȳ, otherwise
solve x2 + x + ȳ + 1 (ȳ + 1 is the other solution); in both cases we come with
two candidates for s0 and we have to select the one having the LSB equal to the
extra bit received. The total cost is 2s+1m to compute the constant term C and
2h to solve the quartic equation (reduced as two quadratic equations).

7 Conclusion

We revisit the work of Rubin and Silverberg [5] on pairing computation over
supersingular trace zero varieties defined over elliptic curves: we survey the
available algorithms in literature and we derive a new algorithm for computing
the Tate pairing t(P,Q) exploiting the action of the q-Frobenius endomorphism
(other works only considered the qr-Frobenius).

Despite the new algorithm is less efficient than the best available algorithms,
it is suitable for a parallel implementation, requiring r processors and achieving a
Miller loop of length q for Er/Fq. Moreover, both in a parallel and in a sequential
computational model, an implementation with precomputation of the multiples
of P requires the storage of only q points.

We also propose a variant of the Silverberg’s point compression algorithm in
characteristic 2 which is more efficient and requires no inversion.

4 the assumption is satisfied for the supersingular elliptic curves with Weierstraß equa-
tion y2 + y = x3 + x + b, b ∈ Fq.
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