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Abstract. We use properties of the division polynomials of an elliptic
curve E over a finite field Fq together with a pure result about elliptic
divisibility sequences from the 1940s to construct a very simple alterna-
tive to the Menezes-Okamoto-Vanstone algorithm for solving the elliptic
curve discrete logarithm problem in the case where #E(Fq) = q − 1.
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1 Introduction

The use of elliptic curves in cryptography relies on the difficulty of solving the
elliptic curve discrete logarithm problem (ECDLP):

Let P be a point of order N on an elliptic curve E over a finite field Fq.
Given a point Q = [k]P for some k ∈ {0, 1, . . . , N − 1}, find k.

Given E, the number of points in the group E(Fq) can be computed in polyno-
mial time using Schoof’s algorithm. By Hasse’s Theorem the order of the group
is q+ 1− t, where |t| ≤ 2

√
q. The order N of P is usually assumed to be a large

prime factor of #E(Fq); this is because of the Pohlig-Hellman algorithm, which
allows the ECDLP in each of the prime-order subgroups of 〈P 〉 to be solved
separately and then combined.

The discrete logarithm problem (DLP) in a finite field Fq is, given two ele-
ments a and b = ak, to find k. If a cryptosystem is based on the DLP in Fq then
the order q (and hence the keys of the cryptosystem) have to be large enough
to prevent the Index Calculus attacks, which are subexponential in log q. These
methods do not work on elliptic curves; if E is chosen at random then the best
algorithms known for solving the ECDLP are the exponential “square root” at-
tacks (see, for example, [14]) which work in any finite group. So, in an elliptic
curve cryptosystem over Fq, q only has to be large enough to prevent these

generic attacks, which have a running time proportional to
√
N and hence

√
q.

This is why elliptic curve cryptosystems can use smaller underlying fields than
systems based on the DLP in a finite field, and achieve the same security using



smaller keys. There are, however, some special cases of “weak curves” E/Fq that
should not be used for cryptography because the discrete logarithm problem
is no harder in them than in the underlying field. The first weak curves to be
identified were those in which N divides qr − 1 for small r, which are vulnerable
to the “MOV attack” of Menezes, Okamoto and Vanstone [12], and to Frey and
Rück’s extension of it [13]. These attacks work by using the Weil-Tate pairing to
give an isomorphism between 〈P 〉 and the subgroup µN of N th roots of unity in
the extension field Fqr . This reduces the ECDLP in E(Fq) to a DLP in the field
F∗

qr , which can be solved using Index Calculus methods if qr is small enough.
The attack works particularly well when #E(Fq) = q ± 1.

The division polynomials of an elliptic curve E/Fq, when evaluated at a point
P ∈ E(Fq), yield a sequence of elements of Fq that satisfy the elliptic divisibility
sequence (EDS) recurrence relation. Elliptic divisibility sequences were shown
by Morgan Ward to have certain “symmetry” properties, which can be adapted
to yield a symmetry formula satisfied by the division polynomials. Following an
idea by Nelson Stephens we use this, together with well-known properties of the
division polynomials, to give a simple alternative algorithm to solve the ECDLP
in the case where #E(Fq) = q − 1. After some preliminary material on EDS
and division polynomials in sections 2 and 3, we describe our ECDLP algorithm
in section 4. In section 5 we comment briefly on the feasibility of extending
our algorithm to the more general MOV setting, and make a brief remark de-
scribing how EDS can be used to elegantly reformulate Lenstra’s elliptic curve
factorisation method.

Finally, we note that the algorithm described here is the same underneath
as the algorithm described in Shipsey’s thesis [15], but using known properties
of the division polynomials allows us to streamline it considerably. It is placed
in a more general theoretical context of hard problems on EDS by Kate Stange
and Kristin Lauter in [10].

2 Elliptic divisibility sequences

An elliptic divisibility sequence or EDS is a sequence (Wn) of integers satisfying
the recurrence relation

Wm+nWm−n = Wm+1Wm−1W
2
n −Wn+1Wn−1W

2
m for all m,n ∈ Z, (1)

with the divisibility property that Wn divides Wm whenever n divides m. EDS
were studied in some depth by Morgan Ward [22, 23]; they were interesting in
being the first divisibility sequences to be defined by a non-linear recurrence.

It is easy to prove that all EDS have W0 = 0, W1 = ±1 and W−n = −Wn

for all n ∈ Z. Ward was interested in the properties of an EDS reduced modulo
a prime. He showed that the multiples of most primes are regularly spaced in
(Wn); the constant N is called the gap of p.



Theorem 1. Let (Wn) be an EDS and p a prime not dividing W2 or W3. Then

there exists a positive integer N such that

Wn ≡ 0 (mod p) ⇐⇒ n ≡ 0 (mod N).

Ward also found a “symmetry formula” satisfied by EDS. An elementary
proof is given in [1]; we provide a sketch below.

Theorem 2. Let (Wn) be an EDS, let p be a prime not dividing W2 or W3, and

let p have gap N in (Wn). Then there exist constants c and d such that d2 ≡ cN

(mod p), and for all s, t ∈ Z,

Wt+sN ≡ cst ds
2

Wt (mod p).

Proof: Define the constants c and d by

c ≡ WN−1

W−1
· W−2

WN−2
mod p and d ≡

(

WN−1

W−1

)2
W−2

WN−2
mod p.

We first prove the s = 1 case by induction on t. The formula holds trivially for
t = 0 and holds for t = −1 and t = −2 by definition of c and d. The t = −3 case
then follows because

WN−3WN−1W
2
2 −W1W3W

2
N−2 = WN−4WN ≡ 0 (mod p),

which supplies a relation between WN−3, WN−2 and WN−1. Now that we have
the symmetry formula holding for four values of t, we can use the EDS formula
with n = 2 to prove that it holds for the next value of t. Whenever we hit a value
of t for which Wt−4 ≡ 0 (mod p) we use the EDS formula with n = 3 instead.

Now setting t = −N + 1 easily gives d2 ≡ cN (mod p), and a brief induction
on s completes the proof. ⊓⊔

There has recently been a surge of interest in the arithmetic properties of
EDS; see for example [5, 7–9, 15, 17, 18, 20, 1].

3 Division polynomials of elliptic curves

Let E/Fq be an elliptic curve over a field Fq given by the Weierstrass equation

E : y2 + a1 xy + a3 y = x3 + a2 x
2 + a4 x+ a6. (2)

The set of Fq-rational points, denoted E(Fq), is the set of points both of whose
coordinates lie in Fq, together with an extra point O called the point at infinity.
We write E(Fq) = E. Then there is a natural addition law under which E(Fq)
forms an abelian group with O as the identity element. By Hasse’s Theorem the
order of the group is q+1−t, where |t| ≤ 2

√
q. For background on elliptic curves

and elliptic curve cryptography see [16], [24], [19] or [11]. For an elementary
introduction to elliptic curves see [4].



The coordinates of the sum P1 + P2 of two points on an elliptic curve are
rational functions of the coordinates of P1 and P2. By repeated application of
the addition formulae it follows that the coordinates of the mth multiple of the
point (x, y) can be expressed as (albeit complicated) rational functions in x and
y. In fact the following is true:

Theorem 3. There exists a sequence of polynomials ψn, n ∈ Z, such that for

every point (x, y) ∈ E and every integer m,

ψm(x, y) = 0 ⇔ [m](x, y) = O,

and otherwise the x-coordinate of [m](x, y) is given by

x− ψm−1(x, y) ψm+1(x, y)

ψm(x, y)2
.

The ψn are called the division polynomials of the curve E/Fq. If P = (x, y)
is a point on E, then ψn(x, y) is often denoted ψn(P ).

The ψn satisfy a recursion that makes it easy to calculate a given division
polynomial evaluated at a given point; in fact we can evaluate ψn(P ) in O(log n)
operations in Fq using this “doubling” formula and an algorithm analogous to
the square-and-multiply algorithm for exponentiation in which the basic objects
are 6-tupels of consecutive terms of the EDS; see [15] for details.

Theorem 4. Let b2 = a2
1 + 4a2, b4 = a1a3 + 2a4, b6 = a2

3 + 4a6, b8 = a2
1a6 −

a1a3a4 + 4a2a6 + a2a
2
3 − a2

4 be the usual quantities associated with a Weierstrass

equation. Then the division polynomials of E satisfy

ψ0 = 0,

ψ1 = 1,

ψ2 = 2y + a1x+ a3,

ψ3 = 3x4 + b2x
3 + 3b4x

2 + 3b6x+ b8

ψ4 =
(

2x6 + b2x
5 + 5b4x

4 + 10b6x
3 + 10b8x

2 + (b2b8 − b4b6)x+ b4b8 − b26

)

ψ2

ψ2k+1 = ψk+2ψ
3
k − ψk−1ψ

3
k+1 for k ≥ 2,

ψ2k =

(

ψk+2ψ
2
k−1 − ψk−2ψ

2
k+1

ψ2

)

ψk for k ≥ 3,

ψ−n = −ψn for n < 0.

It follows easily that the coefficients of each polynomial ψn are in the ring
Z[ai].

The nkth division polynomial evaluated at a point P can be expressed in
terms of the kth division polynomial evaluated at P and the nth division poly-
nomial evaluated at [k]P . This is a reflection of the fact that [nk]P = [n] ([k]P ),
and can easily be proved by induction on n.



Theorem 5. If P ∈ E then the division polynomials satisfy

ψnk(P ) = ψk(P )
n2

ψn([k]P ) for all n, k ∈ Z,

as long as [k]P 6= O.

In fact the division polynomials satisfy a more general recurrence relation
than Theorem 4; this is proved in [4] using divisor theory, but an elementary
proof may also be obtained by a straightforward adaptation of the main result
in [21].

Theorem 6. The division polynomials satisfy

ψm+n ψm−n = ψm+1 ψm−1 ψ
2
n − ψn+1 ψn−1 ψ

2
m for n,m ∈ Z. (3)

This is the same equation used to define elliptic divisibility sequences. Replac-
ing (1) by (3) and Q by Fq in the proof of the EDS symmetry result Theorem 2
yields an additional property for division polynomials evaluated at a point of
finite order.

Theorem 7. Let E/Fq be an elliptic curve over a finite field Fq, and let P be

a point of order N ≥ 4. Then there exist constants c, d ∈ Fq such that d2 = cN

and for all s, t ∈ Z,

ψt+sN (P ) = cst ds
2

ψt(P ) in Fq.

Since ψn(P ) = 0 if and only if [n]P = O the zeroes in the sequence ψn(P ),
n ∈ Z are regularly spaced distance N apart; so the order of P corresponds to
the gap in an EDS.

4 The algorithm

Let E be an elliptic curve over Fq and let P and Q = [k]P be points in E(Fq),
where P has known order N . The elliptic curve discrete logarithm problem
(ECDLP) is to find the integer k. We now explain how to use division polynomials
and EDS to reduce this problem to a discrete logarithm problem in F∗

q in the
special case where #E(Fq) = q−1 and N is a large prime factor of #E(Fq); say
q − 1 = ℓN with ℓ small.

We consider the sequence of division polynomials evaluated at P . By our
symmetry result Theorem 7, it satisfies

ψkq(P ) = ψk+kℓN (P ) = ck
2 ℓ dk

2 ℓ2 ψk(P )

and

ψ(k+1)q(P ) = ψ(k+1)+(k+1)ℓN (P ) = c(k+1)2 ℓ d(k+1)2 ℓ2 ψk+1(P )



in Fq. Dividing and using the fact that cℓ dℓ
2

= ψ1+ℓN (P ) = ψq(P ), we get

ψq(P )2k+1 =
ψq(k+1)(P )

ψqk(P )
· ψk(P )

ψk+1(P )
. (4)

Since we do not know k, we cannot find ψk(P ) or the other terms on the
right hand side directly. However, we can use Theorem 5 to write ψqk(P ) and
ψq(k+1)(P ) in terms of the division polynomials of E evaluated at [k]P and
[k + 1]P :

ψqk(P ) = ψk(P )
q2

ψq([k]P )

and
ψq(k+1)(P ) = ψk+1(P )

q2

ψq([k + 1]P ).

Since [k]P = Q we can rewrite (4) as

ψq(P )2k+1 =

(

ψk+1(P )

ψk(P )

)q2−1

· ψq(Q+ P )

ψq(Q)
. (5)

We still don’t know ψk+1(P )
ψk(P ) , but we don’t need to: since F∗

q has q − 1 elements

and q − 1 | q2 − 1, the first factor vanishes, leaving

(

ψq(P )2
)k

=
ψq(Q+ P )

ψq(P )ψq(Q)
. (6)

The quantities on the right hand side can be calculated in O(log q) operations
in Fq. We now have a discrete log problem αk = β in Fq, which can be solved
for k modulo the order of ψq(P )2 in Fq using the Index Calculus method, which
takes subexponential time. Since d2 = cN and ℓ is even, we have by Theorem 2

ψq(P ) = ψℓN+1(P ) = dℓ
2

cℓ = c(ℓN) ℓ
2 cℓ =

(

cq−1
)

ℓ
2 cℓ = cℓ.

Since cℓN = cq−1 = 1 in Fq, the order of cℓ divides N . But N is prime, so either
ψq(P ) = 1 (in which case the algorithm fails, because 〈P 〉 in E(Fq) has been
mapped to 〈1〉 in Fq) or ψq(P ) has order N . Since ℓ is small, it seems unlikely
that cℓ = 1 in Fq (if c were a random element of Fq the probability would
be ℓ

q−1 = 1
N

); this heuristic argument is in fact bourne out in experiments by
Shipsey, and we state it as a conjecture:

Conjecture 1. If P is a point of order N on an elliptic curve E/Fq and #E(Fq) =
q − 1 = ℓN where ℓ is even, then

ψq(P ) ≡ 1 (mod p)

with probability 1
N

. (It is easy to show that this is equivalent to the condition
that the period of the sequence (ψn(P )) divides ℓN .)

If this is true then with high probability ψq(P ) has order N , and we have
succeeded in mapping the ECDLP to the DLP in F∗

q .



Example

Let E be the elliptic curve

y2 + xy + y = x3 + x2 + 21x

over the field F23, and P be the point (0, 0). Then P has order N = 11, which
divides q− 1 = 22. Let Q = [k]P be the point (18, 14) ∈ E(Fq). We want to find
k.

Using the elliptic curve addition formula we find Q+ P = (21, 0).
By Theorem 4 we have

Sequence for ψn(P ) mod 23 = 0, 1, 1, 22, 2, . . .

Sequence for ψn(Q) mod 23 = 0, 1, 1, 20, 1, . . .

Sequence for ψn(Q+ P ) mod 23 = 0, 1, 22, 11, 18, . . .

The qth terms of these sequences are

ψ23(P ) = 2, ψ23(Q) = 9, ψ23(Q+ P ) = 6.

Equation (6) becomes
(

22
)k

=
6

2 · 9 = 8.

Since 42 6≡ 1 (mod 23) we know 4 has order 11 in F23. We now solve this DLP
in F23 to find that k ≡ 7 (mod 11).

5 Final remarks

Remark 1. A slight variation on the above algorithm (using #E(Fq) = Nℓ in-
stead of q − 1 in the initial symmetry equations) yields the following equation
instead of (5):

ψℓN+1(P )2k+1 =

(

ψk+1(P )

ψk(P )

)ℓN(ℓN+2)

· ψℓN+1(Q+ P )

ψℓN+1(Q)
. (7)

This holds for any #E(Fq), and so one might be tempted to try to use it for the

case #E(Fq) = q−3, which would also get rid of the unknown factor
(

ψk+1(P )
ψk(P )

)

.

But in this case

ψℓN+1(P ) = dℓ
2

cℓ = c(ℓN) ℓ
2 cℓ = c(q−3) ℓ

2 cℓ =
(

cq−1
)

ℓ
2 = 1,

so ψℓN+1(P )
2

has order 1 in Fq, and the algorithm fails.

Remark 2. (Infeasibility of generalising to the other MOV cases using Somos
sequences.)

The MOV algorithm reduces the ECDLP in E(Fq) to a DLP in the underlying
field F∗

qr , where r is the smallest number for which N divides qr − 1, as follows.



The algorithm chooses a random point T in E[N ], the set of points of E whose
order divides n, and maps P to α = eN (P, T ) and Q = [k]P to β = eN (Q,T ),
where eN is the Weil pairing. Both α and β are in the subgroup µN of N th roots
of unity in the smallest extension field Fqr containing E[N ] (see [11], page 68–
72). Since the Weil pairing is bilinear, β = eN ([k]P, T ) = eN (P, T )k = αk, and
the algorithm succeeds if α has order N in µN . But the group E[N ] is isomorphic
to ZN × ZN and hence consists of N cosets of 〈P 〉. As T varies through the N
cosets of 〈P 〉 in E[N ], α varies through the N elements of µN (see [11] page 68,
Lemma 5.4). So with 1− 1

N
probability α has order N , and if it doesn’t we can

simply choose a different point T and try again.
Our algorithm as it stands does not have this randomisation built in — the

homomorphism from 〈P 〉 to a subgroup of F∗

q is always given by P 7→ α = ψq(P )2

— which means, firstly, that if α = 1 then the algorithm simply fails (and we
have not proved that α = 1 with probability 1

N
). Secondly, it means that our

element α is always in the “small field” Fq instead of in the “big field” Fqr ,
and so our algorithm cannot cover the other cases of the MOV attack where
N | qr − 1 for some small r.

We thought it might be possible to solve these problems by using instead of
the sequence ψn(P ) the Somos 4 sequence (An) associated with the sequence of
points T + [n]P for a random point T in E[N ] (see [20] or [2]). We hoped that

as T varied through all N cosets of P in E[N ], α =
Aqr

A1
would vary through all

N th roots of unity of Fqr . However, it turns out that all these sequences have

the same value of
Aqr

A1
.

Remark 3. (Factoring) We remark that Lenstra’s elliptic curve factoring method
[25] can be elegantly rewritten in terms of elliptic divisibility sequences. To
factor an integer n, take a random EDS (Wn) and reduce it modulo n. Let
Fq be be an appropriately chosen smooth number (perhaps k! for some k) and
find WK mod n (which takes O(logK) operations modulo n using the doubling
formula). If there is a prime factor p of n whose gap in (Wn) divides K, then p
divides gcd(WK mod n, n). If not, choose another EDS and repeat. (The analysis
of the running time of the algorithm, however, still depends on elliptic curves.)
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