
Built-in Determined Sub-key Correlation Power

Analysis

Yui
hi Komano, Hideo Shimizu, Shini
hi Kawamura

Toshiba Corporation,

1, Komukai Toshiba-
ho, Saiwai-ku, Kawasaki 212-8582, Japan

fyui
hi1.komano,hideo.shimizu,shini
hi2.kawamurag�toshiba.
o.jp

Abstra
t. Correlation power analysis (CPA) is a well-known atta
k

against 
ryptographi
 modules with whi
h an atta
ker evaluates the 
or-

relation between the power 
onsumption and the sensitive data 
andi-

date 
al
ulated from a guessed sub-key and known data (plaintext or


iphertext). This paper enhan
es CPA to propose a new general power

analysis, built-in determined sub-key CPA (BS-CPA), that �nds a new

sub-key by using the previously determined sub-keys re
ursively to 
om-

pute the sensitive data 
andidate and to in
rease the signal-to-noise ratio

in its analysis. BS-CPA is powerful and e�e
tive when the multiple sbox

outputs (or 
orresponding data) are pro
essed simultaneously as in the

hardware implementation. We apply BS-CPA to the power 
onsumption

tra
es provided at the DPA 
ontest and su

eed in �nding DES keys

using less tra
es than the original CPA does.

Keywords: Side 
hannel atta
ks, Power analysis, CPA, Hamming weight

and Hamming distan
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ontest, DES

1 Introdu
tion

Ba
kground: Side-
hannel atta
ks use instantaneous physi
al observ-

ables, su
h as timing [10℄, power 
onsumption [11℄ or ele
tromagneti


radiation [6℄, to reveal a se
ret key from a 
ryptographi
 module without

leaving tra
es. Sin
e Ko
her et al. [11℄ introdu
ed simple power analy-

sis (SPA) and (higher-order) di�erential power analysis ((HO-)DPA), a

great deal of resear
h has been done to investigate atta
ks [12, 3, 5, 4℄ and


ountermeasures[7, 2, 13, 9, 14℄.

Correlation power analysis (CPA, [3℄) is an enhan
ement of �rst-order

DPA (DPA, for short). It �nds a part of round key (sub-key) by 
al
u-

lating the 
orrelation between the power 
onsumption and the sensitive

data 
andidate, whi
h is a fun
tion of a guessed sub-key and known data

su
h as plaintext and 
iphertext. CPA and DPA are not only of theoreti-


al interests but real threats to the 
ryptographi
 module. In fa
t, in the
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DPA 
ontest [1℄, sophisti
ated atta
ks of these kinds have been reported.

The DPA 
ontest is a 
ompetition for the analysis. It provides a number

of power 
onsumption tra
es (more than eighty thousands tra
es) and


alls for analysis requiring fewer tra
es for su

essful atta
k. Re
ently,

several results have been reported to �nd DES key from 310 tra
es (by

enhan
ed CPA), 232 tra
es (by enhan
ed CPA with 12-bit key sear
h)

and 135 tra
es (by CPA with a very spe
ial �le order) until Mar
h 16th,

2009.

In the DPA 
ontest, sin
e the abundant power 
onsumption tra
es

are provided in advan
e, we may �nd a suitable presele
tion of tra
es for

analysis (a spe
ial �le order, et
.) or a spe
i�
 analysis for the preset.

Motivation and Our Contribution: This paper proposes a general and

eÆ
ient analysis whi
h �nds a key using not so many tra
es in the non-

spe
i�
 �le order. This is motivated by the fa
t that the fair estima-

tion with su
h analysis helps us to design se
ure 
ryptographi
 modules

rapidly. Note that the spe
i�
 preset of tra
es is appli
able to our analysis

and redu
es the number of required tra
es furthermore.

Our proposal, named built-in determined sub-key 
orrelation power

analysis (BS-CPA), uses su
h restri
ted number of tra
es re
ursively. BS-

CPA is an extension of CPA whi
h �nds a new sub-key by using the

previously determined sub-keys for 
omputing the sensitive data 
andi-

date to in
rease the signal-to-noise ratio (SNR). BS-CPA is powerful and

e�e
tive when the devi
e pro
esses multiple sbox outputs (or 
orrespond-

ing data su
h as left outputs in DES) simultaneously as is the 
ase for a

hardware implementation. We apply BS-CPA to the power 
onsumption

tra
es provided at the DPA 
ontest and su

eed in �nding DES key with

164 tra
es

1

. As of Mar
h 16th, 2009, our analysis is only one that deter-

mines the whole key with less than 200 tra
es in non-spe
ial �le order

(we refer the database �le order in the DPA 
ontest).

The rest of this paper is organized as follows. At �rst, we prepare

some notations we use in se
tion 2, and then, we review CPA in se
tion

3. Se
tion 4 explains our proposal, BS-CPA, and dis
usses its aspe
ts. Se
-

tion 5 applies BS-CPA to hardware DES implementation to demonstrate

the power of BS-CPA with some experimental results. Finally, se
tion 6


on
ludes this paper.

1

The DPA 
ontest regards an atta
k as su

essful if the guessed key is un
hanged

while more 100 tra
es are pro
essed.
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Related Work: Hanley et al. [8℄ dis
usses CPA with large word size. Their

aim is to de
rease the number of CPA tra
es while our aim is to de
rease

the number of power tra
es required for CPA.

Let us 
onsider CPA to hardware DES implementation. The largest


orrelation 
an be obtained if 2

48

CPA tra
es are generated with guess of

2

48

round keys; however, it is 
omputationally infeasible. They a
hieve the

largest 
orrelation with only 2

11

CPA tra
es as follows. We �rst guess the

�rst 6-bits sub-key (for S

1

) and generate 2

6

CPA tra
es to determine four


andidates with the largest 
orrelation. After that, we in
lude these four


andidates in guessing �rst two sub-keys (for S

1

and S

2

). This requires

2

6

�4 CPA tra
es not 2

12

CPA tra
es normally required for guessing �rst

two sub-keys. This pro
ess is 
ontinued until the whole eight sub-keys are

determined. It requires 2

6

+ 7(2

6

� 4) = 2

11

CPA tra
es.

The idea to use previously determined sub-keys in �nding another

sub-key is similar to ours; however, our aim is di�erent to theirs. Their

aim is to �nd the large 
orrelation with fewer CPA tra
es. Their method

may require many power tra
es in �nding the �rst sub-key (sin
e their

method �xed the target previously) and does not mention whether power

tra
es are reused in �nding another sub-key. BS-CPA sear
hes a sub-key

determined by fewer power tra
es in parallel and reuses the power tra
es

in �nding another sub-key to strategi
ally de
rease the number of power

tra
es required for CPA.

2 Notations

Let P

i

= (p

i

(t

1

); p

i

(t

2

); � � � ; p

i

(t

m

)) be power 
onsumption tra
es in
lud-

ingm points where i indi
ates the order of tra
e. We denote the maximum

number of tra
e by n

tr

.

This paper deals with 
orrelation power analyses to symmetri
 key


ryptosystem that has non-linear transformation 
alled sbox. We denote

the number of sboxes used in one round of the 
ryptosystem by n

sb

. For

instan
e, n

sb

= 8 for DES and n

sb

= 16 for AES. We also represent sb-th

sbox as sbox

sb

.

CPA guesses a part of round key (sub-key) key

(sb)


orresponding to

sbox

sb

and 
omputes the `-bit sensitive data 
andidate b

(sb)

i

from guessed

key

(sb)

and known input X

i

for i-th tra
e. We denote the number of key


andidate for one sbox by n

key

. For example, n

key

= 64 for DES and

n

key

= 256 for AES.

CPA then 
al
ulates the 
orrelation and �nds the sub-key if the 
or-

relation ex
eeds or equals some threshold th

(sb)

. Note that, the threshold
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may be maximum max

(sb)

of 
orrelation over all key

sb

and t

j

, or three

times of the standard deviation of 
orrelation over key

sb

at t

j

. Throughout

this paper, without loss of generality, we regard max

(sb)

as th

(sb)

.

3 CPA

To determine key

(sb)

, the original CPA utilizes the 
orrelation between

Hamming weight of b

(sb)

i

and p

i

(t

j

) for some j. We give a sket
h of CPA

below.

1. for sb from 1 to n

sb

2. for key

(sb)

from 0 to n

key

� 1

3. 
ompute the 
orrelation 
pa(key

(sb)

; t

j

) below

4. if 
pa(key

(sb)

; t

j

) = max

(sb)

,

5. then store key

(sb)

and move to next sb (go to line 1)

6. end for

7. end for

8. output key

(1)

; � � � ; key

(n

sb

)

Here, the 
orrelation 
pa(key

(sb)

; t

j

) is evaluated by


pa(key

(sb)

; t

j

) =

1

n�

h

(sb)

�

p(t

j

)

n

X

i=1

(h

(sb)

i

� h

(sb)

)(p

i

(t

j

)� p(t

j

))

where h

(sb)

i

2 [0; `℄ is the Hamming weight of sensitive data 
andidate

b

(sb)

i

2 f0; 1g

`

. x and �

x

mean the average and the standard deviation of

random variable x, respe
tively:

h

(sb)

=

1

n

n

X

i=1

h

(sb)

i

; �

(sb)

h

=

v

u

u

t

1

n� 1

n

X

i=1

�

h

(sb)

i

� h

(sb)

�

2

p(t

j

) =

1

n

n

X

i=1

p

i

(t

j

); �

p(t

j

)

=

v

u

u

t

1

n� 1

n

X

i=1

�

p

i

(t

j

)� p(t

j

)

�

2

CPA is known to be stronger than DPA. In the above pro
edure, loops

for sb and key

(sb)


an be pro
eeded in parallel if 
pa(key

(sb)

; t

j

) is stored

in an array 
pa[n

sb

℄[n

key

℄.
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register:
time

power

guessed sensitive data:

estimate the correlation

i-th power consumption trace

Fig. 1. Relation among sensitive data, its 
andidate, and power tra
e

4 Built-in determined Sub-key CPA: BS-CPA

As des
ribed in the previous se
tion, CPA determines key

(sb)

for ea
h

sbox

sb

independently. BS-CPA diverts the previous results (key

(1)

; � � � ,

key

(sb�1)

, for example) to in
rease the signal-to-noise ratio (SNR) in �nd-

ind the next sub-key (key

(sb)

). This method is parti
ularly e�e
tive for a

hardware implementation where multiple sbox outputs (and 
orrespond-

ing data su
h as the left outputs of DES) are pro
essed simultaneously.

4.1 Intuition

We �rst give the intuition of our analysis. Traditional di�erential and


orrelation power analyses, su
h as DPA and CPA, follow a simple strat-

egy allowing us to �nd key

(sb)

for ea
h sbox

sb

in parallel. It seems to


ome from the fa
ility of programming (straightfoward algorithm) and

the admissibility in a

essing a number of tra
es.

Our aim is to give the analysis that �nds the sub-key under the limited


ir
umstan
e su
h that an atta
ker is fed with not so many tra
es or

disallowed to 
hoose input (see se
tion 1). Therefore, we make the sa
ri�
e

of fa
ility of programming to de
rease the number of required tra
es. Let

us 
onsider the SNR with Figure 1.

The power 
onsumption relates to the Hamming weight (in many

CPUs) and/or Hamming distan
e (in CMOS logi
) of the sensitive data.

Here, the Hamming distan
e of sensitive data means the Hamming weight

for XOR of sensitive data at the two 
onse
utive 
lo
k 
y
les. For simpli
-

ity, sin
e the experiments (se
tion 5) use the Hamming distan
e model in

guessing the sensitive data, we dis
uss only the Hamming distan
e model.

Assume that register holds sensitive data y

(1)

i

; � � � ; y

(n

sb

)

i

(for i-th tra
e)

and their Hamming distan
es indu
es the power 
onsumption at time t

�

.

In CPA, an atta
ker guesses the sensitive data as b

(sb)

i

and 
omputes the


orrelation between b

(sb)

i

and p(t

�

).
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If the 
orrelation is taken over both Hamming distan
e of b

(sb)

i

and

p

i

(t

�

) for some sb, the portion of power 
onsumption indu
ed by other

sensitive data y

(1)

i

; � � � ; y

(sb�1)

i

; y

(sb+1)

i

; � � � ; y

(n

sb

)

i

behave as a noise and

the SNR of analysis de
reases. The number of required tra
es for deter-

mining the whole key is the largest one for determining key

(sb)

for sbox

sb

that leaks less information among the sboxes.

The multiple guess of key

sb

and key

sb

0

in
reases the SNR. If the at-

ta
ker guesses two sensitive data b

(sb)

i

and b

(sb)

0

i

and 
al
ulates the 
orre-

lation between sum of the Hamming distan
e of two sensitive data 
an-

didates and p

i

(t

�

), the portion of power 
onsumption indu
ed by y

(sb

0

)

i


hange from a noise to a signal. Hen
e, fewer tra
es are required for de-

termining the key 
ompared to single guess of b

(sb)

i

as above.

The more multiple guess the atta
ker makes, the fewer tra
es are suf-

�
ient to determine the key; however, multiple guess leads to the in
rease

of sub-key 
andidates. Our strategy is to feedba
k the information of de-

termined sub-key re
ursively to make multiple guess of several sensitive

data with only one key

(sb)

.

4.2 Pro
edure

This subse
tion gives a des
ription of BS-CPA. The numbers of required

tra
es for determining key

(sb)

di�er in ea
h sb depending on leakage

of 
orresponding sensitive data b

sb

. Sin
e an atta
ker is unable to �nd

whi
h key

(sb)


an be determined with the least number of tra
es, we pre-

pare an array bu
pa[n

sb

℄[n

key

℄ to store the bs-
pa(keys

(SB)

; keys

(sb)

; t

j

)

below to sear
h key

(sb)

in parallel. We use two lists I

0

= fsbg and

I

1

= f(SB ; key

(sb)

)g in
luding indexes of sboxes 
orresponding to un-

determined sub-keys and pairs of index and determined sub-key, respe
-

tively.

1. set I

0

= f1; � � � ; n

sb

g and I

1

= �

2. if I

0

is empty, then output I

1

3. else for all sb 2 I

0

4. for all sub-key 
andidate key

(sb)

5. 
ompute the 
orrelation bs-
pa(keys

(SB)

; key

(sb)

; t

j

)

6. if bs-
pa(keys

(SB)

; key

(sb)

; t

j

) = max

(sb)

,

7. then remove sb from I

0

, add (sb; key

(sb)

) to I

1

, and go to 2.

8. end for

9. end for
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Here, the 
orrelation bs-
pa(keys

(SB)

; key

(sb)

; t

j

) is evaluated by the fol-

lowing equation. Let N 2 [0; n

sb

� 1℄ be the number of elements in I

1

.

bs-
pa(keys

(SB)

; key

(sb)

; t

j

)

=

1

n�

H

(SB;sb)

�

p(t

j

)

n

X

i=1

(H

(SB ;sb)

i

�H

(SB ;sb)

)(p

i

(t

j

)� p(t

j

))

where H

(SB ;sb)

i

2 [0; ` � (N + 1)℄ is the sum of Hamming distan
es of

sensitive data 
andidates b

(SB

1

)

i

; � � � ; b

(SB

N

)

i

; b

(sb)

i

2 f0; 1g

`

derived from

the input X

i

(for the i-th tra
e), the previously determined sub-keys

key

(SB

1

)

; � � � ; key

(SB

N

)

in I

1

and the sub-key 
andidate key

(sb)

, respe
-

tively. p

i

(t

j

) and p(t

j

) are the same as those des
ribed in se
tion 3.

4.3 Variations

The idea of built-in determined sub-keys that in
reases the SNR 
an be

applied to other power analyses su
h as built-in determined sub-key DPA

(BS-DPA), built-in determined sub-key higher-order DPA (BS-HO-DPA),

built-in validate sub-key zero-o�set se
ond-order DPA (built-in validate

sub-key ZO-2DPA) (BS-ZO-2DPA), et
. Espe
ially, sin
e the SNR is 
rit-

i
al in HO-DPA (that requires a lot of tra
es for analysis), our idea leads

to pra
ti
al analyses.

The 
ombination of built-in validate sub-key and multiple sub-key

guess (starting from guessing both key

(sb)

i

and key

(sb)

0

i

; for instan
e, 12-

bits sub-keys for DES) is also one of possible solutions to de
rease the

number of required tra
es, however, more memory spa
e is required.

5 Experimental Results

This se
tion applies BS-CPA to the hardware DES implementation. We

use the power 
onsumption tra
es provided at the DPA 
ontest. We �rst

dis
uss a strategy for atta
king the hardware DES implementation with

BS-CPA.

5.1 BS-CPA against Hardware DES Implementation

With the hardware, DES is usually implemented by a loop ar
hite
ture

having two 32-bits registers holding left and right outputs, respe
tively.

Figure 2 illustrates the data 
ow of DES after the 15th round. In the loop
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F

register
L

register
R

register
L

register
R

16th round key

1
6
th
 r
o
u
n
d

1
5
th
 r
o
u
n
d

Inverse of IP

ciphertext

Fig. 2. Data 
ow of DES

ar
hite
ture, the left registers register

L

(resp. right registers register

R

) de-

s
ribed at the end of ea
h round are identi
al. F is the round fun
tion


onsisting of 4-bits to 6-bits extension permutation, eight 6-bits key ad-

dition, eight 6-bits to 4-bits sboxes and 32-bits permutation.

Let us 
onsider the i-th tra
e. At the 
lo
k end of the 15th round,

register

L

holds the left output of the 15th round (L

15;i

) whi
h equals the

XOR of right output of the 16th round (R

16;i

) and output of the round

fun
tion F (key

(sb)

; L

16;i

). On the other hand, at the end of the 16th round,

register

L

holds the left output of the round (L

16;i

). We regard the distan
e

of left outputs of the 15th and 16th rounds as the sensitive data, namely,

b

(sb)

i

= L

(sb)

15;i

� L

(sb)

16;i

= R

(sb)

16;i

� F

(sb)

(key

(sb)

; L

16;i

)� L

(sb)

16;i

:

Here, L

(sb)

15;i

, et
., represent bits 
orresponding to sbox

sb

2 fsbox

1

; � � � ; sbox

8

g

through the permutation of the round fun
tion F .

In this analysis, we store the 
orrelation in array, 
onsisting of n

sb

= 8

times n

key

= 64 elements, and 
al
ulate multiple 
orrelation for ea
h sbox

simultaneously. If some sub-key is determined, we roll-ba
k the tra
e to

the �rst one, use the determined sub-key for re-
omputing the sensitive

data 
andidates (its length is enlarged by `) and try to �nd another sub-

key.

Note: It seems to be able to in
rease the SNR by adding the Ham-

ming distan
e of data for the right register register

R

. register

R

holds

R

15;i

= L

16;i

and R

16;i

at the 
lo
k end of the 15th and 16th 
lo
k 
y
les,

respe
tively. We regard

^

b

(sb)

i

= L

16;i

�R

16;i

as another sensitive data and

repla
e H

SB ;sb

i

in 
pa(key

(SB)

; key

(sb)

; t

j

) with

b

H

SB ;sb

i

that is the sum of
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Hamming weights of b

(sb)

i

and

^

b

(sb)

i

. Note that sin
e b

(sb)

i

and

^

b

(sb)

i

are


omputed by XOR and

b

H

SB ;sb

i

is their Hamming distan
e. We tried this

idea to our experiments; however, the result was not improved (one or two

more tra
es are required 
ompared to the analysis using only register

L

for


omputing the sensitive data 
andidates).

5.2 Experiments

The DPA 
ontest provides the power 
onsumption tra
es of hardware

DES implementations (se
matv1 2006 04 0809, se
matv3 20070924 des, and

se
matv3 20071219 des).

Our analysis is performed under the following 
ondition.

{ We apply BS-CPA.

{ We guess the 6-bits sub-key for sbox

sb

, not 12-bits sub-keys blo
k for

sbox

sb

and sbox

sb

0

.

{ We regard the Hamming distan
e of register

L

as the sensitive data.

{ We use the tra
es of se
matv1 2006 04 0809.

{ We follow the database �le order, not the spe
ial �le (suitable) order.

{ We evaluate whole points, not the narrowed points.

{ We 
ompress 15 points to one point.

Table 1. Numbers of required tra
es for BS-CPA and CPA

order sbox bs-
pa

1 sbox

2

65

2 sbox

3

30

3 sbox

4

46

4 sbox

7

44

5 sbox

8

49

6 sbox

6

64

7 sbox

5

59

8 sbox

1

48

max | 65

order sbox 
pa

1 sbox

2

65

2 sbox

4

78

3 sbox

1

90

4 sbox

8

91

5 sbox

3

153

6 sbox

5

236

7 sbox

7

268

8 sbox

6

280

max | 280

Table 1 shows the result of BS-CPA and traditional CPA. Both anal-

yses �rst �nd key

(2)

for sbox

2

with 65 tra
es. After that, these analyses

take di�erent ways.

BS-CPA roll-ba
ks (rewinds) the tra
es and uses key

(2)

to �nd another

sub-key; and it se
ondly �nds key

(3)

with 30 tra
es. As shown in table
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1, it re
ursively �nds key

(4)

; key

(7)

; � � � ; key

(1)

with 46, 44, � � � , 48 tra
es,

respe
tively. Sin
e the maximum is 65, BS-CPA spe
i�es the 56-bits key

of the 16th round with 65 tra
es (164 tra
es under the poli
y of DPA


ontest).

On the other hand, CPA does not use the results previously obtained

in the analysis in �nding another sub-key. It se
ondly �nds key

(4)

with

more 13 tra
es (at the 75th tra
e), and it sequentially �nds key

(1)

; key

(8)

,

� � � ; key

(6)

with 90, 91, � � � , 280 tra
es, respe
tively. Sin
e the maximum

is 280, CPA determines the 56-bits key of the 16th round with 280 tra
es

(379 tra
es under the poli
y of DPA 
ontest).

Therefore, we 
an 
on
lude BS-CPA 
an determine the whole key with

mu
h less power 
onsumption tra
es than CPA requires.

Note: If we follow some results of DPA 
ontest to narrow the point from

14450 to 14550, then the number of required tra
es in BS-CPA de
reases

65 to 44 (143 tra
es under the poli
y of DPA 
ontest). Moreover, using

a very spe
ial �le order (with points from 14400 to 14500) de
reases the

number of required tra
es to 20 (119 tra
es under the poli
y); however, in

order to obtain this result, BS-CPA works not greedily but strategi
ally.

6 Con
lusion

A new general power analysis, built-in determined sub-key CPA (BS-

CPA), that uses restri
ted tra
es thoroughly was proposed. It re
ursively

uses the previous results to in
rease the SNR and �nds another sub-key

without in
reasing the guess of sub-key 
andidates. BS-CPA is powerful

and e�e
tive when the multiple sbox outputs or multiple 
orresponding

data are pro
essed simultaneously time as in the 
ase for the hardware

implementation. We apply this analysis to data provided at the DPA


ontest and su

eed in �nding DES key less than the original CPA does.
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