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Abstract

We give a generalization of the Diffie-Hellman key agreement scheme that

is based on the hardness of computing homomorphic images from an alge-

bra to another. We formulate computational and decision versions of the

homomorphic image problem and devise a key agreement protocol that is

secure in the Canetti-Krawczyk model under the decision homomorphic

image assumption. We also give an instantiation of the protocol using an

additively homomorphic symmetric encryption scheme of Armknecht and

Sadeghi. We prove that the instantiation is secure under the assumption

that the encryption scheme is IND-CPA secure.

Keywords: cryptography, key exchange, session key agreement, algebraic sys-
tem, universal algebra

1 Introduction

Key agreement protocols allow two or more parties to derive a common secret
key over an adversially controlled channel. The derived key can be used for
example to establish a secure channel with a symmetric encryption scheme.
Diffie-Hellman key agreement [12] is one of the most widely used key agreement
protocols. It allows two parties to agree on a common session key without
sharing any secrets in advance. The original Diffie-Hellman scheme is based on
exponentiation of integers modulo a prime. Its security is based on the hardness
of computing discrete logarithms. Since the seminal paper of Diffie and Hellman,
sub-exponential time algorithms have been devised for the discrete logarithm
problem [9]. To avert such methods, generalizations the original scheme have
been studied. For example, in elliptic curve Diffie-Hellman key agreement [20,
17] the platform group has been changed into a cyclic group arising from the
group structure over an elliptic curve.

Algebraic generalizations of the Diffie-Hellman scheme can be constructed
based on the properties of the original scheme. For example, the commutativity
of exponentiation enables us to derive common values between two parties in
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an obvious way. The commutativity is the principal property in many schemes
that can be considered as generalizations of the Diffie-Hellman scheme such as
pairing based key agreement over algebraic curves [14]. On the other hand,
exponentiation in a cyclic group can be also seen as a group automorphism.
Several discrete logarithm based primitives can be characterized by considering
a group of automorphisms acting on a group [24]. Swapping exponentiation
with conjugation yields schemes that work on non-commutative groups [16, 23].
Such generalizations typically concentrate on the commutativity rather than on
the homomorphic property. In this paper, we show that if the homomorphic
property is satisfied, then the commutativity is not needed. We formulate a
generalization of the Diffie-Hellman scheme that can be considered, in the ho-
momorphic sense, the most general possible. Instead of group automorphisms,
we have a set of homomorphisms from a finitely generated algebra to another.
Our construction is based on the presumed infeasibility of a homomorphic image
problem (HIP) that asks for the image of a given element under an unknown
homomorphism. The homomorphisms do not need to commute in our scheme
and there are not any structural requirements for the algebras other than the
infeasibility of the HIP.

We formulate both a computational and a decision version of the HIP and de-
vise a key agreement protocol that is secure in the unauthenticated links model
formalized by Bellare et al. [4] and later extended by Canetti and Krawczyk [7].
We prove the security under the decision homomorphic image assumption. We
also give an example construction of our scheme based on a symmetric encryp-
tion scheme of Armknecht and Sadeghi [3] that is additively homomorphic over
a vector space. We show that the protocol is secure in the Canetti-Krawczyk
model whenever the IND-CPA security assumption of the encryption scheme
holds.

1.1 Related work

Many key agreement schemes can be classified under the algebraic generaliza-
tions of the Diffie-Hellman scheme. Naturally, it is possible to replace (Z/pZ)∗

with another cyclic group if computing discrete logarithms is infeasible for that
group. An example of such a generalization is the elliptic curve Diffie-Hellman
key agreement scheme [20, 17]. Other groups over Abelian varieties can be also
used [18].

Conjugacy search problem is one of the possible generalizations of the dis-
crete logarithm problem to non-commutative groups. Commuting automor-
phisms have both the commutativity and the homomorphic property of the ex-
ponentiation operation. In [16], Ko et al. suggest a Diffie-Hellman like scheme
using the braid group and commuting inner automorphisms. According to De-
hornoy [11], the same scheme has been independently suggested by Sidel’nikov
et al. using a non-commutative semigroup [25].

In [24], the possibility of using commuting endomorphisms instead of auto-
morphisms is suggested. In [24], Shpilrain and Zapata also algebraically classify
exponentiation and conjugation based schemes using a group action. Shpilrain
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and Zapata also give a general definition for an algebraic public-key crypto-
graphic system based on a one-way group action [24, Definition 1]. They sug-
gest a generalization of the Diffie-Hellman scheme using commuting semigroup
actions. To the best of our knowledge, semigroup actions were first suggested
by Monico [21]. Similar schemes can be found in [19, 26].

We are not aware of any generalizations based on non-commuting homomor-
phisms. A related algebraic key agreement scheme is suggested by Anshel et al.
in [2]. The scheme is based on three special mappings β, γ1, γ2 defined using
two monoids. Of the three functions, β has a homomorphic property. In [2, 1],
Anshel et al. suggest conjugation and the braid group as the basis for a key
agreement protocol. Although the scheme of Anshel et al. is not a general-
ization of the Diffie-Hellman scheme, it bears many similarities to the scheme
suggested in this paper. Namely, we choose generators for an algebra and com-
pute their images under a secret homomorphism. The security of the scheme
depends on finding a factorization of a given element in terms of the generators
of the algebra. However, for the scheme of Anshel et al. the functions γ1 and γ2
need to satisfy special properties and the underlying algebra is a monoid. Such
requirements are not needed for our scheme.

1.2 Organization

The organization of the paper is the following. Section 2 contains the necessary
preliminaries for the rest of the paper. In Section 3, we give a basic representa-
tion of our scheme. We show that the scheme is secure against fully recovering
the common element in the setting of eavesdroppers whenever the computa-
tional version of the homomorphic image problem (CHIP) is infeasible. We also
show that the CHIP is reducible to the so called factorization problem that
asks for a representation of a given element in terms of the generators and the
operations of the algebra. We also show that the original Diffie-Hellman scheme
is a special case of our construction.

In Section 4, we formulate a decision version of the HIP. Based on the infea-
sibility of this problem, we devise a key agreement protocol that is secure in the
Canetti-Krawczyk model [7]. Finally, in Section 5 we give an instantiation of
the protocol based on an IND-CPA secure additively homomorphic symmetric
encryption scheme suggested by Armknecht and Sadeghi [3]. We use the en-
cryption scheme to implement the set of homomorphisms. The infeasibility of
the decision HIP follows from the IND-CPA security and a certain ciphertext
re-randomization property of the Armknecht-Sadeghi scheme.

2 Preliminaries

2.1 Universal algebra

An algebraic language L = (O, r) is a first order language that consists of a set
of operation symbols O together with a function r, which assigns a non-negative
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integer r(s), the arity of s, for each element s ∈ O. A finitary operation fA is
a function Xm → X , where m is the arity of fA. A model of L,

A = (X, fA (f ∈ O)),

is called an algebra (also an algebraic system). That is, an algebra is a system
A = (X,F ), where X is a non-empty set and F is a set of finitary operations
on A. The type of an algebra is its language.

Let A,B be algebras of the same type. A mapping h : A → B is a ho-
momorphism from A to B if for every operation symbol f of the type and
x1, x2, . . . , xr(f) ∈ A,

h(fA(x1, x2, . . . , xr(f))) = fB(h(x1), h(x2), . . . , h(xr(f))).

An endomorphism of A is a homomorphism from A to itself. The set of en-
domorphisms comprises a semigroup End (A). An automorphism is a bijective
endomorphism and the set of automorphisms comprises a group Aut (A).

For a treatise on universal algebra, see for example [6].

2.2 Diffie-Hellman key agreement

The Diffie-Hellman scheme [12] is a two-party key agreement scheme that, in its
general form, allows two parties (say Alice and Bob) to derive a common secret
element in the following way. Let Alice and Bob agree on a finite cyclic group
G and a generator g ∈ G. Both randomly choose a, b ∈ {1, 2, . . . , |G|} as their
private keys, respectively, and exchange ga and gb. The common secret element
is gab. The computational Diffie-Hellman problem (CDHP) asks to compute gab

given ga and gb. An eavesdropper cannot compute gab whenever the CDHP is
infeasible.

The function g 7→ ga is an automorphism of G for every a ∈ {1, 2, . . . , |G|}.
We can therefore see the Diffie-Hellman scheme as a group of commuting auto-
morphisms K ≤ Aut (G) acting on G. Alice and Bob choose random automor-
phisms α and β as their private keys, respectively, and exchange α(g) and β(g).
The common key is established as α(β(g)) = β(α(g)). It has to be infeasible to
deduce α(β(g)) from α(g) and β(g).

2.3 Formal security of key agreement protocols

A general framework for considering the security of session-based multiparty
protocols has been formalized by Bellare et al. in [4]. We will follow an extended
formalism that was introduced by Canetti and Krawczyk in [7]. In a two-party
key agreement protocol, two principals communicate to establish a secret shared
session key. Each party (denoted by Pi) is modeled as a probabilistic polynomial
time algorithm. By efficient and feasible computations we refer to probabilistic
polynomial time computation. A function ǫ is negligible if for every positive
polynomial p there is an integer np > 0 such that |ǫ(k)| < 1/p(k) for every
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k ≥ np. For computation in a specific algebra, we naturally require that there
is an efficient algorithm that for every n-ary operation fA and any n elements
of A outputs the application of fA on these elements.

An input for each party Pi is of the form (Pi, Pj , s, role), where Pj is the
identity of another party, s is a unique session identifier and role is either an
initiator or a responder. Two sessions are matching if their inputs for Pi and Pj

are (Pi, Pj , s, initiator) and (Pj , Pi, s, responder), respectively. After activation,
Pi and Pj exchange messages and generate locally an output that contains the
names of the principals of the session, the session identifier and a computed
session key. When such an output is generated, the session is completed for that
principal. A session can also expire, which means that the corresponding session
key and state information is erased from the memory of the principal.

An adversary is modeled as a probabilistic polynomial time algorithm that
has full control on the communication channel. An adversary can also control
scheduling of the protocol events that include initiation and delivery of mes-
sages. Furthermore, the adversary is given access to secret information using
the following special queries:

• Party corruption: The adversary learns all information in the memory of
a principal.

• Session key query: The adversary learns the session key of a session.

• Session state reveal : The adversary learns the internal state of an incom-
plete session.

This model is called the unauthenticated links model (UM). We also define a
restricted model called the authenticated links model (AM) in a similar way but
assume that the adversary cannot modify the messages that have been generated
by the principals. That is, in the AM we assume that all communication is
completely authenticated.

At any point, an adversary U can run a test session query for a session that is
completed, unexpired and has not been revealed. When such a query is invoked,
we choose b ∈ {0, 1} uniformly at random. If b = 0 we give the session key to U .
If b = 1 we give U a randomly chosen key from the distribution of session keys.
The adversary now has to distinguish the real session key from a random one.

Definition 1 (Canetti-Krawczyk security). A key agreement protocol is secure
if for every adversary U in the UM (similarly for AM)

1. whenever a matching session is completed for two uncorrupted principals,
they both output the same key,

2. the probability that U correctly guesses b is at most 1/2 + ǫ(k), where ǫ is
a negligible function and k is the security parameter.

Any protocol that is secure in the AM can be converted into a secure protocol
in the UM using algorithms called authenticators. Such algorithms can be con-
structed based on different cryptographic mechanisms such as digital signatures
or MACs. For details, see [4] and [7, 8].
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3 Homomorphism based key agreement scheme

In the following, we describe a two-party key agreement scheme that is based on
the hardness of computing the image of an element under an unknown homo-
morphism from an algebra A to an algebra B of the same type. The goal of the
scheme is to establish a common element of B in a way that is infeasible for an
eavesdropper to deduce. It is not guaranteed, however, that some information
could not be gained about the element in a particular algebraic platform. The
situation is analogous to the Diffie-Hellman protocol. For instance, there are
many groups for which the computational Diffie-Hellman problem is generally
considered infeasible, but there is an efficient algorithm for the decision ver-
sion [5]. For clarity, we shall not in this section consider full indistinguishability
of the session key. We call the construction ”a scheme” in order to differentiate
from a complete protocol. We also do not restrict ourselves to any particu-
lar model of computation. Instead, we only assume that certain problems are
infeasible in the chosen model.

We start by defining two problems. Let A = (XA, FA) and B = (XB, FB)
be (possibly non-associative) algebras of the same type.

Definition 2 (Factorization problem (FP)). Let n be a non-negative integer
and let

A = {a1, a2, . . . , an} ⊂ XA.

Given an element y in the subalgebra of A generated by A, find a representation
of y using the generators A and the operations in FA.

Definition 3 (Computational homomorphic image problem (CHIP)). Given a
set of pairs of elements from XA ×XB,

(a1, ϕ(a1)), (a2, ϕ(a2)), . . . , (an, ϕ(an)),

where ϕ is a homomorphism from A to B and an element x of the subalgebra
of A generated by A = {a1, a2, . . . , an}, compute ϕ(x).

The corresponding assumptions are that these problems are infeasible in the
chosen computational model. Let AA denote the subalgebra of A generated by
A. It is easy to see that these two problems are connected.

Proposition 1. Let A = {a1, a2, . . . , an}. If the FP is feasible on AA, then an
instance

(a1, ϕ(a1)), (a2, ϕ(a2)), . . . , (an, ϕ(an)), x

of the CHIP can be feasibly solved for any homomorphism ϕ : A → B and any
element x ∈ AA.

Proof. Since the FP is feasible on AA, it is feasible to find a representation of x
using the generators A and the operations FA. By exchanging each occurrence
of ai in the representation of x by ϕ(ai) and each occurrence of an operation
from FA by the corresponding operation from FB, we have an expression of
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ϕ(x) by the homomorphism property of ϕ. The value of ϕ(x) can be computed
by evaluating the expression.

For a key agreement scheme, we require a set of homomorphisms such that if
a particular homomorphism ϕ is known, then ϕ(x) can be efficiently computed
for any x ∈ A even without a factorization of x. In the following, we call such
a set of homomorphism efficiently computable.

Scheme 1. Let the participants be Alice and Bob. Let A = (XA, FA) and
B = (XB, FB) be public algebras and let K be a set of efficiently computable
homomorphisms from A to B.

Step 1: Alice randomly samples a finite subset of distinct elements

A = {a1, a2, . . . , an} ⊆ XA.

and a random private homomorphism α ∈ K. She computes

α(a1), α(a2), . . . , α(an)

and transmits the pairs

(a1, α(a1)), (a2, α(a2)), . . . , (an, α(an))

to Bob.

Step 2: Bob randomly applies the operations of FB on the elements

α(a1), α(a2), . . . , α(an)

to obtain α(b) ∈ XB. Bob also applies the corresponding sequence of
operations in FA on the corresponding a1, a2, . . . , an to obtain b ∈ XA,
which he transmits to Alice.

Step 3: Alice computes α(b), which is the common secret element.

Proposition 2. If an eavesdropper Eve is able to feasibly compute the common
secret element, then she is able to feasibly solve the CHIP on AA.

Proof. By observing the exchanged messages during the execution of the scheme,
Eve knows

(a1, α(a1)), (a2, α(a2)), . . . , (an, α(an)) and b,

which is an instance of the CHIP on the subalgebra generated by A. If Eve is
able to feasibly compute α(b), then she is able to solve this particular instance.
Since α and b are randomly chosen, she is able to feasibly solve an arbitrary
instance of the CHIP on AA.

If the CHIP is infeasible, then it is infeasible for an eavesdropper to fully
recover the common element.
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We can show that the Diffie-Hellman key agreement scheme is a special case
of Scheme 1. Presenting the scheme in this form allows us to eliminate many
of the algebraic properties needed by the original Diffie-Hellman scheme. For
example, the underlying structure does not need to be a group and derivation of
the common element does not require the commutativity of the exponentiation
operation. Nevertheless, the original Diffie-Hellman scheme takes the following
form. Let A = B = G, a cyclic group and let K = Aut (G).

Step 1: Alice generates a random A = {g}, where g is a generator of G, and
a random private automorphism α : x 7→ xa, where a ∈ {1, 2, . . . , |G|}.
Using the only generator g, Alice computes α(g) = ga and transmits the
pair (g, ga) to Bob.

Step 2: Bob randomly applies the only binary operation of G on ga to obtain
a secret element

gab = gaga · · · ga
︸ ︷︷ ︸

b times

.

Bob also applies the corresponding sequence of operations on g to obtain
an element

gb = gg · · · g
︸ ︷︷ ︸

b times

,

which he transmits to Alice.

Step 3: Alice computes α(gb) = gab, which is the common element.

In this case, the FP asks for a factorization of gb using g, which is equivalent to
the discrete logarithm problem. The CHIP asks to compute α(gb) = gab given
gb and (g, ga), which is equivalent to the computational Diffie-Hellman problem.
Of course, whether any information can be deduced about gab depends on the
decision Diffie-Hellman assumption onG. A similar assumption is clearly needed
for A,B and K that are used for Scheme 1.

4 Provably secure key agreement protocol

To be able to securely agree on a key, Alice and Bob need to be able to authen-
ticate each other. We shall not consider authentication schemes in this paper.
Instead, we first devise a protocol that is secure in the AM and then apply an
authenticator. This approach allows us to devise a secure protocol in a clear
manner.

4.1 Decision homomorphic image assumption

We establish the security of our protocol under a decision homomorphic image
(DHI) assumption, which is analogous to the decision Diffie-Hellman assump-
tion. We formulate the DHI assumption for algebras by following [5].
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Definition 4. A family of algebras and homomorphisms

An → B = {(Ai,Bi,Ki)}

is a set consisting of ordered 3-tuples (Ai,Bi,Ki), where Ai and Bi are finitely
generated algebras of the same type, Ai is generated by n elements for every i,
Ki is a set of homomorphisms from Ai to Bi such that α(Ai) = Bi for every
α ∈ Ki and i ranges over an infinite index set.

Remark 1. The requirements on this definition could be relaxed by requiring
that A = {a1, a2, . . . , an} ⊆ Ai only generates a subalgebra (Ai)A of Ai and the
image of (Ai)A under α may be different for each α ∈ Ki. However, in such a
case the cardinality of the algebra generated by α(A) might be a priori unknown.

An instance generator IGAn→B for the family An → B is a randomized
algorithm that given a security parameter k runs in polynomial time and outputs
an index i and a random set of distinct elements A = {a1, a2, . . . , an} ⊆ Ai such
that Ai is generated by A.

Using this notation, the decision Diffie-Hellman assumption can be formu-
lated in the following way. Let G1 → G = {(Gp, Gp,Aut (Gp))}, where each Gp

is a cyclic group and p ranges over prime numbers. An instance generator for
this family outputs an index p and a random generator g ∈ Gp.

Definition 5. A probabilistic polynomial time algorithm D is a decision Diffie-
Hellman (DDH) distinguisher for G1 → G, if for a fixed a > 0 and a sufficiently
large k,

|Pr [D(p, (g, α(g)), (gy, α(gy)) = 1]− Pr [D(p, (g, α(g)), (gy , gz) = 1] | >
1

ka
,

where g is a generator of Gp and α ∈ Aut (G). The probability is taken over

• the random choice of p, g according to the distribution induced by the in-
stance generator IGG1→G(k),

• the random choice of y, z in {1, 2, . . . , |Gp|},

• the random choice of α ∈ Aut (G), that is, the random choice of x ∈
{1, 2, . . . , |Gp|} since α : g 7→ gx for some x,

• the random bits of D.

The family G1 → G satisfies the DDH assumption if there is no DDH distin-
guisher for G1 → G.

We assume that a distinguisher D outputs 1 if it thinks that it was given
α(gy) = gxy instead of a random element gz. The DHI assumption can be
formulated in an analogous way.

9



Definition 6. A probabilistic polynomial time algorithm D is an n-DHI distin-
guisher for An → B if, for a fixed a > 0 and a sufficiently large k, it satisfies

|Pr [D(i, (a1, α(a1)), (a2, α(a2)), . . . , (an, α(an)), (b, α(b))) = 1]

−Pr [D(i, (a1, α(a1)), (a2, α(a2)), . . . , (an, α(an)), (b, c)) = 1] | > 1
ka ,

where A = {a1, a2, . . . , an} ⊆ Ai is a set of generators of Ai. The probability is
taken over

• the random choice of i, a1, a2, . . . , an according to the probability distribu-
tion induced by the instance generator IGAn→B(k),

• the random choice of α ∈ Ki,

• the random choice of b from Ai,

• the random choice of c from Bi,

• the random bits of D.

The family An → B satisfies the n-DHI assumption if there is no n-DHI distin-
guisher for An → B.

Remark 2. For G1 → G, the 1-DHI assumption is equivalent to the DDH
assumption.

4.2 The protocol

Based on Scheme 1 and the n-DHI assumption, we formulate a two-party key
agreement protocol that is secure in the AM. The proof of the security is in fact
very similar to the proof of Theorem 8 in [8].

The established session key is often required as a binary string. Since we
have no requirements for the representations of the algebras, we assume that
for any particular representation of an algebra A, there is an injective public
function B that maps elements of the algebra to binary strings. This function
can be used to derive a valid session key.

Protocol 1. Common information: a member (Ak,Bk,Kk) from a family of
algebras and homomorphisms An → B and an injective function B : Bk →
{0, 1}∗.

Step 1: The principal Pi on input (Pi, Pj , s, initiator)

• randomly samples a sequence (a1, a2, . . . , an) of distinct elements of
Ak such that Ak is generated by these elements,

• randomly samples a homomorphism α ∈ Kk,

• computes α(a1), α(a2), . . . , α(an),

• transmits (Pi, Pj , s, (a1, α(a1)), (a2, α(a2)), . . . , (an, α(an))) to Pj.
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Step 2: After receiving (Pi, Pj , s, (a1, α(a1)), (a2, α(a2)), . . . , (an, α(an))), the
responder Pj

• randomly applies the finitary operations of Bk on α(a1), α(a2), . . . , α(an)
to obtain an element α(b),

• applies the corresponding sequence of operations of Ak on a1, a2, . . . , an
to obtain b,

• transmits (Pj , Pi, s, b) to Pi,

• computes B(α(b)),

• erases α(b),

• erases the sequence of operations,

• outputs the session key B(α(b)) under the session identifier s.

Step 3: After receiving (Pj , Pi, s, b), the principal Pi

• computes B(α(b)),

• erases α,

• outputs the session key B(α(b)) under the session identifier s.

Proposition 3. Protocol 1 is secure in the AM under the n-DHI assumption
for An → B.

Proof. If Pi and Pj complete the protocol uncorrupted they both establish the
same key for the session identified by s. Therefore, the first requirement of
Definition 1 is satisfied.

Suppose that there is an adversary A in the AM against Protocol 1 such
that A distinguishes with probability 1/2 + ǫ(t), where ǫ(t) is a non-negligible
function on the security parameter t, whether the response to a test query is
real or randomly chosen. We construct an n-DHI distinguisher D for An → B

using A. Let the input to D be one of the following, each with probability 1/2:

(i, (a1, α(a1)), (a2, α(a2)), . . . , (an, α(an)), (b, α(b))),

or
(i, (a1, α(a1)), (a2, α(a2)), . . . , (an, α(an)), (b, c)),

where c is chosen uniformly at random from Bk.
Let us denote by l an upper bound for the number of sessions that A possibly

invokes in any interaction and let us consider the following description for the
distinguisher D on input (i, (a1, α(a1)), (a2, α(a2)), . . . , (an, α(an)), (b, x)):

1. Choose r uniformly at random from {1, 2, . . . , l}.

2. Run A and simulate an interaction of principals P1, P2, . . . , Pm using Pro-
tocol 1.
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3. Whenever A activates a principal for a session that is not the r-th one,
follow the protocol instructions on behalf of that principal. Whenever a
session expires at a principal, erase the corresponding session key from
its memory. If a principal is corrupted, give all information stored in its
memory to A. If a session that is not the r-th one is exposed, give all
information corresponding to that session to A.

4. When A invokes the r-th session, with session number s, to establish a
key between Pi and Pj with Pi as the initiator, let Pi send the message
(Pi, Pj , s, (a1, α(a1)), (a2, α(a2)), . . . , (an, α(an))) to Pj .

5. WhenA invokes Pj to receive (Pi, Pj , s, (a1, α(a1)), (a2, α(a2)), . . . , (an, α(an))),
let Pj respond with (Pj , Pi, s, b).

6. If the session with session number s is chosen as the test session by A,
provide B(x) to A as an answer to the query.

7. If the r-th session is not chosen as the test session, or if A halts without
choosing a test session, choose a bit b′ uniformly at random, output b′ and
halt.

8. If A halts with an output bit b′, output b′ and halt.

Clearly the run of A by D is identical to a normal run of A against Protocol 1.
Let us consider the two cases depending on whether the test-session chosen by
A is the r-th one.

1. Let the test-session be the r-th session. In this case, A is given

(a1, α(a1)), (a2, α(a2)), . . . , (an, α(an)), b and B(x).

If the input x was α(b), then A was given the actual key agreed between
Pi and Pj for session s. If x was a random element c, then A was pro-
vided with a binary string corresponding to a random element from Bk.
That is, a random value was given to A from the distribution of session
keys. Each of these cases happens with probability 1/2, which satisfies
the requirement for Definition 1. Since A distinguishes these cases with
probability 1/2 + ǫ(t) and D outputs the same bit, D distinguishes the
inputs with probability 1/2 + ǫ(t).

2. Suppose that the test session is not the r-th session. Then D outputs a
random bit and its probability to guess correctly is 1/2.

The probability that case 1 happens is 1/l, while the probability that case
2 happens is 1 − 1/l. Therefore, the probability of D to succeed to distinguish
the input distributions is 1/2 + ǫ(t)/l, which is non-negligible.

Protocol 1 can be transformed into a protocol that is secure in the UM using
any authenticator. In the following, we apply a signature based authenticator
described in [4].
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Protocol 2. Common information: an instance (Ak,Bk,Kk) from a family
of algebras and homomorphisms An → B and a function B : Bk → {0, 1}∗.
Each participant Pi also has a private key for a signature algorithm Sign and
the public verification keys of the other participants.

Step 1: The initiator Pi on input (Pi, Pj , s, initiator)

• randomly samples a sequence (a1, a2, . . . , an) of distinct elements from
Ak such that Ak is generated by these elements,

• randomly samples a homomorphism α ∈ Kk,

• computes α(a1), α(a2), . . . , α(an),

• computes a signature

s1 = Sign(i, (Pi, Pj , s, (a1, α(a1)), (a2, α(a2)), . . . , (an, α(an)))),

• transmits (Pi, Pj , s, (a1, α(a1)), (a2, α(a2)), . . . , (an, α(an))) and s1 to
Pj.

Step 2: After receiving (Pi, Pj , s, (a1, α(a1)), (a2, α(a2)), . . . , (an, α(an))) and
s1, the responder Pj

• verifies the signature s1 and all of the received values. If the verifi-
cation fails, Pj aborts. If it succeeds, Pj continues and

• randomly applies the binary operations of Bk on α(a1), α(a2), . . . , α(an)
to obtain an element α(b),

• in parallel applies the corresponding sequence of operations of Ak on
a1, a2, . . . , an to obtain b,

• computes a signature s2 = Sign(j, (Pj , Pi, s, b)),

• transmits (Pj , Pi, s, b) and s2 to Pi,

• computes B(α(b)),

• erases α(b),

• erases the sequence of operations,

• outputs the session key B(α(b)) under the session identifier s.

Step 3: After receiving (Pj , Pi, s, b) and s2, the principal Pi

• verifies the signature s2 and all of the received values. If the verifi-
cation fails, Pi aborts. If it succeeds, Pi continues and

• computes B(α(b)),

• erases α,

• outputs the session key B(α(b)) under the session identifier s.
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5 Protocol based on an additively homomorphic

symmetric encryption scheme

In this Section, we give an instantiation of the devised protocol based on a sym-
metric encryption scheme of Armknecht and Sadeghi [3] (hereby abbreviated as
the AS scheme) that is homomorphic (in a restricted sense) over a vector space.
We start by briefly describing the AS scheme and considering a suitable choice
of parameters. Then, we construct a family of algebras and homomorphisms
and prove that the r-DHI assumption holds for the family provided that the AS
scheme is IND-CPA secure for r+ 1 encryptions. Finally, we give a description
of the complete protocol.

5.1 The Armknecht-Sadeghi scheme

Armknecht and Sadeghi suggest in [3] a homomorphic symmetric encryption
scheme that is a modification of a non-homomorphic encryption scheme sug-
gested by Kiayias and Yung in [15]. The AS scheme supports an unlimited
number of additions but a very limited number of multiplications. Further-
more, the ciphertext size grows exponentially with the number of encryptions.
Ciphertext indistinguishability under chosen plaintext attack (IND-CPA or se-
mantic security [13]) of the AS scheme is based on the problem of decoding
interleaved Reed-Solomon codes. The problem is also called the synchronized
polynomial reconstruction problem (SPRP) and it is defined in the following
way in [10]. Let [m] = {1, 2, . . . ,m} and let F be a field.

Definition 7 (SPRP). Given k, t, r ∈ N, a vector x = (x1, x2, . . . , xn) ∈ Fn with
xi 6= xj for i 6= j and r vectors y1,y2, . . . ,yr such that yi = (yi,1, . . . , yi,n) ∈ Fn

for every i ∈ [r], output a sequence of polynomials (py1 , py2, . . . , pyr
) and a set

of indices I (error-free entries) that satisfy

• pyi
∈ F[x] and deg(pyi

) < k for every i ∈ [r],

• I ⊆ [n] and |I| = t,

• pyi
(xj) = yi,j for all i ∈ [r], j ∈ I.

Instances of the SPRP can be efficiently sampled by an instance generator
IGSPR. On input (x, k, t, r) choose uniformly at random a subset I ⊂ [n] of
size t and r polynomials pyi

∈ F[x] with deg(pyi
) < k for every i ∈ [r]. Set

yi,j = pyi
(xj) for every i ∈ [r], j ∈ I and choose yi,j uniformly at random from

F \ {pyi
(xj)} for i ∈ [r], j /∈ I. The generated instance is (y1,y2, . . . ,yr).

A decision problem can be formulated based on the SPRP by considering the
indices I. Informally, the goal is to determine with non-negligible probability
whether a given index i ∈ I. Clearly, a solution to the SPRP yields a solution
to this decision problem.

14



Definition 8 (Decision SPRP). A probabilistic polynomial time algorithm D is
an (x, k, t, r)-SPR distinguisher if for a fixed a and a suitably large k, it satisfies

|Pr [D(i,y1,y2, . . . ,yr) = 1]− Pr [D(j,y1,y2, . . . ,yr) = 1]| >
1

ka
,

where i ∈ I, j ∈ [n] \ I and (y1,y2, . . . ,yr) is an instance of SPRP. The proba-
bility is taken over

• the random choice of (y1,y2, . . . ,yr) according to the instance generator
IGSPR,

• the random choice of i ∈ I,

• the random choice of j ∈ [n] \ I,

• the random bits of D.

The (x, k, t, r)-SPR assumption holds if there is no (x, k, t, r)-SPR distinguisher.

If p is a polynomial and x,y ∈ Fn, let us denote p(x) = y if and only if
p(xi) = yi for every i ∈ [n]. The AS scheme encrypts vectors over F to instances
of the SPRP using the index set I as a key. The scheme consists of the following
five operations.

Setup: The input consists of the security parameter and two positive integers
r, an upper bound on the number of encryptions, and µ, the number
of supported multiplications. The setup algorithm chooses integers n, k, t
such that µ·k < t < n and the appropriate security conditions are met. See
Section 5.2 for details. It also selects an index set I ⊂ [n] such that |I| = t
and two vectors x = (x1, x2, . . . , xn) ∈ Fn and z = (z1, z2, . . . , z⌊k/2⌋) ∈

F⌊k/2⌋ with all entries pairwise distinct.

Encrypt: The input consists of a plaintext m ∈ F⌊k/2⌋ and a key I. The
encryption algorithm chooses a random polynomial p ∈ F[x] of degree
≤ k such that p(z) = m. The ciphertext c = (c1, c2, . . . , cn) ∈ Fn is
constructed by setting ci = p(xi) for i ∈ I and choosing ci uniformly at
random from F \ {p(xi)} for i /∈ I. The output is (c, 1), where the second
entry is a counter to keep track of multiplications.

Decrypt: The input consists of a ciphertext (c, ctr) and a key I. The decryp-
tion algorithm interpolates a polynomial pc of degree ≤ k that satisfies
ci = pc(xi) for i ∈ I and outputs pc(z).

Add: Compute the sum of two ciphertexts (c1, ctr1) and (c2, ctr2) by out-
putting (c1 + c2,max(ctr1, ctr2)).

Multiply: Compute the product of two ciphertexts (c1, ctr1) and (c2, ctr2) by
outputting (c1 • c2, ctr1 + ctr2), where • denotes componentwise product.
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5.2 Choice of parameters

The parameters t = |I|, n = |x| and k need to be chosen correctly to ensure
the security of the AS scheme. The scheme is proved IND-CPA secure in [3,
Theorem 3] for t = µ · k whenever the (x′, ⌊k/2⌋, t, r)-SPR assumption holds.
The vector x′ ∈ Fn−1 is derived from x by removing a coordinate. Two lower
bounds for (n− 1)/k are stated in [3]:

n− 1

k
≥

(2µ− 1)r+1

2
and

n− 1

k
≥

(r + 1)µ− r

2
.

The first one is derived from a bound in [10] that describes the current state-
of-the-art probabilistic polynomial time algorithm to solve the SPRP. The al-
gorithm succeeds with probability 1−O(nO(r)/|F|) whenever

t > k(
n

k
)1/(r+1) + k + 1. (1)

This entails an exponential growth on the ciphertext size in terms of the number
of encryptions if multiplication needs to be supported. Since we only need to
support addition, we set µ = 0 and omit ctr from the ciphertexts. We also want
to choose the smallest t possible due to (1). To allow unique decryption it is
necessary that t > k and we set t = k + 1. This means that (1) is not satisfied
for any choice of n and k.

Remark 3. Since the AS scheme is based on the Reed-Solomon code, it has
inherent error correction properties. Considering the t error free entries, with
our choice of parameters we in fact have a linear code of length t and dimension
k = t− 1, which means that the error correcting property is lost.

5.3 A family of algebras and homomorphisms

Let F be a field with

log(|F| − 1) ≥
log(

(
n
t

)
) + s

t− k
.

This bound guarantees that the decryption function of the AS scheme obtains
a unique interpolation polynomial with probability at least 1 − 2−s [15]. For
the rest of the paper, let us assume that a unique solution is obtained for every
decryption. Let

Dt = {DI : I ⊂ [n], |I| = t},

be the set of functions Fn → F⌊k/2⌋ arising from the decryption algorithm of
the AS scheme over F. Let also

Ker
(
D[n]

)
= {w ∈ Fn : D[n](w) = 0}

= {w ∈ Fn : ∃ p ∈ F[x],w = p(x), p(z) = 0, deg p ≤ k},

where x and z are the vectors agreed in the setup phase of the AS scheme. Note
that whenever w ∈ Ker

(
D[n]

)
, then w ∈ Ker (DI) for any I ⊆ [n], t ≤ |I| ≤ n,
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since the erroneous entries are discarded by DI .
Let w ∈ Ker

(
D[n]

)
and let us define the following binary operation on Fn:

u ∗w v = u+ v +w (2)

for every u,v ∈ Fn.

Proposition 4. DI is a homomorphism (Fn, ∗w) → (F⌊k/2⌋,+) for every DI ∈
Dt,w ∈ Ker

(
D[n]

)
.

Proof. Every DI ∈ Dt is a mapping Fn → F⌊k/2⌋. Since the AS scheme is
additively homomorphic, every DI ∈ Dt satisfies DI(c1+c2) = DI(c1)+DI(c2)
for every c1, c2 ∈ Fn. Furthermore, DI(w) = 0 for every w ∈ Ker

(
D[n]

)
. This

means that

DI(u ∗w v) = DI(u+ v +w) = DI(u) +DI(v) +DI(w) = DI(u) +DI(v)

for every u,v ∈ Fn,w ∈ Ker
(
D[n]

)
.

Let r ≤ ⌊k/2⌋. Let U be an r-dimensional subspace of Fn such that there is
a basis BU = {b1, . . . ,br} of U such that D[n](BU ) = {D[n](b1), . . . , D[n](br)}

forms a basis BV of an r-dimensional subspace V of F⌊k/2⌋. Let

Q = (U \Ker
(
D[n]

)
)⊕Ker

(
D[n]

)
,

where ⊕ denotes internal direct sum. Consider an algebra over Q with a set
of finitary operations consisting of ∗w for every w ∈ Ker

(
D[n]

)
. Clearly, a set

W = {b1 +w1, . . . ,br +wr} is a set of generators of such an algebra for any
w1,w2, . . . ,wr ∈ Ker

(
D[n]

)
). Let

Qn,k,W = (Q, {∗w : w ∈ Ker
(
D[n]

)
}).

Let A⌊k/2⌋,BV
= A⌊k/2⌋,D[n](W ) denote an algebra over V of the same type

as Qn,k,W such that each of the |Ker
(
D[n]

)
| operations is (the normal) vec-

tor sum on V . That is, A⌊k/2⌋,D[n](W ) is essentially the additive group (V,+)

of the r-dimensional subspace V of F⌊k/2⌋. By Proposition 4, Dt is a set of
homomorphisms Qn,k,W → A⌊k/2⌋,D[n](W ). Finally, let

Qr → A = {(Qn,k,W ,A⌊k/2⌋,D[n](W ),Dt)}

be a family of algebras and homomorphisms parametrized by n, k,W and t.
We have explicitly augmented U with the binary operations of the type (2)

for the following reason. Considering the AS scheme, adding a random element
from Ker

(
D[n]

)
corresponds to the randomization of the ciphertexts required

for the IND-CPA security of an encryption scheme. To see this, consider the
encryption algorithm of the scheme. Instead of choosing a random polynomial
p, it is possible to choose p in a completely deterministic way, proceed as nor-
mal and finally add a random element from Ker

(
D[n]

)
as the last step. This
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property is closely related to random self-reducibility and has been previously
noted in [22, 15]. Regarding Protocol 2, it allows Bob to randomize the element
b he is about to transmit to Alice in Step 2 without knowing the key I.

Proposition 5. The r-DHI assumption holds for Qr → A under the assumption
that the AS scheme is IND-CPA secure for parameters (x, k, t, r + 1).

Proof. The AS scheme is provably IND-CPA secure for r + 1 encryptions for
the parameters (x, k, t, r + 1) under the (x′, ⌊k/2⌋, t, r + 1)-SPR assumption,
where x′ ∈ Fn−1 is derived from x by removing a coordinate [3]. Suppose that
the r-DHI assumption does not hold for Qr → A. Then there is an r-DHI
distinguisher D for Qr → A that succeeds with non-negligible probability. We
will construct an adversaryA for the AS scheme that uses D as a subroutine and
succeeds to distinguish the challenge ciphertexts with non-negligible probability
and thus violates the IND-CPA assumption. Let A engage in a security game
with a challenger and consider the following description of A.

1. Choose a set BV of r linearly independent plaintext vectors pi ∈ F⌊k/2⌋

for 1 ≤ i ≤ r uniformly at random.

2. Query the encryption oracle to obtain a set W of ciphertexts ci for every
plaintext pi.

3. Compute two distinct elements m0 and m1 by randomly summing pi for
1 ≤ i ≤ r. That is,

m0 =
∑

h∈H0

ph, m1 =
∑

h∈H1

ph,

where H0 and H1 are random multisets containing elements from [r].

4. Query the challenger with m0,m1 for a challenge ciphertext c.

5. Run D on input

((n, k,W, t), (c1,p1), (c2,p2), . . . , (cr,pr), (c,m1))

to obtain a bit b.

6. Output b.

We will first establish that the input to D at Step 5 is a valid input to an r-DHI
distinguisher for Qr → A. By the choice of BV , the generated subspace V of
F⌊k/2⌋ is r-dimensional and W is a set of generators of Qn,k,W . This means that
we have a valid random member (Qn,k,W ,A⌊k/2⌋,D[n](W ),Dt) from the family
Qr → A. The challenge ciphertext c obtained in Step 4 is one of the valid
ciphertexts of either m0 or m1. Since DI is additively homomorphic, we have
that c is one of

cm0 =

(
∑

h∈H0

ch

)

+w0, cm1 =

(
∑

h∈H1

ch

)

+w1,
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where w0,w1 are random elements of Ker
(
D[n]

)
. There are factorizations for

cm0 and cm1 in terms of ci for 1 ≤ i ≤ r:

cm0 = ci1 ∗0 ci2 ∗0 ci3 ∗0 · · · cil−1
∗w0 cil ,

cm1 = cj1 ∗0 cj2 ∗0 cj3 ∗0 · · · cjm−1 ∗w1 cjm ,

where {i1, i2, . . . , il} = H0 and {j1, j2, . . . , jm} = H1. This means that c is a
random element of Qn,k,W . Furthermore, m1 is either the image of c under DI

or the image of a random element of A⌊k/2⌋,D[n](W ), each with probability 1/2,
and

((n, k,W, t), (c1,p1), (c2,p2), . . . , (cr,pr), (c,m1))

is a valid input to an r-DHI distinguisher for Qr → A.
Exactly r+1 encryption queries were made to the encryption oracle including

the challenge ciphertext, which does not violate the parameters chosen for the
AS scheme. Let sW denote the size of the binary representation of W and
consider the two cases that can happen.

1. Suppose that m0 is the image of c under DI . Then the input to D was a
random element and D succeeds with probability 1/2.

2. Suppose that m1 is the image of c under DI . Then D succeeds with prob-
ability 1/2+ ǫ(n, k, sW , t), where ǫ(n, k, sW , t) is a non-negligible function.

Both cases happen with probability 1/2. Since A outputs the same bit as D, the
probability ofA to win the security game is 1/2·(1/2+ǫ(n, k, sW , t))+1/2·1/2 =
1/2 + ǫ(n, k, sW , t)/2, which is non-negligible.

5.4 The protocol

Assuming that the AS scheme is IND-CPA secure for the parameters (x, k, t, r+
1), Protocol 2 is secure in the UM by Proposition 3 over Qr → A. A similar
construction is clearly possible for any IND-CPA secure additively homomorphic
encryption scheme with the property that ciphertexts can be re-randomized
without the key. For the sake of completeness, we present the final UM secure
protocol here using the signature based authenticator [4].

Protocol 3. Common information: A field F, nonnegative integers n, k, r and
vectors x, z ∈ Fn such that (x, k, t, r+1) are valid and secure parameters for the
AS scheme. Participants have also agreed on a function B : Fr⌊k/2⌋ × F⌊k/2⌋ →
{0, 1}∗ that given a basis of an r-dimensional vector space maps elements of the
vector space to binary strings. Each participant Pi also has a private key for
a signature algorithm Sign and the public verification keys of the other partici-
pants.

Step 1: The initiator Pi on input (Pi, Pj , s, initiator)

• randomly samples a sequence (b1,b2, . . . ,br) of linearly independent
vectors from F⌊k/2⌋,
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• randomly samples a key I ⊂ [n] with |I| = t,

• encrypts b1,b2, . . . ,br using the AS scheme with key I to obtain a
sequence of vectors (a1, a2, . . . , ar) from Fn such that bi = DI(ai)
for every 1 ≤ i ≤ r,

• computes a signature

s1 = Sign(i, (Pi, Pj , s, (a1, DI(a1)), (a2, DI(a2)), . . . , (ar, DI(ar)))),

• transmits (Pi, Pj , s, (a1, DI(a1)), (a2, DI(a2)), . . . , (ar, DI(ar))) and
s1 to Pj.

Step 2: After receiving (Pi, Pj , s, (a1, DI(a1)), (a2, DI(a2)), . . . , (ar , DI(ar))) and
s1, the responder Pj

• verifies the signature s1 and all of the received values. If the verifi-
cation fails, Pj aborts. If it succeeds, Pj continues and

• generates a random multiset H of elements from [r] and a random
element w ∈ Ker

(
D[n]

)
,

• computes

b =
∑

h∈H

ah +w,

• computes

DI(b) =
∑

h∈H

DI(ah),

• computes a signature s2 = Sign(j, (Pj , Pi, s,b)),

• transmits (Pj , Pi, s,b) and s2 to Pi,

• computes B(DI(b))

• erases H,w and DI(b),

• outputs the session key B(DI(b)) under the session identifier s.

Step 3: After receiving (Pj , Pi, s,b) and s2, the principal Pi

• verifies the signature s2 and all of the received values. If the verifi-
cation fails, Pi aborts. If it succeeds, Pi continues and

• computes B(DI(b)),

• erases I,

• outputs the session key B(DI(b)) under the session identifier s.

Suppose that Alice and Bob are the initiator and the responder, respectively.
Then, for Bob, the most complex parts of the protocol are the computation of
the signature (or another authentication procedure), the generation of a polyno-
mial p with deg p ≤ k such that p(z) = 0 and the evaluation of the polynomial
on x. The rest consists of computing additions over a vector space. Therefore,
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the protocol is relatively light for Bob compared to Alice. If a list of pseudo-
random elements w ∈ Ker

(
D[n]

)
can be precomputed, then Bob only needs

to compute a signature and additions over a vector space. Furthermore, Bob
only needs to transmit a single n-dimensional vector b to Alice. As a downside,
Alice needs to transmit r vectors that are n-dimensional and r vectors that are
⌊k/2⌋-dimensional to Bob. Nevertheless, such a protocol could be preferable
in a setting where computational resources and energy consumption of one of
the participants need to be minimized while there are no requirements for the
other participant. Such a situation could occur for example in a wireless sensor
network. The protocol also has support for parallelization for both of the prin-
cipals. Alice can compute DI(ai) independently for each i. Bob can compute
b and DI(b) in parallel. Furthermore, both b and DI(b) are computed using
vector space addition which is easily parallelized.

6 Conclusion and final remarks

We presented a key agreement scheme that generalizes the Diffie-Hellman scheme
from exponentiation in a cyclic group to computing homomorphisms between
two algebras. We also showed that the Diffie-Hellman scheme is a special case
of our scheme implemented over a cyclic group. We also formulated the com-
putational and the decision homomorphic image problems and provided a key
agreement protocol that is secure in the Canetti-Krawczyk model under the de-
cision homomorphic image assumption. We also gave an implementation of our
protocol based on an additively homomorphic symmetric encryption scheme.
The protocol is secure under the assumption that the encryption scheme is
IND-CPA secure.

As is the case with the Diffie-Hellman scheme, our scheme can be also im-
plemented as a non-interactive protocol. Such a version requires that a set
of generators a1, a2, . . . , an of A is fixed and public. The public key of Alice
consists of

α(a1), α(a2), . . . , α(an) and a,

where α is a secret homomorphism from A to B and a is obtained by randomly
applying the operations of A on the generators a1, a2, . . . , an. The private key
of Alice consists of α together with the sequence used to generate a. Let the
public key of Bob be

β(a1), β(a2), . . . , β(an) and b.

If Alice and Bob have previously shared their public keys, two shared secrets,
α(b) and β(a), can be derived between Alice and Bob without exchanging mes-
sages.

As a final note, we remark that it is possible that non-group based families
of algebras and homomorphisms provide computationally more efficient plat-
forms for the protocol. Unfortunately, non-associative algebraic structures and
their homomorphisms have not been extensively studied in the cryptographic
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literature.
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