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Abstract. The second—order nonlinearity, and the best quadratic approximations, of
Boolean functions are studied in this paper. We prove that cubic functions within the
Maiorana—McFarland class achieve very high second order nonlinearity, which is close
to an upper bound that was recently proved by Carlet et al., and much higher than
the second order nonlinearity obtained by other known constructions. The structure
of the cubic Boolean functions considered allows the efficient computation of (a subset
of) their best quadratic approximations.
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1 INTRODUCTION

Boolean functions have a prominent role in cryptography. Their most important applica-
tions are in the analysis and design of building blocks used in symmetric cryptosystems:
s—boxes [26] and filter or combining functions. A fundamental property that all Boolean
functions are required to have is high nonlinearity, which is the minimum distance from all
the affine functions; it determines the extent to which linear cryptanalytic attacks can be
prevented. For an even number n of variables, the maximum nonlinearity is 27~ —27/2-1
and is only attained by bent functions; on the contrary, the maximum nonlinearity attained
for an odd number of variables still remains an open problem. Recently the appearance of
new attacks based on higher—order correlation [11] and low—order approximation [19,21]
(threatening the security of cryptosystems being immune to linear cryptanalytic attacks)
necessitates the absence of good low—degree (not necessarily affine) approximations of the
cryptographic Boolean functions employed. As a result, the rth—order nonlinearity, r > 1,



which is the minimum distance from all the functions of degree at most r, received great
attention in the past few years [8,9].

From a cryptographic viewpoint, not much is known about the structure of functions
with maximum rth—order nonlinearity, as these values are unknown in general. Even the
second—order nonlinearity is unknown for all Boolean functions, with the exception of a
small number of variables, or some special cases [9]. Moreover, proving bounds on the
rth—order nonlinearity is also a hard task, even for » = 2. Many results in this area are
stated in terms of properties like algebraic immunity, e.g. the lower bounds in [6,7,24];
other lower (resp. upper) bounds can be found in [9,10,14-16,18,22,30-32] (resp. [8,10]).
Apart from determining the rth—order nonlinearity, the computation of the best rth—order
approximations of a given Boolean function is also of high importance. This problem was
first studied in [25], where an algorithm to find good (not necessarily the best) rth—order
approximations is given. Recently, a way to efficiently compute all the best second—order
approximations of cubic Boolean functions, with arbitrary number of variables, is given
in [20]; the functions f considered therein were separable, that is f = f; +--- + f,,, where
fi,-.., fm are defined on disjoint sets of variables.

In this paper, we extend the results of [20] by considering cubic Boolean functions in
the well-known Maiorana—McFarland class. We prove that, under certain assumptions,
the second—order nonlinearity of cubic functions in this class is equal to their nonlinearity
(hence, their best affine approximations are among their best quadratic approximations);
the analysis utilizes properties of quadratic vectorial perfect—nonlinear Boolean functions.
Compared to the second—order nonlinearity obtained by other constructions, or general
lower bounds on its value (not necessarily associated with an explicit construction), our
result is superior and very close to an upper bound recently proved by Carlet et al. [8]. In
addition, we determine (a subset of) their best quadratic approximations and establish a
link with the directional derivatives of the functions considered.

The rest of the paper is organized as follows. Section 2 provides the background and
settles the notation. The second—order nonlinearity of cubic functions in the Maiorana—
McFarland class is studied in Section 3, where we prove that it is equal to their nonlinearity.
Finally, concluding remarks are given in Section 4.

2 PRELIMINARIES

Let B,, be the set of all Boolean functions on n variables, i.e. mappings f : F§ — Fy with
Fy = {0,1}, and let « = (z1,...,2,). It is well-known that any f € B,, admits a unique

polynomial representation in the quotient ring Fa[x1, ..., z,]/(x? + z1,...,22 + )
f(z) = Z ey, ey €y (1)
uelFy

called the algebraic normal form (ANF) of f [23], where u = (uq,...,uy) and z* = [], 2.
The algebraic degree of f, denoted by deg f, is the maximum degree of the monomials in
(1) whose coefficients are nonzero; the linear functions az® = 3", a;x; are denoted by ¢,.
For deg f < r, the truth table of f is a codeword of the Reed~Muller code RM(r, n) [23],



and we write f € RM(r,n) for simplicity. The restriction of f on the subspace E C FY is
denoted by f|g, and D, f is its derivative along the direction of a € Fy, which is defined
as Dof(x) = f(z +a) + f(x).

The set supp f is the subset of F where f takes nonzero value and wt(f) = |supp f| is
the Hamming weight of f; the distance between f, g € B,, is given by d(f, g) = wt(f + g).
The Walsh transform xs(a) at a € F3 of f is the integer-valued function

Xp(a) = S (=1)f@rart = 9n _9d(f,p,). (2)

z€Fy

The function f € B, is said to be balanced if wt(f) = 2"~1; equivalently, when x(0) =0
due to (2). The rth—order nonlinearity of f is defined as its minimum distance from all
the Boolean functions of degree at most r

nl.(f) = d(f, RM(r, 1)) 3)

where nl(f) = nli(f). Functions in RM(r, n) whose distance from f equals nl,.(f) are called
best rth—order approzimations of f and comprise the set A, (f) —likewise, A(f) = A1 (f).
By its definition, nl,.(f) only depends on the monomials in the ANF of f whose degree is
greater than r; nl.(f) is also invariant under any affine transformation of f. The bounds

max nly(f) <2771 —2"/271/15 + 0(1) (4a)

€Bn

max nly(f) > 2771 — 2727 1ny/In2 4+ O(1) (4b)
cbn

are proved in [8,10] respectively, and are the best known bounds for the maximum value
of nla(f). The exact value of maxsep, nl.(f) remains unknown for r > 1, apart from some
special cases. When r = 1 and n is even, only bent functions f achieve the highest possible
nonlinearity nl(f) = 271 — 2"/2=1; such functions satisfy |xs(a)| = 2/ Va € F} and the
unique function f defined by (—1)/" (@ = 27"/2x(a) is also bent [13] —referred to as
the dual of f. The derivatives D, f, a # 0, of bent functions are all balanced.

2.1 Vectorial Boolean Functions

A multi-output mapping F' : F§ — F5', with m > 1, is called vectorial Boolean function
and is represented as F' = (f1,..., fm), where f1,..., fm € B, are its coordinate functions.
Most of the notions given so far are extend in a natural way. The algebraic degree of F' is
the maximum of its coordinate functions’ degrees. Linear functions (bizt, ..., by2t) = 2B
are denoted by @5, and B is the n X m matrix whose columns are by, ..., b,; im &5 and
ker &p are the image and kernel of @p respectively (coim &5 = F5/ ker @p is also used
next). The pre-image of ¢ € F3" is comprised by those x € F§ for which F(z) = ¢ and is
denoted by F'~(c). Its cardinality is given by [5, Proposition 1]

[F7 o) =27 3 (1) Xpuor(0). (5)

aclFy?



The rth—order nonlinearity of F' equals the minimum among nl,.(¢, o F'), a # 0, where o
stands for the composition of functions [5]. If ¢, o F, a # 0, are all bent functions, then
nl(F) =271 — 2n/2=1 and F is called perfect nonlinear (PN); they are known to exist if
n is even and m < n/2. Since |xp,0r(0)| equals 2" if @ = 0 and 2"/2 otherwise, when F is
a PN function, (5) becomes

|[F7Ye)| =27 (2” 1+ 9n/2 Z(_1)F*(a)+cat>
a#0

= Qn/Z=m (902 Ly b (c) — 1) (6)

where the Boolean function F* : FJ* — Fy is defined as F*(a) = (4 o F)*(0) Ya # 0 and
F*(0) =0 [5]. For all b # 0, the derivatives DyF(z) = F(xz + b) + F(z) of a PN function
are balanced, i.e. the pre-images of all the elements of 5* have cardinality 2"~™. Due to
(6), vectorial functions with F* = 0 (or linear F* in general) have the highest disparity

[FTHO0) = |F N (o) =2, Ve#0

among the pre—images of the elements of F5* (see also [26]). In the sequel, we also use the
notation Fa® instead of ¢, o I’ whenever convenient.

2.2 Quadratic Boolean Functions

Let f € B,, be a quadratic function, whose quadratic terms are zQx!, where Q is a strictly
upper—triangular n x n matrix. If @ = Q + @', then we will find it convenient to define
rank f = rank Q, as many properties of f depend on rank Q. In particular, it is known that
rank f = 2h for some 1 < h < |n/2] [23]; the nonlinearity of f € B, is given by

nl(f) — 2n71 _ anlfh‘

When n is even, f is bent if and only if rank f = n [12,27], which in turn is equivalent to
ker &g = {0} and f is called non—degenerate [4]. The number of best affine approximations
of f is equal to 22; they are determined as shown next.

Proposition 1 ([20]). If o + 0 is a best affine approzimation of the quadratic function
f € B, then all its best affine approximations are determined by

A(f) ={Da(f+@r):a €F3} +or+9. (7)

Since |A (f)| = 22", by computing the best affine approximations according to (7), results
in obtaining each element of A (f) multiple times; this can be avoided if we restrict a € F3
to take values from coim @g [20]. From (2), (3), we see that the function ¢; + € is a best
affine approximation of f if and only if x¢(I) = (—1)°2"~": however, Proposition 1 asserts
that this holds if and only if I = A+ aQ and € = § + Do (f + ) (0) for some a € coim &g.
Consequently, the nonzero values of the Walsh transform of f are given by

Xt(A+aQ) = (—1)%FDPalf+e2)(0) gn—h. Va € coim &g. (8)



If f is bent, then either 6 = 0 or § = 1 is a best affine approximation of f (that is, we can
choose A = 0). Recalling the definition of the dual function, the previous analysis implies
that f+(aQ) = f(a) + f(0) + J or equivalently

fr@)=f@Q )+ f0)+5,  VzeFy (9)

due to the invertibility of Q. It is easily established from (9) that deg f+ =2, § = f+(0),
and Q! is the symplectic matrix associated with f+. On the other hand, if f is not bent
then the dual function is not necessarily unique; however, the restriction (f + ©x)|coim o
is a bent function on 2h variables and admits a unique dual. Working as above, we have

A+ 2Q) = (f +¢x) (@) + £(0) + 4, Vx € coim Pg . (10)

Likewise, we see that it holds § = f()\) and rank f~ = rank f. Since y = zQ € im $g, we
have proved the following result.

Proposition 2. With the above notation, the dual function of f is any quadratic function
f+ € By such that f+|xiim s + T (A) = (f + ©2)|coim #o + f(0).

3 MAIORANA-MCFARLAND CLASS OF CUBIC FUNCTIONS

In this section, we find the second—order nonlinearity and best quadratic approximations
of cubic functions that belong to the general Maiorana—McFarland class. For a quadratic
F :Fy — F3' and cubic g : Fj — Fy, the functions in this class have the form

flz,y) = F(z)y' +g(x),  (z,y) € Fy x Fy'. (11)

This construction is widely used to get Boolean functions simultaneously satisfying many
cryptographic properties [2,3,29]. Next, we confine ourselves to quadratic PN functions
F and g € RM(2,n) —equivalently, we may assume that g = 0, as we are only interested
in studying the second—order nonlinearity of f. The weight of functions in the Maiorana—
McFarland class (for any g) is determined as shown below.

Proposition 3. Let the Maiorana—McFarland function f be given by (11); then, we have

Wt(f) — gntm—1 _ gm—1 Z (_1)g(x) )
zeF—1(0)

Proof. We may compute the weight of f by summing—up the weights of all its restrictions
fle=u Yu € FY, which are the affine functions F(u)y® + g(u). If F(u) = 0, their weight is
either zero or 2™ (i.e. equal to 2™g(u)); otherwise, they have weight 2™ ~!. Hence

> wt(flema) =27 Y glw) + 22" = [FH(0)])

u€ly u€F~1(0)

— ontm—1 _ gm—1 (\F_1(0)| — 2wt(g|F71(0)))

where wt(g|p-1(0)) = X ucr-1(0) 9(u), immediately leading to the desired result. [



Remark 1. To determine the second—order nonlinearity of Maiorana—McFarland functions,
we need to write quadratic functions on n 4+ m variables (x € F5 and y € F5") as follows

t t
g9(z,y) = (z y) <61 g) @) +(a b) @t) +e=p(x) + L)y +q(y) (12)
where p, ¢ are the quadratic functions p(z) = xAx! + ax! + € and q(y) = yBy' + by on n
and m variables respectively, whereas L : [y — F5* is the linear mapping ®c. Note that
not all A, B, C can simultaneously be zero, as otherwise g would not be quadratic.
Let oy, A € F5*, be a best linear approximation of ¢ (as given above); then, we can set
q(y) = yBy' + (b+ Ny’ and L(z) = &c(x) + X instead. This simplifies our analysis, as ¢
now has minimum weight 2m—1 — 2m—1-ranka/2 andq does not affect g. ([l

Theorem 1. Let n be even, m < n/2, and F : Fy — F3* be an arbitrary quadratic PN
function. The second—order nonlinearity of the cubic function f(x,y) = F(z)y' satisfies

nl2(f> Z 2n+m—l _ 2n/2—1 (2n/2 + 2m _ 1) . (13)

Proof. Let g € B4, be a quadratic function given by (12) and let ¢ have minimum weight
(see Remark 1), where rank g = 2h. If we set G = F' + L, then G is also a quadratic PN
function. From (2) we immediately get that d(f,g) = 2"tm~1 — %X #+¢(0), which yields

d(f.g) =2t 23 Y (et (14)
2 LBGJFS yGFg’L

1

5 2 (F0"xg(G(2). (15)

z€Fy

— 2n+m—1 _

Based on the analysis of Section 2.2, we see that x4(v) is nonzero if and only if v € im &3,
with B = B+ B!. Hence, as G~!(im ®g) is the union of the pre-images of the elements in
im @5, we can write (15) as follows

1

d(fig) =27 =0 3T (1P (G(e)). (16)

z€G~1(im &)

Case 1: If B =0, then im &g = {0} and ¢ is identically zero according to Remark 1, as
A = b (the best linear approximation of the linear function by is the function itself); this
implies that x,(0) = 2™ and (16) becomes

d(f.g) =2t —omot 37 (-
zeG~1(0)

> 2n+m—1 o 2m—1’G—1(0)‘ (17)

which holds with equality if p\G_l(O) is identically zero. The fact that G is a quadratic PN
function and (6) give the inequality |G~1(0)| < 27/27™(2%/2 4 2™ — 1), which leads to

d(f’ g) Z 2n+m—1 _ 2n/2—1(2n/2 + 2m _ 1) (18)



if combined with (17); this holds with equality if and only if G* = 0.

Case 2: Let us next assume B # 0 (hence h # 0). Then, we have x,(v) = (—1)‘#(”)2’”_’1
Vv € im @ and substitution in (16) yields (see also [9])

d(f,g) =2mm=t—gm=hmt N (L)@@ @l (19)
:cGGfl(im ¢B)
> 2n+m—1 — Qm—h—l Z Z (_1)Du(qLoG)(iﬂ)+DuP(x)' (20)

z€G~1(im &) ucz+G~1(im Pp)
In contrast with the case B =0 and (17), we see from (19) that the trivial lower bound
d(f,g) > 2mtmt — 2 HGT (im @)

cannot be attained, as this would require that (¢ o G + p)\Gq(im ) 1s identically zero,
and therefore degp = deg(qL o (G) = 4 —contradicting our hypothesis that p is quadratic.
However, the minimization of the weight of (¢* o G + P)|G-1(im &) becomes viable, if we
note that both G(z) and G(z + u) in (20) take values in im &g, and thus

Dy(q 0 G)(z) = ¢ (G(x)) + ¢ (G(z + u))
= ¢ (y) + ¢ (y + 5) = Dsg*(y) = Dsg(G(2))

i
i
(Dsq™t 0 G)(x)

where y, s € im @ are such that G(z) =y and G(x+u) =y+s < D,G(x) =s. If c(f,g)
denotes the expression inside the square root of (20), the above allow us to rewrite it as

cfg)= > > 3 (—1)(Psa*oG)(@)+Dup(z)

ye€im &5 zeG~1(y) ucz+G—1(y+s)
sSEIM P

Y Y Y (oot )

s€im &5 xeG~1(im d5) uely:
D,G(z)=s

and our task becomes to minimize the weight of the quadratic function Dyg- o G + Dyp,
for most values of u, s. From (10), the fact that ¢(0) = 0, and that ¢ has minimum weight
(hence, 0 is a best linear approximation of ¢), we obtain

q-(yB) = q(y) = Dsq™(yB) = Dyq(y), Vy,v € coim &g

with s = vB; moreover Dyq(y) = vBy' + q(v) = p,(yB) + q(v). The above, and the fact
that G(z) € im @5 (compare with y5), imply that (21) is written as

«(fo)= > > S (1) (@@ @) Dup(a) ta(v)

vecoim 5 x€G~1(im &p) u€ly:
DG (z)=vB



— Z Z Z (—1)(pee@) @)+ Dup(@)+a(v) (22)

vecoim &5 uelFy zeG—!

(im &)
N(D,G)~ 1

(vB)

where the last equality is obtained by rearranging the two inner sums. By Proposition 1,
and the analysis in Sections 2.1-2.2, the best affine approximations of ¢, o G, v # 0, are

A(py 0 G) = {Du(py 0 G) : u € F3} + G*(v)
— {pvo (D.G) : u € F}} + G*(v)

since ¢, o G is bent, for v # 0. The restriction in the flat (D, G)~!(vB) of the best affine
approximation (p, o D, G)(x) + G*(v) is constant as it is equal to vBv’ + G*(v) = G*(v).
Therefore, (22) is maximized if and only if the affine function D,p + ¢q(v) satisfies

(Dup)|(Dug)71(UB) =0 Vv € coim &5 (Dup)‘(DuG)*l(im op) = 0 (23)
(G* 4+ q)(v) =0 Vv € coim & (G* 4+ q)|coimaz =0

for most values of u, v. It turns out that the first constraint of (23) can easily be satisfied,
e.g. if we let p = ¢, o G for some fixed vector w € ker @5, since then for all u € Fy we get

Dyp(z) = vBw' =0, Vz € (D,G) ' (vB),v € coim g

or equivalently p|G-1(im #,) = 0. By this result, the fact that g+ (vB) = q(v) Yv € coim &5,
and (6), (19) we have

d(f,g) > 2mtm=t _gm-hol 5™ (@ e@)@)

z€G~1(im &)
— ontm—1 _ gm—h-1 Z (—1)q(v)|G71(vB)|
vEcoim Pp
—grmel _gn/2-hel ™ (L) (902 4y (0B) — 1), (24)
vEcoim P

By comparing (19) and (22), we conclude that the second constraint of (23) enforces the
independent minimization of the function’s (g o G)|G71(im o) Weight. Note that q|coim o5
is a quadratic function on 2h variables, and by hypothesis its weight equals 22/—1 — 2h—1,
On the other hand, G*|coim ¢, is not quadratic in general. However, even if we manage to
choose the mapping L such that G* = ¢ in order to satisfy (23) and minimize d(f,g) —in
any other case, the value of d(f, g) would be higher according to the above analysis— and
thus substitute xg+(vB) = (—1)42m=" ¥y € coim P in (24), we eventually get

d(f,g) > gntm—1 _ gn/2=h-1 Z (—1)‘](”) (2”/2 + (_1)q(v)2m—h . 1)

vEcoim P
— 2n+mfl _ 27),/271 (2n/2 + 2m _ 1) (25)
as a direct consequence of Y, - qim @B(—l)q“’) = 2" and the fact | coim @5| = 22". Hence,
from (18), (25) we conclude that the second—order nonlinearity of f satisfies (13). [



Ezample 1. The Boolean function f(x,y) = x123y1 + T124Y2 + T223Y2 + Tox4y1 + T2T4Y2
corresponds to the last representative of cubic forms in RM(3, 6) given in [17, Theorem 6.1].
We may write f as follows

f(z,y) = (z123 + z2za) 1 + (223 + (21 + 22)T4) Y2
= fi(@)y1 + fo(z)y2

where F' = (fi, f2) is easily seen to be a quadratic PN function. As proved in [17], f has
the highest second—order nonlinearity (i.e. 18) amongst all cubic functions on 6 variables.
Indeed, we get nly(f) > 2% —2(22 +22 — 1) =32 — 27 = 18 by Theorem 1, and thus the
lower bound holds with equality. O

Corollary 1. Let n be even, m < n/2, and F : F} — F5* be an arbitrary quadratic PN
function. The second—order nonlinearity of the cubic function f(x,y) = F(x)y' satisfies

nly(f) = 2ntm=1 — gn/2=1(gn/2 L gm _ 1) (26)
Moreover, if F is such that F* is linear, then nly(f) = nl(f).

Proof. Tt is well-known [3,29], that the nonlinearity of Boolean functions that belong to
the Maiorana—McFarland class satisfies

grtm=1 _om=1 max |F~1(v)| < nl(f) < 2ntm—1 _gm~l { max ]F‘l(v)|-‘ . (27)
veFY veF)

The particular class of functions f considered here, satisfies the lower bound of (27) with

equality. Indeed wt(f) = 27+™m=1 — 2m=1|F=1(0)| by Proposition 3, and adding the linear

function ¢ g ,)(x,y) results in just using the pre-image (F +v)~'(0) = F~(v), instead of

F~1(0), to compute the weight of f + ¢(g,). Therefore, if F* (see Section 2.1) is a linear

function, then from (6) and (27) we conclude that

nl(f) = 274t = 921 (902 4 ma g (0) 1)
veFy?
— ontm—1 _ 2n/2—1(2n/2 + 2™m 1) . (28)

By comparing (13) and (28), we find that Theorem 1 states nla(f) > nl(f), which in turn
yields nla(f) = nl(f), due to the upper bound nly(f) < nl(f). On the other hand, if F' is
such that F™* is arbitrary, then we can always add to f a quadratic function L(x)y?, where
L : Fy — F3" is an affine mapping, for which (F + L)* = 0 (see Remark 1 and the proof
of Theorem 1). Therefore, the lower bound of Theorem 1 can always be attained, and the
above lead to (26). [ |

Theorem 2. Let n be even, m < n/2, and F : Fy — F3* be an arbitrary quadratic PN
function. The best quadratic approximations of the cubic function f(x,y) = F(x)y' are

A2 (f) 2 {Diap)(f+9): (a,0) € Fy x F3'} 4 g (29)

where the quadratic function g(z,y) = L(x)y' is such that (F + L)* = 0.



Proof. As shown in proof of Theorem 1, there always exists a quadratic Boolean function
g(z,y) = L(z)y', where L : F} — FJ' is an affine mapping, for which (F + L)* = 0. This
in turn implies that all the nonzero linear combinations ¢, o (F'+ L), v € F5*, have weight
27=1 _ 9n/2=1 and therefore (see proof of Corollary 1)

wt(f 4 g) = 2" — 2" H(F + L)1 (0))
= gnim=l _gn/2=1(9n/2 L 9m _ 1) = nly(f +g).

Then, (29) is a direct consequence of the fact that (f + ¢)(x,y) and (f + g)(x + a,y + b)
have the same weight for all (a,b) € Fy x F5'. Hence, all quadratic functions of the form
Dy (f + g) + g are amongst the best quadratic approximations of f. |

Remark 2. A well-known construction for quadratic PN functions F' : F§ — 3" is given
in [26] that satisfy F* = 0. More precisely, if A is the companion—form matrix associated
with a primitive linear feedback shift-register (LFSR) of length n/2, then

F(z)=F(z,w) = (zwt, 2Awt, . ,zAm_lwt) =2¥(w) (30)

where z,w € F3/2 and ¥ an 5 x m matrix. In this case, any nonzero linear combination
S v; AT has full rank and @, o F is bent, with weight 27~ — 27/2-1, O

Ezample 2. Let f(xz,y) = f1(x)y1 + f2(x)y2 + f3(x)ys be the cubic Boolean function on 9
variables provided in [1]

f(z) = (x324 + 2125 + (22 + 23)X6)Y1 + (X124 + T2X5 + T326) Y2
+ (1‘2x4 + (xl + x3)$5 + xlxﬁ)yg

which belongs to the Maiorana—McFarland class. Note that F' = (f1, fa, f3) corresponds
to a quadratic PN function obtained via the construction described in Remark 2, with

011
A=(1100
010

of order 7 (since A" = I). The coordinate functions of F are equal to fi(z,w) = zA~1w!,
fo(z,w) = 2w’ and f3(z,w) = zAw! respectively, where z = (21, 22, 23), w = (24, T5, 7).
As proved in [1], f has the highest second—order nonlinearity (i.e. 196) amongst all cubic
functions on 9 variables. Indeed, from Corollary 1 we also get that

nly(f) = 28 —22(23 423 — 1) = 256 — 4 - 15 = 196.

Moreover, all nonzero linear combinations Z?:l v; f; yield bent functions of weight 28, i.e.
we have F* = 0, and as a result, all the quadratic functions D, f V(a,b) € F§ x F3 are
amongst the best quadratic approximations of f according to Theorem 2. ]

Next, we prove a new lower bound on the maximum second—order nonlinearity of Boolean
functions f € B,,, by applying the results of Theorem 1. The bound is tight, as shown in
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Corollary 1, and close to the upper bound (4a) (see Table 1). Moreover, it improves (4b)
for moderate values of n (in contrast with (4b), our bound is obtained by studying cubic
functions only). The advantage in our case is that, an explicit construction is also given
that attains this bound. We note that (31) agrees with the Ax—McEliece theorem [23], as
nla(f) =0 (mod 2L7/3]).

Corollary 2. Forn > 3, the mazimum possible second—order nonlinearity amongst f € B,

satisfies the lower bound

maxnby(f) > 2" (1—27l/30) (1 — 27 ln/al=e) (31)

where e =1 if n =2 (mod 3), and € = 0 otherwise.

Proof. For each value of n, we seek for a cubic function g(z,y) = F(z)y' with at most n
variables and for a quadratic PN function F': F%k — [F5', for some integers k, m, subject
to the constraints 2k +m < n and m < k. The second—order nonlinearity of g € Boy 1y, is

nla(g) = 2F71(2% — 1) (2™ — 1)

according to Corollary 1. If || denotes the concatenation of (the truth tables of) Boolean
functions, then the cubic function f € B,, obtained by concatenating 2”2~ copies of g,
that is f =g - || g, has second—order nonlinearity

nla(f) =22 M nly(g) = 2"kl — 1) (2™ — 1)
=21 —-27F)(1—27™) (32)
by recursively applying the identity nla(g || g) = 2nl2(g) [9]. By using arguments as those

given in [20], we conclude that (32) is maximized if and only if k, m take their maximum
possible values subject to |k —m/| < 1. Thus, if n # 2 (mod 3) we have that k =m = | %]

3
satisfy the constraints imposed above, whereas for n = 2 (mod 3) we get k = | 5| + 1 and
m=|g]. [

The exact values for the maximum second—order nonlinearity that a function f € B,, can
achieve (i.e. the covering radius of RM(2,n)) are known only for 3 <n < 6 [28]; its value
is 1,2,6 and 18 respectively. It is conjectured in [17] that the exact value of the maximum
second—order nonlinearity is attained by a coset of RM(2,n) in RM(3,n) (i.e. by a cubic
function). By the work of [1,17] we know that for 7 < n < 9 the maximum second—order
nonlinearity of cubic functions equals 40, 88 and 196 respectively. On the other hand, the
bounds given in (4) are determined over all f € B,, (see [8] and [10, Section 2]). However,
by inspecting Table 1 and [20, Table I, we see that (31) is close to the upper bound (4a).
Other general lower bounds, on the maximum second—order nonlinearity, are those given
in [6, Theorem 1], [7, Theorem 2|, [18, Proposition 5.1] and [24, Theorem 10|, but are not
included in the comparison as they are shown in [20, Table I] to be worse than a previous
lower bound developed by the authors [20, Theorem 6] for separable cubic functions.
Several lower bounds on the maximum second—order nonlinearity, obtained by means
of explicit Boolean function constructions, have been recently presented in the literature

11



Table 1: Lower bounds on the maximum second—order nonlinearity of cubic functions f € B,,.

n (31) 9] [14] [15] [16] [20] 22] [30] 31] [32]
3 1 1 1

4 2 2 2 2 2
5 6 6 5 6 6 1

6 18 15 10 10 14 16 10 17

7 36 36 32 28 36 19

8 84 52 64 68 78 64 84 62
9 196 176 166 148 166 128

10 392 378 256 331 296 351 330 386

11 840 802 768 664 737 661

12 1800 1524 1187 1536 1400 1536 1535 1689 1318
13 3600 3468 3372 2800 3184 3071

14 7440 7139 5296 6744 6032 6567 6742 7172

15 15376 14605 14336 12496 13488 13485

16 30752 23027 28672 24992 27608 28669 29877 24561
17 62496 60517 59744 52576 56341 57341

18 127008 122758 98304 119487 107744 114688 119482 122888

19 254016 247951 245760 215488 232952 238968

20 512064 491278 414071 491520 446528 472273 491513 501129 431562

[9,14-16,18,20,22,30-32]. From these constructions, only the analysis provided in [20] is
based on the ANF representation (1) of Boolean functions; in all other cases an equivalent
representation, namely the trace representation of Boolean functions [23, Chapter 13], is
used. Furthermore, all the constructions provide cubic functions (from [9, Section IV.D]
we consider the modified Welch function, which is shown to have the best second—order
nonlinearity among those given therein). The lower bounds in Table 1 are [14, Theorem 2],
[15, Theorem 3], [16, Theorem 4], [22, Corollary 3], [30, Theorem 5], [31, Theorems 1,2],
and [32, Theorem 1]. The entries with light gray color could not be obtained via the above
constructions, due to restrictions in their parameters; we applied the identity nla(f || f) =
2nla(f) [9] to fill-in the gaps and facilitate the comparison. As depicted in Table 1, the
second—order nonlinearity of the functions treated in this paper, clearly outer—performs
the second—order nonlinearity of other known constructions.

4  CONCLUSIONS

Estimating cryptographic Boolean functions of guaranteed high second—order nonlinearity
is known to be a difficult task. In this paper, it was proved that cubic functions f(z,y) =
F(x)y' lying in the general Maiorana—McFarland class, with F' being a perfect nonlinear
function, achieve high second—order nonlinearity; its value was shown to be much higher
than that obtained by other constructions (and close to an upper bound that was recently
proved by Carlet et al.). Apart from their second—order nonlinearity, a subset of their
best quadratic approximations was efficiently determined by means of their directional
derivatives.

These results suggest that constructions based on perfect nonlinear mappings seem
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to be the right way in order to obtain functions with high first—order and second—order
nonlinearity. Our approach opens new directions for further research; other well-known
constructions providing functions with high first—order nonlinearity need to be analyzed
in terms of second—order nonlinearity, whereas extending these results to higher degree
Boolean functions remains an open problem.
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