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Abstract In this paper the single cycle T-functions are studied. Making
use of the explicit formulas of sum and product of 2-adic integers, we present

the necessary and sufficient conditions on the generalized polynomial p̃(x) =
a0

+
⊕a1x+⊕ · · ·

+
⊕adxd(mod2n) being a single cycle T-function. Furthermore, for any

given generalized polynomial, we can deduce some expressions about its coeffi-
cients by which we can determine whether it is single cycle or not.
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1 Introduction

T-functions, as important classes of cryptographic primitives, have been
studied by Anashin([1]-[7]) and also Klimov and Shamir([8]-[12]). Loosely speak-
ing, a T-function is a mapping from an n-bit input to an n-bit output in which
each bit i of the output depends only on bits 0,1, . . . , i of the input. All the logical
operations, such as XOR, AND, OR, NOT, and most of the arithmetic opera-
tions modulo 2n, such as addition, multiplication, subtraction, negation, as well
as left shift are T-functions, and their compositions are also T-functions([12]). It
is well known that T-functions are well-suited for use in the design of secure and
efficient stream ciphers, pseudorandom number generators, and so on. For exam-
ple, Klimov and Shamir proposed in [8] a T-function: f (x) = x+(x2∨C)(mod2n),
where C is a constant integer satisfying C ≡ 5or7(mod23), used as a pseudoran-
dom number generator. Afterwards, TSC-series stream ciphers ([13],[14],[15])
which are based on T-functions were proposed by Hong et al. as one of the
candidates for the ECRYPT Stream Cipher project.

From the point of view of applications, especially in the construction of
synchronous stream ciphers, the T-function is expected to have the single cycle
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property, which means that the T-function’s repeated application to any ini-
tial state goes through all the possible states. To characterize the single cycle
property and other cryptographic properties of T-functions, Anashin([7]) devel-
oped a very general theory of T-function over p-adic integer rings and applied
p-adic analysis to construct wide classes of T-functions with provable crypto-
graphic properties. Meanwhile, Klimov and Shamir introduced the bit-slice anal-
ysis method in [10] to study the T-functions. Using of their method, they studied
in [12] the generalized polynomials with integral coefficients

p̃(x) = a0
+
⊕a1x+⊕ · · ·

+
⊕adxd(mod2n)

as an important class of T-functions and obtained the necessary and sufficient

condition that p̃(x) is a permutation, while conditions for generating a single
cycle have not been stated. In this paper, making use of the bit-slice analysis
method and the explicit formulas of sum and product of 2-adic integers in [16],

we provide a complete characterization of p̃(x) with single cycle.
The remainder of this paper is organized as follows. In Section 2, we give

a brief overview of some basic definitions and some related important previ-
ously known properties. In Section 3, we discuss the generalized polynomials.
Concluding remarks are given in Section 4.

2 Preliminaries

Let GF(2) be the binary field, n an arbitrary nonnegative integer. A word
x ∈ GFn(2) is the vector x = ([x]0, [x]1, . . . , [x]n−1) of length n, where [x]i denotes
its (i+ 1)-st bit; [x]0 is the least significant bit of the word x. Each word can
also be interpreted as an integer x = ∑n−1

i=0 [x]i2
i in the residue class ring Z/2n

Z,

with the usual conversion rule: ([x]0, [x]1, . . . , [x]n−1)←→ ∑n−1
i=0 [x]i2

i. ”⊕” denotes
the addition in the binary field and ”+” the addition in the residue class ring
Z/2n

Z. Denote Fn the set of the Boolean functions of n variables.
Now we give some explicit definitions.

Definition 1 ([8]) A function f from GFn(2) to GFn(2) is called a T-function
if the i-th bit of the output [ f (x)]i−1 depends only on the first i bits of the input
[x]0, . . . , [x]i−1




[x]0
[x]1
...

[x]n−1


−→




f0([x]0)
f1([x]0, [x]1)

...
fn−1([x]0, [x]1, . . . , [x]n−1)


 .

Definition 2 ([12]) A parameter function is a function

g([x]0, [x]1, . . . , [x]n−1;α0,α1, . . . ,αm−1)
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whose arguments are split by a semicolon into inputs [x]i and parameters α j

which do not depend on their inputs.
In this paper, the parameter is always denoted as α.

Definition 3 ([12]) (Invertible mapping) A mapping ϕ : GFn(2) −→
GFn(2) is called invertible if ϕ(x) = ϕ(y) if and only if x = y.

Definition 4 ([12]) (A single cycle mapping) A mapping is called a
single cycle mapping if its induced graph is isomorphic to a single cycle.

Obviously, a single cycle mapping is an invertible mapping.
In 2006, Wenying Zhang and Chuankun Wu presented the following char-

acterization of the single cycle T-function modulo 2n.

Theorem 1 ([17]) Let f (x) = ([ f (x)]0, [ f (x)]1, . . . , [ f (x)]n−1) be an invertible
T-function over GFn(2). Then f is a single cycle T-function if and only if its
ANF has the following form

[ f (x)]0 = [x]0⊕ 1,
[ f (x)]i = [x]i⊕ [x]0[x]1 · · · [x]i−1⊕ψi([x]0, . . . , [x]i−1) (∗)
where ψi([x]0, . . . , [x]i−1) ∈ F i and deg(ψi)< i, i≥ 1.

We need to state the following lemmas which are used to prove the main
results in this paper.

Lemma 1 belongs to the mathematical folklore, thus the proof is omitted.

Lemma 1 Let ϕ(x) ∈ Fn, then deg(ϕ(x))< n if and only if

⊕

x∈GFn(2)

ϕ(x) = 0.

Lemma 2 ([16]) Assume that

a =
∞

∑
i=0

ai2i,b =
∞

∑
i=0

bi2i,a+ b =
∞

∑
i=0

ci2i ∈ Z2,

with ai,bi,ci ∈ {0,1}, where Z2 is the ring of 2-adic integers.
Then we have c0 = a0 + b0(mod2), and for t ≥ 1,

ct = at + bt +
t−1

∑
i=0

aibi

t−1

∏
j=i+1

(a j + b j)(mod2).

Define θt(a,b) = ∑t−1
i=0 aibi ∏t−1

j=i+1(a j +b j)(mod2), for t ≥ 1. In fact, θt(a,b) is
the carry of the t-th bit of a+ b.

Denote L2(t) = {l = (l1, . . . , lk, . . . , lt) : ∑t
k=1 lk2k = 2t ,0≤ lk ≤ k+ 1}.

τl(X0,X1, . . . ,Xk) denotes the l-th elementary symmetric polynomial of X0,X1, . . . ,Xk.
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Lemma 3 ([16]) Assume that

a =
∞

∑
i=0

ai2i,b =
∞

∑
i=0

bi2i,ab =
∞

∑
i=0

ei2i

with ai,bi,ei ∈ {0,1}. Then e0 = a0b0(mod2) and for t ≥ 1,

et = ∑
(l1,...,lt )∈L2(t)

∏
1≤k≤t

τlk (a0bk,a1bk−1, . . . ,akb0)(mod2).

By convention, we let ∆(l1,...,lt ) = ∏1≤k≤t τlk (a0bk,a1bk−1, . . . ,akb0).

3 Generalized Polynomials with Single Cycle

Klimov proposed in [12] the generalized polynomial

p̃(x) = a0
+
⊕a1x+⊕ · · ·

+
⊕adxd(mod2n) (∗∗)

with integral coefficients where ”+” and ”⊕” may be used arbitrary. Assume
that the operations’ order of the generalized polynomial is from left to right.
The sufficient and necessary condition on the generalized polynomial being a
permutation of the elements in Z/2n

Z was presented in [12], while conditions for
generating a single cycle have not been stated.

At first, we consider two special cases of the generalized polynomials. One
special case p(x) = a0⊕ a1x⊕ ·· ·⊕ adxd(mod2n) was studied in [19]. The other
case is the polynomial functions p(x) = a0 + a1x+ · · ·+ adxd(mod2n) which are
an important class of functions widely used in many branches of cryptography.
The following lemma was proved by several authors using different techniques.

Lemma 4 ([3],[12]) A polynomial P(x) = ∑d
i=0 aixi has a single cycle modulo

any 2n if and only if it has a single cycle modulo 8.

In [18], Jinsong Wang and Wenfeng Qi gave another proof on the sufficient
and necessary condition on the polynomial function being single cycle. That
is, f (x) generates a single cycle if and only if a0,a1 are odd, △1,△2 are even,
△1 +△2 + 2[a1]0 ≡ 0(mod22), and △1 + 2[a2]0 + 2[a1]1 ≡ 0(mod22), where △1 =
a2 + a4 + · · · , △2 = a3 + a5 + · · · .

Using of our method, we present different conditions that a polynomial
function generates a single cycle. Now we will use the lemma cited above to
prove the following theorem.

Theorem 2 Suppose the polynomial P(x) = ∑d
i=0 aixi(mod2n) is invertible

for all n ∈ N, then P(x) is a single cycle mapping if and only if
(1) [a0]0 = 1;
(2) (

⊕d
j=1[a j]1)⊕ (

⊕d
j=1[a j]0 · (

⊕ j−1
k=0[ak]0)) = 1;

(3) [a2]0⊕ (
⊕d

j=1
j odd

[a j]0[a j]1)⊕ (
⊕d

j=3
j odd

[a j]1)
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⊕
⊕⌊ d

2 ⌋
j=1((

⊕2 j−1
k=1
k odd

[ak]0) · ([a2 j]1⊕ [a2 j]0 · (
⊕2 j−1

k=0 [ak]0)))

⊕
⊕⌊ d−1

2 ⌋
j=1 ([a2 j+1]1 · (

⊕2 j−1
k=1
k odd

[ak]0)⊕ [a2 j+1]0 · (
⊕2 j

k=0([ak]0⊕ [ak]1)

⊕(
⊕2 j−1

k=1
k odd

[ak]0)(
⊕2 j

k=0
k even

[ak]0)⊕
⊕2 j

k=1[ak]0 · (
⊕k−1

l=0 [al ]0))) = 0.

Proof From Theorem 1, we should check the ANFs of [P(x)]i whether satisfy
(∗). From Lemma 4, we only need to check the ANFs of [P(x)]0, [P(x)]1, [P(x)]2.

First, [P(x)]0 = [x]0⊕ [a0]0.
From Theorem 3.1 in [19] , we know

d⊕

j=0

[a jx
j]1 = [x]1⊕ (

d⊕

k=1

[ak]1)[x]0⊕ [a0]1.

Therefore, we have
[P(x)]1 = [a0]1⊕ [a1x]1⊕·· ·⊕ [adxd ]1⊕θ1(a0,a1x)⊕·· ·⊕θ1(a0+ · · ·+ad−1xd−1,adxd)

= [x]1⊕ ([a1]1⊕·· ·⊕ [ad]1)[x]0⊕ [a0]1⊕ ([a0]0[a1x]0⊕·· ·
⊕[a0 + · · ·+ ad−1xd−1]0[adxd ]0)

= [x]1⊕ ([a1]1⊕·· ·⊕ [ad]1)[x]0⊕ [a0]1⊕ ([a0]0[a1]0
⊕([a0]0⊕ [a1]0)[a2]0⊕·· ·⊕ ([a0]0⊕ [a1]0⊕·· ·⊕ [ad−1]0)[ad ]0)[x]0

= [x]1⊕ (([a1]1⊕·· ·⊕ [ad]1)⊕ ([a0]0[a1]0⊕ ([a0]0⊕ [a1]0)[a2]0⊕·· ·
⊕([a0]0⊕ [a1]0⊕·· ·⊕ [ad−1]0)[ad ]0))[x]0⊕ [a0]1;

Now we consider [P(x)]2.
θ2(a0,a1x) = [a0]0[a1x]0([a0]1⊕ [a1x]1)⊕ [a0]1[a1x]1 = [a0]0[a1]0[x]0[x]1⊕α;
For k = 1,2, . . . ,

θ2(a0 + · · ·+ a2k−1x2k−1,a2kx2k)
= [a0 + · · ·+ a2k−1x2k−1]0[a2kx2k]0([a0 + · · ·+ a2k−1x2k−1]1⊕ [a2kx2k]1)
⊕[a0 + · · ·+ a2k−1x2k−1]1[a2kx2k]1

= ([a0]0⊕·· ·⊕ [a2k−1x2k−1]0)[a2kx2k]0([a0]1⊕·· ·⊕ [a2k−1x2k−1]1⊕ [a2kx2k]1
⊕θ0(a0,a1x)⊕·· ·⊕θ0(a0 + · · ·+ a2k−2x2k−2,a2k−1x2k−1))
⊕([a0]1⊕·· ·⊕ [a2k−1x2k−1]1⊕θ0(a0,a1x)⊕·· ·
⊕θ0(a0 + · · ·+ a2k−2x2k−2,a2k−1x2k−1))[a2kx2k]1

= (
⊕2k−1

i=1
iodd

[ai]0)([a2k]1⊕ [a2k]0(
⊕2k−1

i=0 [ai]0))[x]0[x]1⊕α

θ2(a0 + · · ·+ a2kx2k,a2k+1x2k+1)
= [a0 + · · ·+ a2kx2k]0[a2k+1x2k+1]0([a0 + · · ·+ a2kx2k]1⊕ [a2k+1x2k+1]1)
⊕[a0 + · · ·+ a2kx2k]1[a2k+1x2k+1]1

= ([a0]0⊕·· ·⊕ [a2kx2k]0)[a2k+1x2k+1]0([a0]1⊕·· ·⊕ [a2kx2k]1⊕ [a2k+1x2k+1]1
⊕θ0(a0,a1x)⊕·· ·⊕θ0(a0 + · · ·+ a2k−1x2k−1,a2kx2k))
⊕([a0]1⊕·· ·⊕ [a2kx2k]1⊕θ0(a0,a1x)⊕·· ·⊕θ0(a0+ · · ·+a2k−1x2k−1,a2kx2k))[a2k+1x2k+1]1

=([a2k+1]1 ·(
⊕2k−1

i=1
iodd

[ai]0)⊕ [a2k+1]0 ·(
⊕2k

i=0([ai]0⊕ [ai]1)⊕(
⊕2k

i=0
i even

[ai]0)·(
⊕2k

i=0
iodd

[ai]0)

⊕
⊕2k

i=1([ai]0(
⊕i−1

l=0[al ]0))))[x]0[x]1⊕α
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Then
θ2(a0,a1x)⊕·· ·⊕θ2(a0 + · · ·+ ad−1xd−1,adxd)

= ([a0]0⊕
⊕⌊ d

2 ⌋

k=1((
⊕2k−1

i=1
iodd

[ai]0)([a2k]1⊕ [a2k]0(
⊕2k−1

i=0 [ai]0)))

⊕
⊕⌊ d−1

2 ⌋

k=1 ([a2k+1]1 ·(
⊕2k−1

i=1
iodd

[ai]0)⊕ [a2k+1]0 ·(
⊕2k

i=0([ai]0⊕ [ai]1)⊕(
⊕2k

i=0
i even

[ai]0)

·(
⊕2k

i=0
iodd

[ai]0)⊕
⊕2k

i=1([ai]0(
⊕i−1

l=0[al ]0)))))[x]0[x]1⊕α

From Theorem 3.1 in [19], we know

d⊕

j=0

[a jx
j]2 = [x]2⊕ ((

d⊕

k=0
k odd

[ak]0[ak]1)⊕ (
d⊕

k=3
k odd

[ak]1)⊕ [a2]0)[x]0[x]1⊕α.

Finally, we have
[P(x)]2 = [a0]2⊕ [a1x]2⊕·· ·⊕ [adxd ]2⊕θ2(a0,a1x)⊕·· ·⊕θ2(a0+ · · ·+ad−1xd−1,adxd)

= [x]2⊕ ([a2]0⊕
⊕d

i=0
iodd

[ai]0[ai]1⊕
⊕d

i=3
iodd

[ai]1)[x]0[x]1

⊕([a0]0⊕
⊕⌊ d

2 ⌋

k=1((
⊕2k−1

i=0
iodd

[ai]0)([a2k]1⊕ [a2k]0(
⊕2k−1

i=0 [ai]0)))

⊕
⊕⌊ d−1

2 ⌋

k=1 ([a2k+1]1 · (
⊕2k−1

i=1
iodd

[ai]0)⊕ [a2k+1]0 · (
⊕2k

i=0([ai]0⊕ [ai]1)

⊕(
⊕2k

i=0
i even

[ai]0) · (
⊕2k

i=0
iodd

[ai]0)⊕
⊕2k

i=1([ai]0(
⊕i−1

l=0[al]0)))))[x]0[x]1⊕α

= [x]2⊕ ([a2]0⊕
⊕d

i=0
iodd

[ai]0[ai]1⊕
⊕d

i=3
iodd

[ai]1

⊕([a0]0⊕
⊕⌊ d

2 ⌋

k=1((
⊕2k−1

i=0
iodd

[ai]0)([a2k]1⊕ [a2k]0(
⊕2k−1

i=0 [ai]0)))

⊕
⊕⌊ d−1

2 ⌋

k=1 ([a2k+1]1 · (
⊕2k−1

i=1
iodd

[ai]0)⊕ [a2k+1]0 · (
⊕2k

i=0([ai]0⊕ [ai]1)

⊕(
⊕2k

i=0
i even

[ai]0) · (
⊕2k

i=0
iodd

[ai]0)⊕
⊕2k

i=1([ai]0(
⊕i−1

l=0[al]0)))))[x]0[x]1⊕α

The proof ends. �

The following lemmas will be used in the main theorem of this part.

Lemma 5 ([19]) For k≥ 1, i≥ 3, the Boolean function [ax2k]i doesn’t contain
the monomial [x]0[x]1 · · · [x]i−1.

Lemma 6 ([19]) For k ≥ 1, i ≥ 3, the Boolean function [ax2k+1]i doesn’t
contain the monomial [x]0[x]1 · · · [x]i−1.

Lemma 7 ([19]) For k≥ 2, i≥ 1, the Boolean function [x2k]i doesn’t contain
the monomial [x]1[x]2 · · · [x]i−1.

Now, we suppose that the generalized polynomial is of the following form:

p̃(x) = a0⊕·· ·⊕ ai1−1xi1−1 + ai1xi1 ⊕·· ·⊕ ai2−1xi2−1 + ai2xi2 ⊕·· ·⊕ aim−1xim−1
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+aimxim ⊕·· ·⊕ adxd(mod2n)

where {i1, i2, . . . , im} 6= {1,2, . . . ,d}, i1 ≥ 1. That means all ”+”appear between the
monomials ai j−1xi j−1 and ai j x

i j , where j = 1,2, . . . ,m. Other positions are all ”⊕”.
Denote

f j = a0⊕·· ·⊕ ai1−1xi1−1 + ai1xi1 ⊕·· ·⊕ ai2−1xi2−1 + ai2xi2 ⊕·· ·⊕ ai j−1xi j−1

Theorem 3 Suppose the polynomial

p̃(x) = a0
+
⊕a1x+⊕ · · ·

+
⊕adxd (mod2n)

is invertible for any n ∈ N and there are l odd numbers in the set {i1, i2, . . . , im},

where {i1, i2, . . . , im} 6= {1,2, . . . ,d}, i1≥ 1. Then p̃(x)(mod2n) is a single cycle func-

tion for any n if and only if p̃(x)(mod25+2l
) is a single cycle function.

Proof Similarly to the proof of Theorem 2, we look into the ANFs of

[p̃(x)]i.

First, [p̃(x)]0 = [x]0⊕ [a0]0, [p̃(x)]i = (
⊕d

j=0[a jx j]i)⊕ (
⊕m

j=1 θi( f j ,ai j x
i j )).

From Theorem 3.1 in [19] , we know

d⊕

j=0

[a jx
j]1 = [x]1⊕ (

d⊕

k=1

[ak]1)[x]0⊕ [a0]1,

d⊕

j=0

[a jx
j]2 = [x]2⊕ ((

d⊕

k=0
k odd

[ak]0[ak]1)⊕ (
d⊕

k=3
k odd

[ak]1)⊕ [a2]0)[x]0[x]1⊕α.

For 3≤ i≤ n− 1,

d⊕

j=0

[a jx
j]i = [x]i⊕ [a1]1[x]0[x]1 · · · [x]i−1⊕α.

Therefore, for i ≥ 3, the coefficients of the monomial [x]0[x]1 · · · [x]i−1 in⊕d
j=0[a jx j]i are the same.

Now, we look into the coefficients of [x]0[x]1 · · · [x]i−1 in
⊕m

j=1 θi( f j ,ai j x
i j ).

First, consider θi(a0⊕·· ·⊕ akxk,ak+1xk+1). Since the following computations are
easy to carry out, we omit the details.

(I) If k is odd.
When k = 1,

θ1(a0⊕ a1x,a2x2) = ([a0]0⊕ [a1]0)[a2]0[x]0,

θ2(a0⊕ a1x,a2x2) = ([a2]1⊕ ([a0]0⊕ [a1]0)[a2]0)[x]0[x]1.
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For i≥ 3,

θi(a0⊕ a1x,a2x2) = ([a2]1⊕ [a0]0[a2]0)[x]0[x]1 · · · [x]i−1⊕α.

When k ≥ 3,

θ1(a0⊕·· ·⊕ akxk,ak+1xk+1) = (
k⊕

j=0

[a j]0)[ak+1]0[x]0,

For i≥ 2,

θi(a0⊕·· ·⊕akxk,ak+1xk+1)= (
k⊕

j=0
j odd

[a j]0)([ak+1]1⊕(1⊕
k⊕

j=0
j even

[a j]0)[ak+1]0)[x]0[x]1 · · · [x]i−1⊕α.

(II) If k is even.
When k = 0, θ1(a0,a1x) = [a0]0[x]0.
For i≥ 2, θi(a0,a1x) = [a0]0[x]0[x]1 · · · [x]i−1⊕α.
When k = 2,

θ1(a0⊕ a1x⊕ a2x2,a3x3) = ([a0]0⊕ [a1]0⊕ [a2]0)[a3]0[x]0,

θ2(a0⊕a1x⊕a2x2,a3x3) = ([a3]1⊕ (1⊕ [a0]1⊕ [a1]1⊕ [a2]1)[a3]0)[x]0[x]1⊕α,

θ3(a0⊕ a1x⊕ a2x2,a3x3) = [a3]0([a1]1⊕ [a3]1)[x]0[x]1[x]2⊕α.

For i≥ 4,
θi(a0⊕ a1x⊕ a2x2,a3x3) = 0.

When k ≥ 4,

θ1(a0⊕·· ·⊕ akxk,ak+1xk+1) = (
k⊕

j=0

[a j]0)[ak+1]0[x]0,

θ2(a0⊕·· ·⊕ akxk,ak+1xk+1) = ((
k⊕

j=0
j odd

[a j]0)([ak+1]1⊕ (1⊕
k⊕

j=0
j even

[a j]0)[ak+1]0)

⊕((
k⊕

j=0
j even

[a j]0)⊕ (
k⊕

j=0

[a j]1))[ak+1]0)[x]0[x]1⊕α,

θ3(a0⊕·· ·⊕ akxk,ak+1xk+1) = ((
k+1⊕

j=0
j odd

[a j]1)⊕ (
k⊕

j=3
j odd

[a j]0)((
k+1⊕

j=0

[a j]1)⊕ (
k⊕

j=0
j even

[a j]0)))

·[ak+1]0[x]0[x]1[x]2⊕α.

Now, we will show that for all i ≥ 4, the coefficients of the monomial
[x]0[x]1 · · · [x]i−1 in θi(a0⊕·· ·⊕ akxk,ak+1xk+1) are the same.
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Claim 1 For l≥ 1, i≥ 1, [x2l+1]i doesn’t contain the monomial [x]1[x]2 · · · [x]i.

Proof ∀l ≥ 1, i≥ 1, [x2l+1]i = [x2l ]i[x]0⊕·· ·⊕ [x2l ]0[x]i⊕ δi(x2l ,x), the mono-
mial of [x2l+1]i which contains the factor [x]i is [x]0[x]i, so [x2l+1]i doesn’t contain
the monomial [x]1[x]2 · · · [x]i. �

Claim 2 For l≥ 0, i≥ 1, [x2l+1]i doesn’t contain the monomial [x]1[x]2 · · · [x]i−1.

Proof
[x2l+1]i = [x2l · x]i

= ∑
(l1,...,li)∈L2(i)

∏
1≤k≤i

τlk ([x
2l ]0[x]k, [x

2l ]1[x]k−1, . . . , [x
2l ]k[x]0)(mod2)

If li−1 = li = 0, then for all (l1, . . . , li−2,0,0) ∈ L2(i),

∆(l1,...,li−2,0,0) = ∏
1≤k≤i−2

τlk ([x
2l ]0[x]k, [x

2l ]1[x]k−1, . . . , [x
2l ]k[x]0)(mod2)

doesn’t contain the monomial [x]1[x]2 · · · [x]i−1.
If li = 1, then

∆(0,...,0,1) = τli([x
2l ]0[x]i, [x

2l ]1[x]i−1, . . . , [x
2l ]i[x]0)

= [x2l ]0[x]i⊕ [x2l]1[x]i−1⊕·· ·⊕ [x2l]i[x]0

doesn’t contain the monomial [x]1[x]2 · · · [x]i−1.
If li = 0, li−1 = 2, then

∆(0,...,0,2,0) = τ2([x
2l ]0[x]i−1, [x

2l ]1[x]i−2, . . . , [x
2l ]i−1[x]0)

Since the monomials which contain the factor [x]i−1 contain the factor [x]0,
∆(0,...,0,2,0) doesn’t contain the monomial [x]1[x]2 · · · [x]i−1.

If li = 0, li−1 = 1, we consider the vectors (l1, . . . , li−2,1,0) ∈ L2(i).

∆(l1,...,li−2,1,0) = ∏
1≤k≤i−1

τlk ([x
2l ]0[x]k, [x

2l ]1[x]k−1, . . . , [x
2l ]k[x]0)

= τ1([x
2l ]0[x]i−1, [x

2l ]1[x]i−2, . . . , [x
2l ]i−1[x]0)

· ∏
1≤k≤i−2

τlk ([x
2l ]0[x]k, [x

2l ]1[x]k−1, . . . , [x
2l ]k[x]0)

Since the monomials which contain the factor [x]i−1 contain the factor [x]0,
∆(l1,...,li−2,1,0) doesn’t contain the monomial [x]1[x]2 · · · [x]i−1. �

Claim 3 For k≥ 1, i≥ 3, [axk]i doesn’t contain the monomial [x]0[x]1 · · · [x]i−1.

Proof This follows directly from Lemma 5 and Lemma 6. �
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Furthermore, we have the following proposition.

Claim 4 For k≥ 3, i≥ 2, [axk]i doesn’t contain the monomial [x]1[x]2 · · · [x]i−1.

Proof If k = 2l is even,

[ax2l ]i = [a]i[x
2l ]0⊕·· ·⊕ [a]0[x

2l ]i⊕ δi(a,x
2l).

From Lemma 7, for any l≥ 2, i≥ 2, [x2l]i doesn’t contain the monomial [x]1[x]2 · · · [x]i−1.
That means [ax2l ]i doesn’t contain the monomial [x]1[x]2 · · · [x]i−1.

If k = 2l+ 1 is odd, then

[ax2l+1]i = ∑
(l1,...,li)∈L2(i)

∏
1≤k≤i

τlk ([a]0[x
2l+1]k, [a]1[x

2l+1]k−1, . . . , [a]k[x
2l+1]0)(mod2).

If li−1 = li = 0, then for any (l1, . . . , li−2,0,0) ∈ L2(i), ∆(l1,...,li−2,0,0) doesn’t
contain the monomial [x]1[x]2 · · · [x]i−1.

If li = 1, then

∆(0,...,0,1) = τli([a]0[x
2l+1]i, [a]1[x

2l+1]i−1, . . . , [a]i[x
2l+1]0)

= [a]0[x
2l+1]i⊕ [a]1[x

2l+1]i−1⊕·· ·⊕ [a]i[x
2l+1]0

From Claim 1, [x2l+1]i−1 doesn’t contain the monomial [x]1[x]2 · · · [x]i−1. From
Claim 2, [x2l+1]i doesn’t contain the monomial [x]1[x]2 · · · [x]i−1, then ∆(0,...,0,1)
doesn’t contain the monomial [x]1[x]2 · · · [x]i−1.

If li = 0, li−1 = 2, then

∆(0,...,0,2,0) = τ2([a]0[x
2l+1]i−1, [a]1[x

2l+1]i−2, . . . , [a]i−1[x
2l+1]0)

Since the monomials of [x2l+1]i−1 which contain the factor [x]i−1 contain the
factor [x]0, ∆(0,...,0,2,0) doesn’t contain the monomial [x]1[x]2 · · · [x]i−1.

If li = 0, li−1 = 1,

∆(l1,...,li−2,1,0) = ∏
1≤k≤i−1

τlk ([a]0[x
2l+1]k, [a]1[x

2l+1]k−1, . . . , [a]k[x
2l+1]0)

= τ1([a]0[x
2l+1]i−1, [a]1[x

2l+1]i−2, . . . , [a]i−1[x
2l+1]0)

∏
1≤k≤i−2

τlk([a]0[x
2l+1]k, [a]1[x

2l+1]k−1, . . . , [a]k[x
2l+1]0)

Since the monomials of [x2l+1]i−1 which contain the factor [x]i−1 contain the
factor [x]0, ∆(l1,...,li−2,1,0) doesn’t contain the monomial [x]1[x]2 · · · [x]i−1.

Therefore, [ax2l+1]i doesn’t contain the monomial [x]1[x]2 · · · [x]i−1. �

From Claim 3 and Claim 4, we know that for any k ≥ 3, i≥ 3, [axk]i doesn’t
contain the monomial [x]0[x]1 · · · [x]i−1 and [x]1[x]2 · · · [x]i−1. Then
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i−1

∑
j=3

[a0⊕·· ·⊕ akxk]i[ak+1xk+1]i
i−1

∏
l= j+1

([a0⊕·· ·⊕ akxk] j⊕ [ak+1xk+1] j)

doesn’t contain the monomial [x]0[x]1 · · · [x]i−1.
Therefore, for i≥ 4, the coefficients of [x]0[x]1 · · · [x]i−1 in θi(a0⊕·· ·⊕akxk,ak+1xk+1)

are the same.

Now, we consider θi( fk,aik xik )(k ≥ 2).
(I) If ik is even.
If ik ≥ 4,

θ1( fk,aik xik) = [ fk]0[aik xik ]0 = (
ik−1⊕

j=0

[a j]0)[aik ]0[x]0,

For any l ≥ 2,

θl( fk,aik xik ) = (
ik⊕

j=0
j odd

[a j]0)([aik ]1⊕ (1⊕
ik−2⊕

j=0
j even

[a j]0)[aik ]0)[x]0[x]1 · · · [x]l−1⊕α.

(II) If ik is odd.
Let k = 2.
Since

[ f2] j[ai2xi2 ] j = ([a0] j⊕ [a1x] j⊕·· ·⊕ [ai2−1xi2−1] j⊕θ j( f1,ai1xi1))([ai2 ]0[x]0[x] j⊕α),

it follows that the monomial [x]0[x]1 · · · [x] j only appears in [ai2 ]0[x]0[x] jθ j( f1,ai1xi1).
For the same reason, considering [ f2] j+1[ai2xi2 ] j+1 , the monomial [x]0[x]1 · · · [x] j+1

only appears in [ai2 ]0[x]0[x] j+1θ j+1( f1,ai1xi1).
Since, for i≥ 4, the coefficients of [x]0[x]1 · · · [x]i−1 in θi(a0⊕·· ·⊕akxk,ak+1xk+1)

are the same, it follows that, for all j ≥ 4, the coefficient of [x]0[x]1 · · · [x] j in
[ f2] j[ai2xi2 ] j is equal to the coefficient of [x]0[x]1 · · · [x] j+1 in [ f2] j+1[ai2xi2 ] j+1.

It is easy to see

Λ = [ f2] j−1[ai2xi2 ] j−1([ f2] j⊕ [ai2xi2 ] j)([ f2] j+1⊕ [ai2xi2 ] j+1)

⊕[ f2] j[ai2xi2 ] j([ f2] j+1⊕ [ai2xi2 ] j+1)

doesn’t contain the monomial [x]0[x]1 · · · [x] j+1.
Obviously, the coefficient of [x]0[x]1 · · · [x] j−1 in

j−2

∑
l=0

[ f2]l [ai2xi2 ]l

j−1

∏
t=l+1

([ f2]t ⊕ [ai2xi2 ]t)

11



is equal to the coefficient of [x]0[x]1 · · · [x] j+1 in

j−2

∑
l=0

[ f2]l [ai2xi2 ]l

j+1

∏
t=l+1

([ f2]t ⊕ [ai2xi2 ]t)

Thus, the coefficient of [x]0[x]1 · · · [x] j−1 in

θ j( f2,ai2xi2) =
j−1

∑
l=0

[ f2]l [ai2xi2 ]l

j−1

∏
t=l+1

([ f2]t ⊕ [ai2xi2 ]t)

is equal to the coefficient of [x]0[x]1 · · · [x] j+1 in

θ j+2( f2,ai2xi2) =
j+1

∑
l=0

[ f2]l [ai2xi2 ]l

j+1

∏
t=l+1

([ f2]t ⊕ [ai2xi2 ]t).

Claim 5 If there are l ≤ (k− 2) odd numbers in the set {i2, i3, . . . , ik−1},
for k ≥ 3, then the coefficient of [x]0[x]1 · · · [x] j−1 in θ j( fk,aik xik ) is equal to the
coefficient of [x]0[x]1 · · · [x] j+2l+1−1 in θ j+2l+1( fk,aik xik ).

Proof The claim is shown by induction on k.
Let k = 3.
Similarly to the case of k = 2, we can show that:
If i2 ≥ 4 is even, the coefficient of [x]0[x]1 · · · [x] j−1 in θ j( f3,ai3xi3) is equal to

the coefficient of [x]0[x]1 · · · [x] j+1 in θ j+2( f3,ai3xi3).
If i2 ≥ 4 is odd, the coefficient of [x]0[x]1 · · · [x] j−1 in θ j( f3,ai3xi3) is equal to

the coefficient of [x]0[x]1 · · · [x] j+1 in θ j+22( f3,ai3xi3).
Suppose that the proposition holds for all l ≤ k.
Now we suppose that there are m≤ (k−1) odd numbers in the set {i2, . . . , ik}.

We will show that the coefficient of [x]0[x]1 · · · [x] j−1 in θ j( fk+1,ai(k+1)
xi(k+1)) is equal

to the coefficient of [x]0[x]1 · · · [x] j+2m+1−1 in θ j+2m+1( fk+1,ai(k+1)
xi(k+1)).

Similarly to the case of k = 2, we will divide

θ j( fk+1,ai(k+1)
xi(k+1)) and θ j+2m+1( fk+1,ai(k+1)

xi(k+1))

into three parts to discuss.
Firstly, since

[ fk+1] j−1[ai(k+1)
xi(k+1) ] j−1 =(

i(k+1)−1⊕

l=0

[alx
l ] j−1⊕

k⊕

l=1

θ j−1( fl ,ail x
il ))([ai(k+1)

]0[x]0[x] j−1⊕α),

by the induction hypothesis, it is easy to see that

k⊕

l=1

θ j−1( fl ,ail x
il ) = (

k⊕

l=1
l even

θ j−1( fl ,ail x
il ))⊕ (

k⊕

l=1
l odd

θ j+2m+1−1( fl ,ail x
il ))

12



=
k⊕

l=1

θ j+2m+1−1( fl ,ail x
il ),

then the coefficient of [x]0[x]1 · · · [x] j−1 in [ fk+1] j−1[ai(k+1)
xi(k+1) ] j−1 is equal to the

coefficient of [x]0[x]1 · · · [x] j+2m+1−1 in [ fk+1] j+2m+1−1[ai(k+1)
xi(k+1) ] j+2m+1−1.

Secondly,

j+2m+1−2

∑
l= j−1

[ fk+1]l [ai(k+1)
xi(k+1) ]l

j+2m+1−1

∏
t=l+1

([ fk+1]t ⊕ [ai(k+1)
xi(k+1) ]t)

doesn’t contain the monomial [x]0[x]1 · · · [x] j+2m+1−1.
Finally, we can check that the coefficient of [x]0[x]1 · · · [x] j−1 in

j−2

∑
l=0

[ fk+1]l [aik+1xik+1 ]l

j−1

∏
t=l+1

([ fk+1]t ⊕ [ai(k+1)
xi(k+1) ]t)

is equal to the coefficient of [x]0[x]1 · · · [x] j+2m+1−1 in

j−2

∑
l=0

[ fk+1]l [ai(k+1)
xi(k+1) ]l

j+2m+1−1

∏
t=l+1

([ fk+1]t ⊕ [ai(k+1)
xi(k+1) ]t).

The claim holds and the proof ends. �

Remark In the above theorem, the generalized polynomials (∗∗) are stud-
ied in general and the condition for generating a single cycle is presented. In
practice, if we treat the coefficients as symbols, then there are 2d different forms
of generalized polynomials, for we have two operations ”+” and ”⊕” to choose
between the adjacent monomials. When we consider the concrete case of the
generalized polynomial of which the ”+”and ”⊕”appear between the monomials
are fixed, we can gain more explicit conditions on the generalized polynomial
being single-cycle. Firstly, from Theorem 3, it is easy to determine the number

l. Then, we only need to check the ANFs of [p̃(x)]i, for 0≤ i≤ (4+2l), according
to (∗) in Theorem 1. Furthermore, using of the formulas of sum and product
of 2-adic integers, we can present a more explicit characterization of the coeffi-
cients of the single cycle generalized polynomials, just like Theorem 2 above and
Theorem 3.1 in [19].

Let us consider a simple case of the generalized polynomial p̃(x) = a0+a1x⊕
a2x2 (mod2n).

From Theorem 5.3 in [12], we know that p̃(x) (mod2n) is invertible for any
n ∈ N if and only if [a1]0 = 1, [a2]0 = 0.

Moreover, we have the following proposition.

Proposition 1 p̃(x) = a0 +a1x⊕a2x2 (mod2n) is single cycle for any n ∈N

if and only if [a0]0 = [a1]0 = 1, [a1]1 = [a2]0 = [a2]1 = 0.
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Proof From Theorem 3, we have l = 1, thus ∀n ∈N, p̃(x)(mod2n) is single

cycle if and only if p̃(x)(mod27) is single cycle. Therefore, we only need to check

the ANFs of [p̃(x)]i, i = 0,1, . . . ,6.
First, for i ≥ 1, θi(a0,a1x) does not contain the term [x]i, then we consider

the coefficient of the term [x]0[x]1 · · · [x]i−1 in θi(a0,a1x).
Since

θi(a0,a1x) = [a0]0[a1x]0([a0]1⊕ [a1x]1)([a0]2⊕ [a1x]2) · · · ([a0]i−1⊕ [a1x]i−1)

⊕[a0]1[a1x]1([a0]2⊕ [a1x]2) · · · ([a0]i−1⊕ [a1x]i−1)

⊕·· ·⊕ [a0]i−1[a1x]i−1,

it is easy to know that the monomial [x]0[x]1 · · · [x]i−1 is only contained in

[a0]0[a1x]0([a0]1⊕ [a1x]1)([a0]2⊕ [a1x]2) · · · ([a0]i−1⊕ [a1x]i−1)

and the coefficient is [a0]0.

From Theorem 3.1 in [19], we have

[a0]0⊕ [a1x]0⊕ [a2x2]0 = [x]0⊕ [a0]0,

[a0]1⊕ [a1x]1⊕ [a2x2]1 = [x]1⊕ ([a1]1⊕ [a2]1)[x]0⊕ [a0]1,

[a0]2⊕ [a1x]2⊕ [a2x2]2 = [x]2⊕ ([a1]1⊕ [a2]0)[x]0[x]1⊕α,
for i≥ 3, [a0]i⊕ [a1x]i⊕ [a2x2]i = [x]i⊕ [a1]1[x]0[x]1 · · · [x]i−1⊕α.
Therefore,

[p̃(x)]0 = [a0]0⊕ [a1x]0⊕ [a2x2]0 = [x]0⊕ [a0]0,

[p̃(x)]1 = [a0]1⊕ [a1x]1⊕ [a2x2]1⊕θ1(a0,a1x) = [x]1⊕([a0]0⊕ [a1]1⊕ [a2]1)[x]0⊕ [a0]1,

[p̃(x)]2 = [a0]2⊕ [a1x]2⊕ [a2x2]2⊕θ2(a0,a1x) = [x]2⊕([a0]0⊕ [a1]1⊕ [a2]0)[x]0[x]1⊕α,

for 3≤ i≤ 6,

[p̃(x)]i = [a0]i⊕ [a1x]i⊕ [a2x2]i⊕θi(a0,a1x) = [x]i⊕([a0]0⊕ [a1]1)[x]0[x]1 · · · [x]i−1⊕α.

From Theorem 1, the result follows. �

Example 1 Since [5]0 = [9]0 = 1, [9]1 = [4]0 = [4]1 = 0, from Proposition

1, p̃(x) = 5+ 9x⊕ 4x2(mod2n) is a single cycle function for any n ∈ N. Its cycle
structure over Z/22

Z is 0→ 1→ 2→ 3→ 0.

Example 2 Since [6]0 6= 1, [3]1 6= 0, from the above result, we know that

p̃(x) = 6+ 3x⊕ 4x2(mod2n) is not a single cycle function for some n. The cycle
structure over Z/23

Z is 0→ 6→ 0, 1→ 5→ 1, 2→ 4→ 2, 3→ 3, 7→ 7.
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4 Conclusion

In this paper, we have developed the bit-slice analysis of T-functions pro-
posed by Klimov and Shamir in depth. By means of the formulas of sum and
product of 2-adic integers, we gain a more explicit characterization of the single
cycle T-function. In particular, we study a new class of single cycle T-functions
which are called the generalized polynomials and present the necessary and suf-
ficient conditions that the generalized polynomials are single cycle functions.
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