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Abstract. In this paper, we investigate on threshold proofs, a framework for distributing the prover’s side of
interactive proofs of knowledge over multiple parties. Interactive proofs of knowledge (PoK) are widely used
primitives of cryptographic protocols, including important user-centric protocols, such as identification schemes,
electronic cash (e-cash), and anonymous credentials.
We present a security model for threshold proofs of knowledge and develop threshold versions of well-known
primitives such as range proofs, zero-knowledge proofs for preimages of homomorphisms (which generalizes PoKs
of discrete logarithms, representations, p-th roots, etc.), as well as OR statements. These building blocks are proven
secure in our model.
Furthermore, we apply the developed primitives and techniques in the context of user-centric protocols. In particular,
we construct distributed-user variants of Brands’ e-cash system and the bilinear anonymous credential scheme by
Camenisch and Lysyanskaya. Distributing the user party in such protocols has several practical advantages: First, the
security of a user can be increased by sharing secrets and computations over multiple devices owned by the user. In
this way, losing control of a single device does not result in a security breach. Second, this approach also allows
groups of users to jointly control an application (e.g., a joint e-cash account), not giving a single user full control.
The distributed versions of the protocols we propose in this paper are relatively efficient (when compared to a general
MPC approach). In comparison to the original protocols only the prover’s (or user’s) side is modified while the other
side stays untouched. In particular, it is oblivious to the other party whether it interacts with a distributed prover (or
user) or one as defined in the original protocol.

Keywords: Multiparty computation, threshold cryptography, distributed provers, Σ -protocols, e-cash, anonymous
credentials.

1 Introduction

The general idea of increasing the security of cryptographic primitives by distributing computations is not new. There is
a large body of cryptographic literature dealing with threshold digital signatures [1,22,23,26,33,44], where the security
of a signature scheme is increased by splitting the signer player into several players. In this way one obtains schemes
that stay secure even in case one or more (up to a certain threshold) of these players get corrupted.

We believe that in a world where people are expected to participate in more and more different and complex security
protocols, there is a need for extending the idea of threshold schemes for users beyond signatures. In particular, the
acceptance and deployment of user-centric cryptographic protocols including e-cash [13] and anonymous credentials [14]
could profit from strengthening the security guarantees for the human user.

An important work in this vein (which however, still restricts to signatures) is due to Damgård and Mikkelsen [23].
They introduce a model where the human user in the context of a signature scheme is represented not by a single player,
as often done in cryptographic literature, but by several players thereby decoupling the user and his actual equipment
(e.g., a smart card and a PC). This leads to a more realistic model of the world, and, by using threshold signatures,
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it increases the security of the human user against identity theft: If only one of the user’s devices gets corrupted, the
adversary is still not able to make signatures on behalf of the user.

A major goal of the work at hand is to extend this approach to the more complex case of user-centric cryptographic
protocols. Here, for instance, users need to be protected against loss of credentials, electronic coins, etc. due to
corruption, theft, or loss of their devices. Another strongly related goal in this context is to protect a group of users who
jointly own an e-cash account or hold a credential from misuse by a single member of the group.

To achieve the above goals we need to distribute the user’s part of these protocols in an appropriate way. From
an implementation point of view, it is a very important objective for new protocols to work as seamlessly as possible
together with existing solutions. If the other players in the protocol, e.g., the shop accepting electronic cash, are oblivious
of the fact that the user is distributed, then a distributed-user variant of the protocol can be utilized in already working
environments alongside other implementations, without requiring new standardizations and/or implementations of big
and system-wide changes. In practice, we aim for distributing the user’s private information between n players, and
let these players communicate with some additional player C combining these messages and acting with respect to
the other party (e.g, the shop) as if it was a single user. For the purpose of implementing distributed-user protocols
also on computationally weak mobile devices like smart phones or smart cards, efficiency of the protocols is of great
importance.

Related Work. Pedersen [41] considers distributed provers in the context of undeniable signatures. However, while
our goal is to improve the security against theft of the user’s identity, Pedersen’s focus is on robustness. Desmedt et
al. [25] propose a model similar to ours. While their model is based on zero-knowledge proofs of knowledge, our
model extends the properties of Σ -protocols. This allows us to easily construct protocols that have arbitrary challenge
spaces, which is more difficult to achieve with the general definition of zero-knowledge. In fact, they only present a
protocol where the challenge is one bit. Furthermore, our model avoids interaction among the provers, and it preserves
the communication pattern of the single-prover protocols. Desmedt [24] introduced the protocol presented in Figure 1.
However, he does not give a security proof for his protocol, and he considers neither applications nor more intricate
proofs as we do with OR proofs and range proofs.

Further examples of related work are [23] described earlier, and the work of Simoens et al. [47]. The latter work
also utilizes threshold cryptography to enhance the security of users. The authors propose threshold signatures and
threshold encryption schemes, focusing on very constrained devices. In contrast to our approach they design distributed
schemes from scratch where the verifier is aware of the fact that it interacts with a distributed party.

Brands [6] considers a model called wallet with observers, where the user player of an e-cash scheme is distributed
into two different entities. The objective is to protect the bank against double spenders, and this is achieved by using
tamper proof hardware. Our objective is to improve the security of the user, and we do not rely on tamper proof
hardware.

Our Contribution. This work proposes a framework for threshold zero-knowledge proofs consisting of a security model
as well as techniques and building blocks for constructing threshold user-centric protocols. In particular, we introduce
threshold variants of numerous important Σ -protocols for proofs of knowledge which are frequently used as building
blocks: This includes Schnorr’s protocol [45] for discrete logarithms, Okamoto’s [40] protocol for representations,
Fiat-Shamir’s [30] and Guillou-Quisquater’s [35] protocols for modular roots, protocols for proving equalities, a
protocol for proving correctness of DH keys, protocols for proving multiplicative relations of commitments, and many
further protocols which are, e.g., used in e-cash and credential systems. To do so, we consider a generalization of above
protocols by Maurer [39] (PoK of a preimage of a homomorphism) instead of treating each protocol individually.

As a further contribution, we develop a threshold version of the OR construction for the generalized PoK mentioned
above. While coming up with a distributed PoK for preimages is not too hard, this is not the case for the OR protocol.
Here tricky modifications to the computation flow on the prover’s side are required. The OR construction by Cramer et
al. [17] is an important building block. For example, it is an efficient way to increase the security of proofs of knowledge:
It can be used to obtain a witness hiding [28] Σ -protocol starting from one not having this property. Moreover, by
means of this construction one can turn a witness hiding Σ -protocol into a protocol providing zero-knowledge against
dishonest verifiers. Furthermore, we develop threshold versions of the range proofs by Lipmaa [37] and Boudot [5] also
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used in various user-centric protocols. For all of our threshold variants of the above protocols we show zero-knowledge
under passive as well as active corruption of the verifier and a number of provers.

As a case study to demonstrate the usefulness of our approach we apply it to obtain several distributed user-centric
protocols. More precisely, we sketch distributed-user variants of Brands’ e-cash system [6], the pairing-based anonymous
credential scheme by Camenisch and Lysyanskaya [10] and an identification scheme by Cramer and Damgård [15]. We
note that our primary goal in the context of these applications is to improve the user’s security rather than protecting its
privacy (untraceability of transactions) in case the adversary gains control over a device. Nevertheless, in the appendix
D we sketch how forward and backward untraceability of users could be achieved if a device becomes temporarily
corrupted.

One may ask how our threshold protocols differ from a solution using full-fledged multi-party computation. The
key difference is communication efficiency: Our protocols are highly efficient, most of them preserve the three move
structure with respect to each prover, which is optimal for single-prover zero-knowledge proofs. We achieve this by
avoiding full-featured multiparty computation, instead, we exploit the properties of linear and multiplicative secret
sharing schemes. In particular, we use so-called pseudorandom secret sharing [16] to allow the provers to generate
secret shared random numbers without communication. Moreover, we combine multiplicative secret sharing with
pseudorandom zero-sharing to allow the provers to carry out a multiplication of two secret shared numbers without
communication. This approach differs from common multiparty computation [3] involving a resharing round after every
local multiplication of shares.

Since the focus of this paper is on efficiency, we refrain from considering complex protocols such as the proof
of knowledge of a Hamiltonian cycle [4]. Revealing the Hamiltonian cycle in the last step of this protocol involves
branching, which is known to be relatively expensive in multiparty computation. For the same reason, we do not
consider universally composable zero-knowledge or related notions like non-malleable zero-knowledge [32]. To the
best of our knowledge, these imply the use of techniques that do not allow an efficient implementation as multiparty
computation, like hash functions in [32] or converting secret values between different domains in [27].

2 Security Model and Preliminaries

Contrary to the traditional model for user-centric protocols, where the user and his computing equipment is modeled as
one player, this equipment can be represented as several players in the model we consider in this work. Computations
done by a user are split up among several devices (each representing a player), which the user may carry with him. This
could be for example a cell phone, smart cards, but a device might also be a server connected to the Internet.

The protocols we are going to consider in this model are threshold proofs, a distributed version of protocols for
proofs of knowledge (PoK). While the model covers general zero-knowledge proofs of knowledge, this paper mainly
considers Σ -protocols. Σ -protocols are a special class of PoK protocols, where the prover P starts the protocol by
sending a message a to the verifier V . V replies with an l-bit string e. From a, e and its private input P calculates a
response z and sends z to V . From a, e and z, V is able to verify the proof. Σ -protocols are an important primitive in
many cryptographic protocols. For further details we refer to [20].

We study how the prover P of Σ -protocols can be distributed such that the private input is shared between n provers
P1, . . . ,Pn, representing the user’s computing devices. Each of these provers communicates with a player, denoted
combiner C , combining the messages in the proof and communicating with V as if C was P in the original protocol.
The protocol view of V has to be indistinguishable from the single-prover protocol. C could represent one of the user’s
devices handling the communication with the verifier, or it could model a device not controlled by the user, e.g., a
specially designed terminal for receiving e-cash in a threshold e-cash scheme. Because of this, we specify C in our
protocols such that it does not store any user-specific data.

It should be noted that generally Σ -protocols do not achieve provable zero-knowledge against a malicious verifier,
they only achieve what is known as special honest-verifier zero-knowledge. This translates in the threshold proofs to a
lack of provable zero-knowledge against an actively corrupted combiner. However, as we will see the standard solutions
against malicious verifiers also imply zero-knowledge against malicious combiners.
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2.1 Security Model

We assume that up to t of the n provers can be corrupted either passively or actively by an adversary, with some
additional control over the verifier V and the combiner C . The degree of control the adversary may have over V and
C depends on the assumptions made in the original protocols regarding the corruption of V . The security property
we focus on is zero-knowledge, even in case of some corruptions, and not correctness, meaning the adversary is not
allowed to gain information, but is allowed to prevent proofs from being accepted. It is, however, possible to construct
robust protocols, which would lead to a lower threshold. We only consider static adversaries, although most of the
protocols are secure against adaptive adversaries. We extend the properties of Σ -protocols as follows:

Definition 1 (Completeness). If all provers and the combiner follow the protocol, the verifier accepts with overwhelm-
ing probability.

Definition 2 (Special soundness). From any two accepting conversations with the same initial message, the witness
can be computed in polynomial time.

Definition 2 is the same as in the single-prover case (e.g., see [20]). Informally speaking, we are not concerned with
the question who actually “knows” the witness, e.g., it might be C interacting with V while ignoring the messages from
the provers, or it might be just one prover.

Definition 3 (Special honest-verifier-combiner zero-knowledge with threshold t). There exists a zero-knowledge
simulator that, for any given challenge e, can simulate a protocol execution that is perfectly, statistically, or computa-
tionally indistinguishable from a real protocol execution with passive corruption of the verifier, the combiner, and up to
t provers.

Note that (single-prover) Σ -protocols in general cannot be proven to be zero-knowledge if the challenge is not
independent of the initial message, and thus, the verifier and the combiner cannot be actively corrupted in our distributed
Σ -protocols. However, in Definition 4 we allow the combiner to deviate partially, i.e., he is allowed to send differing
challenges to the provers. This extension of the adversaries capabilities gives a model in between passive corruption and
active corruption. This model is not so interesting by itself, however, we define it because a protocol that is partial
zero-knowledge can by standard techniques be transformed into a protocol with full zero-knowledge.

Definition 4 (Partial zero-knowledge with threshold t). There exists a zero-knowledge simulator that, for any set of
challenges {e(i)}i∈[n], can simulate a transcript that is perfectly, statistically, or computationally indistinguishable from
a real execution with up to t actively corrupted provers and e(i) being sent to Pi for all i ∈ [n]. To do so, the simulator
can interact with the corrupted provers in a black-box way.

Definition 5 (Full zero-knowledge with threshold t). Let an active adversary statically corrupt up to t provers, the
combiner, and the verifier. Then there exists a zero-knowledge simulator that can simulate a transcript that is perfectly,
statistically, or computationally indistinguishable from a real execution by rewindable black-box interaction with the
corrupted parties.

In Appendix G, we show that any partial zero-knowledge protocol with threshold t can be extended to a protocol
that implements a UC functionality corresponding to the notion of full zero-knowledge with threshold t. The extension
essentially lets the provers commit the their first messages before they receive the challenge. An adversary computing a
challenge dependent on a first message would then break the hiding property of the commitment scheme.

Definition 6 (Witness hiding with threshold t). Let a computationally bounded, active adversary statically corrupt
up to t provers, the combiner, and the verifier. Then the probability that the adversary can output the witness after a
polynomial number of protocol runs is negligible.

It is clear that computational full zero-knowledge with threshold t implies witness hiding with threshold t, however,
the reverse is not known to hold.
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2.2 Secret Sharing

To present our protocols in a general way, we briefly introduce here an abstract definition of linear and multiplicative
secret sharing schemes. For more details see Appendix A.

Definition 7 (Linear secret sharing). A linear secret sharing scheme for a ring consists of two algorithms:

Share Takes a secret value and some random values as input and outputs one or more shares for every player, using a
linear operation on the inputs.

Reconstr Takes all shares given by Share to a qualified set of players as input and outputs the secret, using a linear
operation on the inputs.

The shares given to any unqualified set are perfectly or statistically indistinguishable from a sharing of zero.

Since Reconstr is linear, the sum of two share vectors output by Share is a sharing of the sum of the secrets.
Therefore, computing a secret sharing of the output of any linear function from a secret sharing of the inputs can be
done without communication. Desmedt et al. [25] describe how a linear secret sharing scheme for Zm implies a secret
sharing scheme for a group G of order m.

The simplest example of a linear secret sharing scheme is additive secret sharing, where the shares are simply
random numbers adding up to the secret. It works for any ring, and can also be defined over a group, where the shares
are reconstructed by applying the group operation on the shares. The only qualified set is the set of all players.

Definition 8 (Multiplicative secret sharing). A multiplicative secret sharing scheme is a linear secret sharing scheme
that in addition provides the following algorithm:

Mult Takes all shares of two secrets, given to a certain player, and outputs a value, using a bilinear operation on the
two share vectors. The sum of the outputs of all players is the product of the two secrets.

One of the first and most common linear secret sharing schemes is Shamir’s secret sharing scheme [46] for finite
fields. Shamir’s secret sharing with threshold t < n/2 is multiplicative. Cramer et al. [18] show how to construct a
multiplicative integer secret sharing scheme with threshold t < n/2.

The notion of multiplicative secret sharing schemes can be extended to cyclic groups G = 〈g〉, in the sense that
the sum and the product of gs and gs′ are defined to be gs+s′ and gss′ , respectively. Since exponentiation with base
g is homomorphic as well as Share and Reconstr are linear, those algorithms trivially can be applied in this setting.
However, gss′ is in general not computable from gs and gs′ without knowing s or s′. Nevertheless, if the exponents of the
second input vector are known, Mult′(gsi ,s′i) := gMult(si,s′i) can be computed because Mult is bilinear. Multiplicative
integer secret sharing can be used with any cyclic group, whereas Shamir secret sharing over Z|G| can be used if G has
prime order.

Pseudorandom Secret Sharing (PRSS) and Zero Sharing (PRZS). Pseudorandom secret sharing was introduced by
Cramer et al. [16]. It is a way for a number of players to generate a secret shared value without communication. PRSS is
practical as long as the number of players is relatively small (as we can assume for our applications). We will refer to the
sharing of a random number as pseudorandom secret sharing (PRSS) and to the additive sharing of 0 as pseudorandom
zero sharing (PRZS). Furthermore, we denote by PRZS′ an alternative version of the latter, which outputs a secret
sharing of the neutral element 1 of a group. Appendix A provides details on the constructions used in this paper. For
the sake of readability of the protocol descriptions, we omit that all the mentioned schemes are given a set of keys
when used. We also omit that a variable changing from invocation to invocation (like a counter) is used internally so
that, by every invocation of PRSS(i) or PRZS(i), Pi obtains its share of a new random number or its new share of 0,
respectively.
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Pi C V
Input: w(i) ∈ G, PRSS keys Input: h = ψ(w) ∈ H

r(i) := PRSS(i)
a(i) := ψ(r(i)) ∈ H a(i)−−−−−−−−−−−→ a := Reconstr({a(i)}i∈A) = ψ(r) a−−−−−−−−−−−→

e←−−−−−−−−−−− e←−−−−−−−−−−− e $← Zq

z(i) := r(i)(w(i))e ∈ G z(i)−−−−−−−−−−−→ z := Reconstr({z(i)}i∈A) = rwe z−−−−−−−−−−−→ ψ(z) ?
= ahe ∈ H

Fig. 1. Distributed proof of knowledge of a preimage w ∈ G of an element h ∈ H under a group homomorphism ψ : G→ H

3 Threshold Building Blocks

3.1 Proofs of Knowledge of Preimages of Homomorphisms

Let G and H be two finite Abelian groups both written multiplicatively and let ψ : G→ H be a homomorphism.
Furthermore, let h ∈ H and q be a prime such that u ∈ G with ψ(u) = hq is known. If H has prime order q (and thus is
cyclic), this condition is fulfilled for u = 1 because ψ(1) = 1 = hq. A proof of knowledge of a preimage w ∈ G of h
under ψ works as follows (cf. Figure 9 in the appendix): The prover starts by sending a := ψ(r) for a random r ∈G, the
verifier sends a random challenge e ∈ Zq, the prover responds with z := rwe, and the verifier checks whether ψ(z) = ahe.
This protocol is due to Maurer [39] and generalizes proofs of knowledge of discrete logarithms, p-th roots, and many
more. Using u of the form mentioned above, Maurer proves special soundness.

Desmedt [24] formulated a distributed version of this protocol (see Figure 1) using a linear secret sharing of the
group elements r and w. Each prover executes the computations as in the original protocol with the only difference that
it uses its shares r(i) and w(i) instead of r and w. The combiner C collects the messages a(i) and z(i) from the provers and
computes a and z by reconstructing as soon as there are enough shares available. A denotes the qualified set of provers
that are the first to send a share. If the linear scheme allows it, the provers are not required to be completely present.

Lemma 1. The protocol in Figure 1 achieves completeness, special soundness, and computational partial zero-
knowledge with the same threshold as the utilized secret sharing scheme.

Proof. Completeness follows from the protocol description, and special soundness is proven in the same way as for
the single-prover protocol. The partial zero-knowledge simulator implicitly runs the simulator of the original protocol,
adapting to deviating provers and a partially deviating combiner. See Appendix B.1.

3.2 OR Construction for Proofs of Knowledge of Preimages

The OR construction is an important basic building block for Σ -protocols. It allows a prover to show that it knows
a witness for one out of two given inputs but without revealing to which input the witness corresponds. The OR
construction is itself a Σ -protocol. We consider the OR construction for proofs of preimages as described in the previous
section. Figure 2 shows a protocol proving the knowledge of a ψ-preimage of one out of two given elements while
hiding for which of the elements a preimage is known, i.e., the bit b is hidden.

To obtain a distributed version of this protocol where a prover Pi is not aware of the secret preimage wb and the bit
b, the first step is to make the computations on the prover’s side uniform. That means the way one computes ab, eb, and
zb should not differ from the way to compute ab̄, eb̄, and zb̄, where b̄ = 1−b. Figure 10 in the appendix shows such an
alternative version of the protocol but still for the case of a single prover. Secret sharing of the secrets of the prover
finally leads to a distributed version of the protocol.

Figure 3 shows our threshold protocol for groups of prime order q. We use Shamir’s secret sharing over Zq with
threshold t < n/2 and the abstract notion of multiplicative secret sharing introduced in Section 2.2. b(i), b̄(i), and 1(i)

denote a secret sharing of b, b̄, and 1 over Zq, where b ∈ {0,1} and b̄ := 1−b. 1(i) is only needed to convert shares into
an additive secret sharing using Mult and can be computed using fixed randomness. Thus, 1(i) can be seen as defined by
the secret sharing scheme. v(i)0 and v(i)1 denote a secret sharing of v0 and v1 over G, where vb := wb and vb̄ := 1. We
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P V
Input: b ∈ {0,1},wb ∈ G Input: h0 = ψ(w0),h1 = ψ(w1) ∈ H

rb,zb̄
$← G,eb̄

$← Zq
ab := ψ(rb) ∈ H
ab̄ := ψ(zb̄)h

−eb̄
b̄ ∈ H a0,a1−−−−−−−−−−−−−−→

e←−−−−−−−−−−−−−− e $← Zq
eb := e− eb̄ ∈ Zq

zb := rbw
eb
b ∈ G e0,e1,z0,z1−−−−−−−−−−−−−−→ e ?

= e0 + e1 ∈ Zq

ψ(z0)
?
= a0he0

0 ∈ H
ψ(z1)

?
= a1he1

1 ∈ H

Fig. 2. Proof of knowledge of a ψ-preimage of hb, given h0,h1 ∈ H

Pi C V
Input: b(i), b̄(i),1(i) ∈ Zq, PRSS and PRZS keys, Input: h0,h1 ∈ H
v(i)0 ,v(i)1 ∈ G, h0,h1 ∈ H

r(i)0 ,r(i)1
$← G

d(i)
0 := PRSS(i)

d(i)
1 := PRSS(i)

a(i)0 := ψ(r(i)0 ) ·h
−Mult(b(i) ,d(i)0 )

0 ·PRZS′(i)

a(i)1 := ψ(r(i)1 ) ·h
−Mult(b̄(i) ,d(i)1 )

1 ·PRZS′(i) a(i)0 ,a(i)1−−−−−−−−−−−→ a0 := ∏i a(i)0

a1 := ∏i a(i)1
a0,a1−−−−−−−−−−−→

e(i)0 :=Mult(b(i),d(i)
0 )+Mult(b̄(i),1(i))e e←−−−−−−−−−−− e←−−−−−−−−−−− e $← Zq

−Mult(b̄(i),d(i)
1 )+PRZS(i) ∈ Zq

e(i)1 :=Mult(b(i),1(i))e−Mult(b(i),d(i)
0 )

+Mult(b̄(i),d(i)
1 )+PRZS(i) ∈ Zq

z(i)0 := r(i)0 ·Mult′(v(i)0 ,1(i))e/Mult′(v(i)0 ,d(i)
1 ) ·PRZS′(i)

z(i)1 := r(i)1 ·Mult′(v(i)1 ,1(i))e/Mult′(v(i)1 ,d(i)
0 ) ·PRZS′(i) e(i)0 ,e(i)1 ,z(i)0 ,z(i)1−−−−−−−−−−−→ e0 := ∑i e(i)0

e1 := ∑i e(i)1

z0 := ∏i z(i)0

z1 := ∏i z(i)1
e0,e1,z0,z1−−−−−−−−−−−→ e ?

= e0 + e1 ∈ Zq

ψ(z0)
?
= a0he0

0

ψ(z1)
?
= a1he1

1

Fig. 3. Distributed version of the proof of knowledge of a ψ-preimage of hb, given h0,h1 ∈ H. Assumption: G is is of prime order q.

share these over G because the discrete logarithm of wb might not be known in the setup phase. r(i)0 and r(i)1 can be
understood as an additive secret sharing of some random group elements r0 and r1.

PRSS refers to pseudorandom secret sharing for the multiplicative secret sharing scheme used, and PRZS and
PRZS′ refer to pseudorandom zero sharing for additive secret sharing. The reason for using PRZS is that the outputs of
Mult and Mult′ could reveal information about the inputs, i.e., the outputs do not form a random sharing of the product
of the secrets. Therefore, we use PRZS to get a truly (pseudo)random additive secret sharing before sending outputs of
Mult or Mult′ to C .
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In the following, we show that the view of V is the same as in the protocol described in Figure 2. e0, e1 are random
numbers that sum up to e, and z0 and z1 pass the check by the verifier:

e0 + e1 = ∑
i

e(i)0 + e(i)1 = (bd0 + b̄e− b̄d1)+(be−bd0 + b̄d1) =

{
(e−d1)+(d1) b = 0
(d0)+(e−d0) b = 1,

z0 = ∏
i

z(i)0 = ∏
i

r(i)0 ·Mult′(v(i)0 ,1(i))e/Mult′(v(i)0 ,d(i)
1 ) ·PRZS′(i) = r0ve

0/vd1
0 = r0ve−d1

0

=

{
r0vbd0+b̄(e−d1)

0 = r0ve0
0 b = 0

r0ve−d1
b̄ = r01e−d1 = r01e0 = r0ve0

0 b = 1

The same can be proven for z1.
Applying standard multiparty computation secure against a passive adversary [3] would require one communication

round among the provers per round of multiplication operations. Multiparty computation secure against an active
adversary usually requires even more communication. This is what we save by directly publishing the output of Mult
and Mult′, re-randomized by PRZS and PRZS′, respectively.

Lemma 2. The protocol for prime order groups as described above achieves completeness, special soundness, and
computational partial zero-knowledge with threshold t < n/2.

Proof. Completeness follows from the protocol description, and special soundness is proven in the same way as for
the single-prover protocol. The partial zero-knowledge simulator implicitly runs the simulator of the original protocol,
adapting to deviating provers and a partially deviating combiner. The essence of the proof is a smart combination of
multiparty and zero-knowledge simulation techniques. See Appendix B.2.

Lemma 3. The protocol described above is witness hiding with threshold t if the corresponding single-prover OR proof
is witness hiding.

Proof. The proof is done by reduction, i.e., we present a simulator that simulates the set of honest provers by accessing
the honest prover of the single-prover protocol internally. See Appendix B.3.

3.3 Range Proofs

In this section, we will outline how to adapt the range proof by Lipmaa [37] to our distributed setting. All protocols in
this section use the Fujisaki-Okamoto commitment scheme [21, 31] com(x,r) := gxhr for g,h ∈ Z∗N and r ∈R [0,2sN]
(s is a security parameter). Clearly, com is a homomorphic function from Z×Z to Z∗N . Therefore, one might want to
construct a proof of knowledge of a preimage as in Section 3.1. However, Z×Z is not finite, and thus, the technique
does not apply directly. Nevertheless, Damgård and Fujisaki [21] showed that a similar protocol achieves soundness if
the strong RSA assumption holds for Z∗N . The protocol can efficiently be distributed like the protocol in Section 3.1 by
using an additive secret sharing of x and r over the integers.

An essential building block of the range proof is the proof that a committed value is a square. However, com(x2,r)
is not a homomorphic function in x and r, and therefore, the approach of the protocol in Section 3.1 cannot be used. The
following construction solves the problem: P chooses a random r1, and computes r2 := r− r1x and C := com(x,r1) =

gxhr1 . Then, com(x2,r) = gx2
hr = gx2

hxr1+r2 = Cxhr2 . The function (x,r1,r2) 7→ (gxhr1 ,Cxhr2) is a homomorphism;
thus, a zero-knowledge proof can be constructed similarly to the proof of knowledge of a committed value if the strong
RSA assumption holds for Z∗N . See Figure 6 in Appendix E for details. Damgård and Fujisaki [21] prove that a more
general version of the protocol (proof that a commitment hides a product of two other committed values) achieves
computational soundness and statistical honest-verifier zero-knowledge.

Since the protocol involves products of secret values, linear secret sharing does not suffice to get a distributed
protocol. However, one can use the same techniques as for the OR proof, namely multiplicative secret sharing, PRSS,
and PRZS. Again, this allows to minimize the communication. See Appendix E for the detailed protocol.

Now we describe how to prove that a committed number x lies in a certain range [a,b]. Clearly, proving x ∈ [a,b] is
equivalent to showing that x−a and b− x are non-negative. Furthermore, Lagrange’s four-square theorem states that
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every non-negative integer can be written as the sum of four squares of integers. Together with the proof of a square, this
directly allows to implement a range proof. First, the prover computes α1, . . . ,α4,β1, . . . ,β4 such that ∑

4
i=1 α2

i = x−a
and ∑

4
i=1 β 2

i = b− x, and the commitments com(α2
i ,r1i), com(β 2

i ,r2i) for all i ∈ [1,4] such that ∑
4
i=1 r1i = r and

∑
4
i=1 r2i =−r. Then he sends the commitments to the verifier and uses the proof of square described above to prove

that all these commitments hide a square. Finally, the verifier checks that com(x,r)/ga = ∑
4
i=1 com(α2

i ,r1i) and that
gb/com(x,r) = ∑

4
i=1 com(α2

i ,r2i). Lipmaa [37] proposes an optimized proof based on the same ideas.
The proof can be adapted to our distributed setting if the provers hold a multiplicative secret sharing of α1, . . . ,α4,β1, . . . ,β4.

The distributed generation of these shares using the algorithm in [37] requires very expensive MPC due to branching,
but they can be generated in a setup phase because they only depend on the committed value and the range boundaries.
Boudot’s range proof described in Appendix F only requires the computation of integer square roots at that point, but
has other drawbacks like not being exact.

4 Applications to User-Centric Protocols

4.1 E-Cash with Threshold Wallets

In this section we describe a threshold version of the e-cash scheme by Brands [6]. In the standard version, a user U
opens an account in a bank B . The user can then withdraw electronic money and later use it in a shop S . S may then
deposit the electronic money to his own bank account. Moreover, even if B and S cooperate they cannot link electronic
coins to a specific user. In the threshold version the user U is split up into several entities U1 to Un and a combiner C
acting as the user with respect to B and S . The global setup of the system and the protocol for S depositing the e-cash
in B does not include the user and are therefore not changed.

Opening an account. The public key of B are three generators g, g1, and g2 ∈ Gq, where Gq is a cyclic group of
prime order q. The private key of B is a random number x ∈ Z∗q. When U wants to open an e-cash account at B , he

samples u1
$← Zq and uses u1 as secret key. From u1, U calculates I := gu1

1 , sends I to B and proves knowledge of u1
such that I = gu1

1 . If the proof is accepted, B calculates z := (Ig2)
x and sends z to U. The bank stores I as the account

number of U, and U stores u1 and z. This protocol can easily be extended to a threshold protocol, where u1 is generated
distributedly as an additive secret shared value. From the shares of u1, the players Ui and C can calculate I distributedly.
The proof of knowledge of u1 is distributed as in the protocol from Section 3.1 (cf. Figure 1).

Withdrawing coins from the bank. This protocol can be viewed as a Σ -protocol, where B acts as prover, proving
knowledge of its own secret key to U. As a result U ends up with a blinded signature sig(A,B) from B on a coin
(A,B). This coin along with the signature can later be used for payment. Distributing a verifier might be straightforward,
however, in this case the signature contains a hash value H(·), and most hash functions are far from linear. They can
therefore not be distributed easily. Nevertheless, we can still protect the user from theft of coins in case some Ui is
corrupted, although this might jeopardize the anonymity of U. The threshold protocol is sketched in Figure 4. Some
random values used for anonymizing the protocol are generated by a pseudorandom function (PRF). Distributing the
PRF key allows generating commonly known pseudorandom values without reconstruction. The value B has, due to
hashing, to be known by each Ui, however, B is computed from x1 and x2, and not by the PRF. Therefore, it has to be
reconstructed by C . We blind B by ρB to maintain anonymity.

If the adversary does not control any of U1, . . . ,Un nor the combiner C , then the protocol is equivalent to the
original protocol, and therefore has the same level of security in that case. In case of corruption, we do not ensure
anonymity, nevertheless, no information regarding neither u1, x1 nor x2 is leaked, and therefore, even after withdrawal
with corrupted players, the adversary still has only negligible chance of paying afterward.

Spending coins. In this part of the original protocol U sends the coin 〈A,B,sig(A,B)〉 to S . U proves that the coin is
valid, obtained by the user with secret key u1, and that U has knowledge of u1. This is basically a Σ -protocol proving
representation of A with respect to g1 and g2, using x1 and x2 for blinding. Therefore, we can distribute it by the protocol
from Section 3.1 (cf. Figure 1). Please note that B and not B(i) should be sent from each Ui to C . Otherwise, ρB would
be leaked to C , and anonymity is revoked.

Theorem 1 summarizes the properties of our threshold version of Brands’ e-cash scheme.
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Ui C B
Input: u(i)1 , z, I, g, g1, g2, and PRF keys Input: x,z

w $← Zq
a := (g)w

x(i)1 ,x(i)2
$← Zq

a,b←−−−−−−−−−−− a,b←−−−−−−−−−−− b := (Ig2)
w

s,u,v,ρB := PRF()

B(i) := g
x(i)1
1 g

x(i)2
2

if i = 1 : B̂(i) := ρB B(i)

i f i 6= 1 : B̂(i) := B(i)
B̂(i)

−−−−−−−−−−−→

B := B̂ρ−1
B

B̂←−−−−−−−−−−−
B̂ := ∏ B̂(i)

A := (Ig2)
s

z′ := zs

a′ := augv

b′ := bsuAv

c′ :=H(A,B,z′,a′,b′)
c := c′/u mod q c−−−−−−−−−−−→ c−−−−−−−−−−−→
gr ?

= hca r←−−−−−−−−−−− r←−−−−−−−−−−− r := cx+w mod q
(Ig2)

r ?
= zcb

r′ := ru+ v mod q

Fig. 4. Distributed version of the withdrawal protocol

Theorem 1. The threshold scheme preserves the following properties from the original scheme [6, Section 5]

– Anonymity of U: The anonymity of the original scheme [6, Corollary 12] is preserved against a passive adversary
controlling C , B and S .

– Security against double spenders, and forgery: Security for B and S against double spenders [6, Proposition 10]
and against forged coins [6, Corollary 9, Proposition 7 and 13] is preserved.

– Security against theft: Security for U against theft of electronic coins [6, Proposition 14 and 15] is preserved
against an adversary passively corrupting n−1 of the user players, the combiner C , B and S .

Proof. Security for B and S follows since it is oblivious for them that they execute the threshold version. Since u1 is
secret shared, the adversary cannot steal coins, and anonymity of U can be reduced to anonymity in the original scheme.
For more details see Appendix B.4.

Robustness. To allow payments even in case some of the user players Ui are not present in the payment protocol, the
following changes suffice. First the protocol for opening an account has to generate the users secret key u1 as being
shared with a linear secret sharing scheme that has lower threshold than the additive one. This can be done by using
PRSS. The same has to be done with the blinding values x1 and x2 in the withdrawal protocol. In addition, C has to
reconstruct the value of B̂ taking into account that it is computed from the shares of x1 and x2, which is possible because
the reconstruction of x1 and x2 is a linear operation. This enables a threshold version of the payment protocol where
only a subset of the players Ui equivalent to the threshold value of the secret sharing scheme needs to be present.

4.2 Increasing the Security of Anonymous Credentials

Credentials are certificates of qualification (e.g., driver’s licenses) or authorization of some kind (e.g., e-tickets) that
are attached to a specific user. Credential systems allow their users (U) to obtain credentials from organizations (O)
and show possession of these credentials to verifiers (V ). In an anonymous credential system different transactions
involving the same user cannot be linked.

Camenisch and Lysyanskaya [9,38] show that an anonymous credential scheme can be immediately composed from
a commitment scheme, a signature scheme, and efficient protocols for (1) proving the equality of two committed values,
(2) obtaining a signature on a committed value (without opening the commitment), and (3) proving knowledge of a
signature on a committed value. In [10] the same authors propose efficient instantiations of the above building blocks
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over bilinear group settings. In the following we shortly describe these components and sketch threshold versions of the
zero-knowledge protocols.

Let G and GT be two cyclic groups of prime order q (which are both written multiplicatively in the following). A
pairing e : G×G→ GT is a function with the following properties:

– Bilinearity: ∀(a,b) ∈ G2 and (x,y) ∈ Z2
q, it holds that e(ax,by) = e(a,b)xy.

– Non-degeneracy: ∃a,b ∈ G such that e(a,b) 6= 1.
– e is efficiently computable.

The credential system in [10] makes use of Pedersen commitments [42] over G, which are information-theoretically
hiding and computationally binding under the DL assumption. Here, given two generators g,h ∈ G, a commitment M to
m ∈ Zq is computed by choosing r $← Zq and setting M := gmhr. In the scope of the credential system, a commitment
to a secret m chosen by a user serves as a pseudonym for the user when interacting with an organization. For different
organizations, different pseudonyms are used. Usually, all pseudonyms of a user are required to be commitments to the
same m, which is some master secret key (used outside the credential system).

Credentials are signatures on pseudonyms. To this end, the following signature scheme is proposed in [10], which is
secure under the LRSW assumption.

– Gen samples a random generator g of G, x,y,z $← Zq, and computes X = gx,Y = gy,Z = gz,W = Y z. It returns the
signer’s secret key sk = (x,y,z) and public key pk = (g,X ,Y,Z,W ).

– Sign(sk,(m,r)) chooses α
$← Zq and computes a = gα , A = az,b = ay,B = Ay,c = ax+xymAxyr, where (m,r) ∈ Z2

q
is the given message. It returns the signature σ = (a,A,b,B,c).

– Verify(pk,(m,r),σ) returns ’accept’, if the following equations are satisfied: e(a,Z) = e(g,A), e(a,Y ) = e(g,b),
e(A,Y ) = e(g,B), and e(X ,a)e(X ,b)me(X ,B)r = e(g,c).

Let us now consider the protocols described above forming a credential system. For our threshold versions of these
protocols we always distribute the user’s side of the protocols over parties U1, . . . ,Un.

Proving the equality of two committed values. This is a zero-knowledge proof of knowledge of values (a1,a2,a3) such
that C = ga1ha2 and C′ = ga1ha3 , for given C and C′. Since (a1,a2,a3) can be viewed as a preimage of (C,C′) under the
homomorphism ψ : Z3

q→G2 where ψ(α1,α2,α3) = (gα1hα2 ,gα1hα3), Figure 1 immediately yields a threshold version
of this protocol for parties U1, . . . ,Un acting as provers.

Obtaining a signature on a committed value (obtaining a credential). This is a protocol between U and O. The
party U holds (m,r) and is given O’s public signature key pk as input. O holds its secret signature key sk and is
given commitment M = gmZr as input. The protocol consists of two steps. First, U proves in zero-knowledge its
knowledge of a representation of M with respect to g and Z. Again, a threshold version of this subprotocol can be
immediately obtained from the protocol in Figure 1. Second, if O accepts the previous proof, it generates a signature
σ on (m,r) using the signature scheme described above. Since (m,r) is not given, the component c of the signature
is computed only using M as c = axMαxy. Then, U checks the validity of σ according to Verify. Note that only for
checking the last equation the knowledge of (m,r) is required. So to distribute the user’s side of this subprotocol
over U1, . . . ,Un, we only need to compute the left-hand side of this equation in a distributed way: Ui computes
w(i) := e(X ,a)e(X ,b)m(i)

e(X ,B)r(i)e(g,g)PRZS(i), where m(i), r(i) are additive shares of m and r, respectively. Then it
sends w(i) to the combiner C who computes the product of these shares and checks the corresponding equation. It is
easy to see that the threshold protocol for obtaining a signature on a committed value is zero-knowledge with respect to
adversaries passively corrupting O, C , and a static set of n−1 parties Ui.

Proving knowledge of a signature on a committed value (showing a credential). This is a protocol executed between
a user U and a verifier V . U is given (m,r), a signature σ on these values, and the public key pk of the signer. V is
only given pk. The player U first re-randomizes the given signature. To this end, it chooses r1,r2

$← Zq, computes
ã = ar1 , Ã = Ar1 , b̃ = br1 , B̃ = Br1 , ĉ = cr1r2 , and sends σ̃ = (ã, Ã, b̃, B̃, ĉ) to V . V is now able to verify all equations
for σ̃ defined in Verify except for the last which involves (m,r). To assure V also of the validity of the last equation, U
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Ui C V
Input: m(i),r(i), pk,σ ,PRSS,PRZS keys Input: pk

r(i)1 ,r(i)2 ,s(i)1 := PRSS(i)
s(i)2 :=Mult(r(i)2 ,s(i)1 )+PRZS(i)

ã(i) := aMult(r(i)1 ,1(i))+PRZS(i)

Ã(i) := AMult(r(i)1 ,1(i))+PRZS(i)

b̃(i) := bMult(r(i)1 ,1(i))+PRZS(i)

B̃(i) := BMult(r(i)1 ,1(i))+PRZS(i)

ĉ(i) := cMult(r(i)1 ,r(i)2 )+PRZS(i) ã(i), Ã(i), b̃(i),

B̃(i), ĉ(i),s(i)2−−−−−−−−−−−→ s2 := ∑i s(i)2
ã := ∏i ã(i)

Ã := ∏i Ã(i)

b̃ := ∏i b̃(i)

B̃ := ∏i B̃(i)

b̃, B̃, ĉ,s2←−−−−−−−−−−−
ĉ := ∏i ĉ(i) ã, Ã, b̃, B̃, ĉ−−−−−−−−−−−→ e(ã,Z) ?

= e(g, Ã)
e(ã,Y ) ?

= e(g, b̃)

t(i)1 , t(i)2 , t(i)3
$← Zq e(Ã,Y ) ?

= e(g, B̃)

d(i) := e(g, ĉ)t(i)1 e(X , b̃)t(i)2 e(X , B̃)t(i)3 d(i)
−−−−−−−−−−−→ d := ∏i d′(i) d−−−−−−−−−−−→

z(i)1 := t(i)1 −Mult(s(i)1 ,1(i))s−1
2 c+PRZS(i) c←−−−−−−−−−−− c←−−−−−−−−−−− c $← Zq

z(i)2 := t(i)2 + cm(i)

z(i)3 := t(i)3 + cr(i) z(i)1 ,z(i)2 ,z(i)3−−−−−−−−−−−→ z1 := ∑i z(i)1

z2 := ∑i z(i)2

z3 := ∑i z(i)3
z1,z2,z3−−−−−−−−−−−→ e(g, ĉ)z1 e(X , b̃)z2 e(X , B̃)z3

?
= de(X , ã)−c

Fig. 5. Distributed version of the protocol for proving knowledge of a signature on a committed value

proves in zero-knowledge the knowledge of (r−1
2 ,m,r) such that e(X , ã)e(X , b̃)me(X , B̃)r = e(g, ĉ)r−1

2 . Note that this
is equivalent to proving knowledge of a representation of e(X , ã)−1 with respect to e(X , b̃), e(X , B̃), and e(g, ĉ). The
threshold version of the whole protocol is shown in Figure 5. Note that in order to compute ĉ a multiplicative secret
sharing (e.g., Shamir’s secret sharing) of r1 and r2 is needed. Furthermore, in order to compute an additive sharing of
r−1

2 from a multiplicative sharing of r2 (without reconstructing r2), another trick is used: We choose a random value s1
by means of PRSS and compute s2 := r2s1 in a distributed manner. Note that s2 which is reconstructed by the combiner
does not leak information about r2. Then s2 is given to every Ui who uses this value to compute its additive share
Mult(s(i)1 ,1(i))s−1

2 of r−1
2 .

It is easy to see that the protocol in Figure 5 achieves completeness and special soundness. It is also zero-knowledge
in the case of adversaries passively corrupting V and C . However, as soon as a single Ui is passively corrupted, the
adversary knows σ and thus it is not a zero-knowledge proof of the signature anymore. But this does only affect the
anonymity of a user, which we do not aim to increase here. More precisely, even if σ is known, the protocol does not
leak information about (m,r) as long as not more than n−1 of the players Ui are passively corrupted. So an adversary
is not able to steal a user’s identity or a credential in this case. Theorem 2 (informally) summarizes the properties which
can be achieved using the proposed threshold protocols.

Theorem 2. The threshold versions of the protocols described above can be used to build a credential system with the
following main properties:

– Anonymity for users in presence of a passive adversary controlling C , O and V .
– Security of a user’s master secret key against a static adversary passively corrupting n−1 of the user players Ui,

the combiner C , O and V .
– Security for O and V against forgery of credentials.
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4.3 Identification

Cramer and Damgård [15] show that OR proofs can be used to construct an identification scheme resilient against
man-in-the-middle attacks. Both parties are assumed to have elements in the domain of a homomorphic one-way
function as private keys, whereas the public keys are the value of the private keys under the function. The identification
protocol is then simply a proof of knowledge of one of the private keys of the two parties. The construction in Section
3.2 directly allows to distribute the private key among a set of provers. On the other hand, having a set of verifiers
requires a further assumption. If the challenge is chosen as the sum of challenge shares chosen by the verifiers, a
cheating verifier in an asynchronous network could adapt his challenge to the other challenges such that the sum would
be a challenge desired by the prover. This problem can be solved be either letting the verifiers commit to their challenge
share in advance, or by computing the challenge as the output of a hash function, as in the Fiat-Shamir heuristic [30].
The latter is only secure in the random oracle model.
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A Linear Secret Sharing

Definition 9. A set Γ ⊂ 2[n] is called a monotone access structure on [n] if for all A ∈ Γ and A′ ⊃ A, A′ is also in Γ .

The sets in Γ are called qualified, and sets in Γ c are called unqualified. A set A ∈ Γ c is called maximal unqualified
if, from A′ ⊃ A with A′ ∈ Γ c, it follows that A′ = A.

Definition 10. Let R be a ring and Γ a monotone access structure on [n]. A linear secret sharing scheme on R is defined
by a matrix M ∈ Rd×e, where every row of M is assigned to a player. We denote by MA the rows assigned to the players
in A⊂ [n]. Then, the following holds for every A⊂ [n]:
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– If A ∈ Γ , there is a so-called reconstruction vector λ A ∈ Rd such that MT
A λ A = (1,0, . . . ,0)T .

– If A /∈ Γ , there is a so-called sweeping vector κA ∈ Re with first entry 1 such that MAκA = 0.

Secret sharing of s is done by choosing random values r2, . . . ,re, computing M · (s,r2, . . . ,re)
T , and distributing

the entries of the resulting vector according to the row assignment of M. The reconstruction vectors ensure that every
qualified set of players can reconstruct the secret, and the sweeping vectors ensure that every unqualified set gets only
negligible information about the secret if the random values were chosen appropriately. That is, from the entire field for
finite fields, and from an interval exponentially larger than any entry in any κA for Z.

We now describe how a linear secret sharing scheme for Zm implies a secret sharing scheme for a group G of order
m. Let g be an element of G and si be the shares of a secret s ∈ Zm. Then, gsi is a secret sharing of gs. For a qualified set
A, let {λi}i∈A be the reconstruction parameters. Reconstruction then works as follows:

∏(gsi)λi = g∑siλi mod m = gs

because gm = 1, i.e., the modulo reduction in the exponent leaves the group element unchanged. It is easy to see that
gsigs′i = gsi+s′i is a share of gs+s′ if si and s′i are shares of s and s′, respectively, and that s does not have to be known to
secret share gs because Share is linear. Similarly, a linear secret sharing scheme for Z implies a secret sharing scheme
for any cyclic group. It is straightforward to extend the construction to secret sharing schemes with several shares per
player.

A.1 Examples

Shamir’s Secret Sharing. Shamir’s secret sharing works for finite fields and the ring Zm if the smallest prime factor
of m is greater than the number of players. The shares are points on a random polynomial, which evaluates to the secret
in 0. Reconstruction works using Lagrange interpolation, and thus, the qualified sets are those strictly bigger than the
degree of the polynomial.

Shamir’s secret sharing fulfills the above definition with d = n, e = t +1, M being the Vandermonde matrix of the
points assigned to the players, and Γ consisting of all sets in [n] with size at least t +1 (threshold t). The reconstruction
vectors are defined by the Lagrange interpolation; i.e., the entry of λ A for player i ∈ A is ∏ j∈A\{i}

x j
x j−xi

. The sweeping

vector κA is defined by the coefficients αi of a polynomial p(x) = ∑i≤t αixi evaluating to 0 in xi for all i ∈ A and to 1 in
0. Such a polynomial exists for |A| ≤ t. Furthermore, α0 = 1 because of the latter constraint.

It is easy to see that Shamir’s secret sharing with threshold t < n/2 achieves the properties of multiplicative secret
sharing scheme, with Share and Reconstr being the normal sharing and reconstruction procedures. Let Mult be defined
as follows: Mult(si,s′i) := aisis′i, where ai is defined as the Lagrange interpolation coefficient for a polynomial of degree
2t. Lagrange interpolation is possible because 2t < n.

Multiplicative Integer Secret Sharing. Cramer et al. [18] show how to construct a multiplicative integer secret
sharing scheme with threshold t < n/2. Roughly speaking, they construct a Shamir-like secret sharing scheme for an
extension ring of Z, and they show that this scheme induces a scheme for Z with the same properties. Z does not allow
the direct construction of a Shamir’s secret sharing scheme because {1,−1} are the only invertible elements of Z, and
Shamir’s secret sharing requires xi− x j to be invertible for all i 6= j ∈ [n].

A.2 Pseudorandom Secret Sharing

The goal of PRSS is to get a secret sharing of a pseudorandom number without communication. PRSS be can
implemented for every linear secret sharing scheme as defined above. For every maximal unqualified set, let rA be
a (pseudo)random number known only to Ac. rAMκA is a secret sharing of rA, with all shares of A being zero. Thus,
all players can compute their shares of rA without communication. The parties then can compute a secret sharing of
r := ∑A rA by summing up the shares of all rA’s because the scheme is linear. r is not known to any unqualified set
because it lacks at least one summand. Usually, rA is computed as output of a pseudorandom function with a secret key
known to all players in Ac and a common public input.
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A.3 Pseudorandom Zero Sharing

Here the goal is to get a pseudorandom secret sharing of zero, with the actual sharing being hidden from every
unqualified set. In some of our protocols, we need pseudorandom zero sharing with threshold t < n/2 for additive secret
sharing. The threshold for additive secret sharing is n−1, however, we use PRZS to hide the output of multiplicative
secret sharing, which has threshold t < n/2. Additive secret sharing can be defined by the n×n-matrix

M =


1
−1 1

. . . . . .
−1 1

1 −1


and the reconstruction vector λ [n] = (1, . . . ,1)T . The sweeping vectors are κA = (1,0, . . . ,0,1, . . . ,1), where there are
i−1 zeros for some i /∈ A.

Pseudorandom zero sharing with threshold t < n/2 can be done as follows: For every maximal unqualified player set
A, the players in Ac choose a (pseudo)random vector rA of length n− t−1, multiply it with the n− t×n− t−1-matrix

1
−1 1

. . . . . .
−1 1
−1

 ,

and define their shares as the entries of the result. Clearly, the shares sum up to zero, and hence, the sum of all sharings
is a sharing of zero. Any unqualified set does not know at least one rA and thus cannot derive the shares of Ac if rA
was chosen appropriately. That is, from the entire field for finite fields and from a large enough interval for Z. As with
PRSS, rA usually is computed as output of a pseudorandom function with a secret key known to all players in Ac and a
common public input.

The above construction directly extends to any group. Let rA = (r1, . . . ,rn−t−1)
T be chosen as vector of ran-

dom elements in a group. Then, let the matrix operate canonically on rA, i.e., with the resulting vector being
(r1,r−1

1 r2, . . . ,r−1
n−t−1). It is easy to see that the product of all elements of the output vector is 1, and therefore an

additive secret sharing of 1. As above, rA can be computed using a pseudorandom function. We denote this construction
by PRZS′.

B Proofs

B.1 Proof of Lemma 1

Completeness follows from the homomorphic property of ψ and the linearity of Reconstr:

ψ(z) = ψ
(
Reconstr

(
{z(i)}i∈A

))
= ψ

(
Reconstr

({
r(i) ·

(
w(i))e}

i∈A

))
= Reconstr

({
ψ
(
r(i)
)}

i∈A

)
·Reconstr

(
ψ
(
w(i))e}

i∈A

)
= Reconstr

({
a(i)}i∈A

)
·ψ(w)e = ahe.

Special soundness follows directly from the original protocol. To motivate the partial zero-knowledge simulator, we
first show that the protocol achieves special honest-verifier-combiner zero-knowledge with the same threshold t as the
utilized secret sharing scheme. The simulator works as follows:
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1. Run the simulator of the original protocol on h and e to get a and z.
2. Compute a secret sharing of z: z(i) := Share(z).
3. For the corrupted provers, choose w(i) uniformly at random and compute a(i) := ψ(z(i)/(w(i))e).
4. For the honest provers, choose random a(i) such that Reconstr({a(i)}i∈1,...,n) = a. This is possible by the definition

of linear secret sharing because the set of corrupted provers is not qualified in the secret sharing scheme.

Unlike the simulation, a real execution uses pseudo-random values for a(i) and z(i). Apart from that, the algorithm
simulates the protocol with up to n− 1 passively corrupted provers because the view of V is the computationally
indistinguishable to the original protocol, a(i) is a random sharing of a, and z(i) is a random sharing of z consistent with
a(i) and w(i) for the corrupted provers. Furthermore, the w(i) given to the (at most n−1) corrupted provers are random
values independent of w. Therefore, the view of the corrupted provers is also computationally indistinguishable.

The partial zero-knowledge simulator for a set J of actively corrupted provers with |J|< t works as follows:
1. Choose w(i) uniformly at random for all i ∈ J.
2. Run the protocol with the corrupted provers to get a(i) and z(i) for all i ∈ J. The only input to the provers is w(i) and

e(i), which are fixed.
3. Choose {h̃(i)}i/∈J randomly in G such that Reconstr({h̃(i)}i/∈J ∪{ψ(w(i))}i∈J) = h. This is possible by the definition

of secret sharing. It follows that ∏i∈A\J(h̃(i))λ
(i)
A = h/∏i∈J∩A ψ(w(i))λ

(i)
A for all reconstruction vectors λA = {λA}i∈A

because the reconstruction is unique for a correct sharing.
4. For the honest provers, choose z(i) ∈ G at random, and then let a(i) := ψ(z(i))(h̃(i))−e(i) .

Let A be the set of players used by C for reconstruction, and let λA = {λ (i)
A }i∈A the reconstruction vector for A. The

simulated transcript is accepting for some challenge e if e(i) = e for all i and if the corrupted provers stick to the
protocol:

ψ
(
Reconstr({z(i)}i∈A)

)
= ψ

(
∏
i∈A

(z(i))λ
(i)
A
)

= ∏
i∈J∩A

ψ
(
(z(i))λ

(i)
A
)
· ∏

i∈A\J
ψ
(
(z(i))λ

(i)
A
)

= ∏
i∈J∩A

(a(i))λ
(i)
A ψ

(
(w(i))λ

(i)
A
)e · ∏

i∈A\J
(a(i))λ

(i)
A
(
(h̃(i))λ

(i)
A
)e

= ∏
i∈A

(a(i))λ
(i)
A ·
(

∏
i∈J∩A

ψ
(
(w(i))λ

(i)
A
)
· ∏

i∈A\J
(h̃(i))λ

(i)
A

)e

= ∏
i∈A

(a(i))λ
(i)
A ·
(

∏
i∈J∩A

ψ
(
w(i))λ

(i)
A ·h/ ∏

i∈J∩A
ψ
(
w(i))λ

(i)
A
)e

= ∏
i∈A

(a(i))λ
(i)
A ·he.

Furthermore, the distribution is computationally indistinguishable from the one of a real execution because the corrupted
provers are involved (the random w(i) reflect that they are independent from w from the point of view of the adversary)
and the communication with honest provers is simulated similarly to the 1-prover setting, assuming ψ−1(h̃(i)) as a share
of the witness. However, the latter is not used in the simulation. The assumed shares of the honest provers together with
the generated shares of the corrupted provers reconstruct to a preimage of h. Let λ = λ1, . . . ,λn be the reconstruction
vector for the set of all players. Then,

Reconstr
({

w(i)}
i∈J∩A∪

{
ψ
−1(h̃(i))})= ∏

i∈J
(w(i))λ (i) ·∏

i/∈J
ψ
−1(h̃(i))λ (i)

= ∏
i∈J

(w(i))λ (i) ·ψ−1(
∏
i/∈J

(h̃(i))λ (i))
= ∏

i∈J
(w(i))λ (i) ·ψ−1

(
h/∏

i∈J
ψ
(
w(i))λ (i))

= ψ
−1(h).

The view of the corrupted provers is computationally indistinguishable by the same argument as above.
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B.2 Proof of Lemma 2

Completeness follows directly from the protocol description, and special soundness from the same property of the
original protocol. The partial zero-knowledge simulator for a set J of corrupted provers with |J|< n/2 works as follows:

1. For the corrupted provers, generate the necessary PRSS and PRZS keys, v(i)0 , v(i)1 , b(i), and b̄(i) as sharings of 0, and
1(i) as a sharing of 1.

2. Run the protocol with the corrupted provers, giving the values from the previous step and later e(i) as input. This
gives a(i)0 , a(i)1 , e(i)0 , e(i)1 , z(i)0 , and z(i)1 for i ∈ J.

3. For i ∈ J, compute ã(i)0 , ã(i)1 , ẽ(i)0 , ẽ(i)1 , z̃(i)0 , and z̃(i)1 as an honest prover would, using the keys and sharings generated
previously.

4. For the honest provers, choose e(i)0 , z(i)0 , and z(i)1 uniformly at random. Furthermore, choose {B(i) ∈Zq}i/∈J uniformly
at random such that

∑
i/∈J

B(i)+∑
i∈J

Mult
(
b(i)+ b̄(i),1(i)

)
= 1

and such that {B(i)}i/∈J and {Mult(b(i)+ b̄(i),1(i))}i∈J form a possible output distribution of Mult(·,1(i)). This
is possible because J is not a qualified set, and thus, {b(i)+ b̄(i)}i∈J can be completed with shares such that a
reconstruction would give any value by Definition 10. Finally, choose ẽ(i)1 at random such that

∑
i/∈J

ẽ(i)1 = ∑
i∈J

(
Mult

(
b(i)+ b̄(i),1(i)

)
e(i)− ẽ(i)0 − ẽ(i)1

)
−∑

i/∈J
e(i)0 ,

and let e(i)1 := ẽ(i)1 +B(i)e(i).

5. For the honest provers, choose h̃(i)0 at random such that

∏
i/∈J

h̃(i)0 ·∏
i∈J

(
Mult′

(
ψ
(
v(i)0

)
,1(i)

)
·h−Mult(b̄(i),1(i))

0

)
= 1 ∈ H

and such that {h̃(i)0 }i/∈J and {Mult′(ψ(v(i)0 ),1(i))·h−Mult(b̄(i),1(i))
0 }i∈J form a possible output distribution of Mult′(·,1(i)).

Again, this is possible by Definition 10. Furthermore, choose ã(i)0 at random such that

∏
i/∈J

ã(i)0 ·∏
i∈J

ã(i)0 = ∏
i/∈J

ψ
(
z(i)0

)
·∏

i∈J
ψ
(
z̃(i)0

)
·h−(∑i/∈J e(i)0 +∑i∈J ẽ(i)0 )

0 ·∏
i∈J

(
Mult′

(
ψ
(
v(i)0

)
,1(i)

)
·h−Mult(b̄(i),1(i))

0

)−e(i)

,

and let a(i)0 := ã(i)0 (h̃(i)0 )−e(i) .

6. Repeat the previous step analogously to get a(i)1 for i /∈ J.

As in Lemma 1, the generated transcript is accepting if for some e, e(i) = e for all i, and if the corrupted provers
stick to the protocol. On one hand,

∑
i

e(i)0 +∑
i

e(i)1 = ∑
i∈J

(
ẽ(i)0 + ẽ(i)1

)
+∑

i/∈J

(
e(i)0 + ẽ(i)1 +B(i)e

)
= ∑

i∈J

(
ẽ(i)0 + ẽ(i)1

)
+∑

i∈J

(
Mult

(
b(i)+ b̄(i),1(i)

)
e− ẽ(i)0 − ẽ(i)1

)
+∑

i/∈J
B(i)e

=

(
∑
i∈J

Mult
(
b(i)+ b̄(i),1(i)

)
+∑

i/∈J
B(i)

)
e

= e
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and on the other,

ψ
(
∏

i
z(i)0

)
= ∏

i∈J
ψ
(
z(i)0

)
·∏

i/∈J
ψ
(
z̃(i)0

)
= ∏

i/∈J
ã(i)0 ·∏

i∈J
ã(i)0 ·h

(∑i/∈J e(i)0 +∑i∈J ẽ(i)0 )

0 ·∏
i∈J

(
Mult′

(
ψ
(
v(i)0

)
,1(i)

)
·h−Mult(b̄(i),1(i))

0

)e

= ∏
i/∈J

a(i)0

(
h̃(i)0

)e ·∏
i∈J

a(i)0 ·h
(∑i/∈J e(i)0 +∑i∈J e(i)0 )

0 ·∏
i∈J

(
Mult′

(
ψ
(
v(i)0

)
,1(i)

)
·h−Mult(b̄(i),1(i))

0

)e

= ∏
i

a(i)0 ·h
∑i e(i)0
0 ·

(
∏
i/∈J

h̃(i)0 ·∏
i∈J

(
Mult′

(
ψ
(
v(i)0

)
,1(i)

)
·h−Mult(b̄(i),1(i))

0

))e

= ∏
i

a(i)0 ·h
∑i e(i)0
0

because ẽ(i)0 = e(i)0 , ã(i)0 = a(i), and z̃(i)0 = z(i)0 for all i ∈ J. Analogously, one can prove that ψ(∏i z(i)1 ) = ∏i a(i)1 ·h
∑i e(i)0
1 .

Note that the sharings given to the corrupted parties have the same distribution as in a real execution because they
are independent of the shared values. Furthermore, all messages of the honest parties are generated independently
of the actual behavior of the corrupted parties, and uniformly at random under some constraints of the combined
values. This is similar to a real execution, where this holds due to the use of PRZS. However, because PRZS uses a
pseudorandom function, we achieve only computational security. To attain the accepting constraint, the same trick
as in the single-prover zero-knowledge simulator is utilized: e0 and e1 are generated randomly under the constraint
e0 + e1 = e, z0 and z1 are generated randomly, and a0 and a1 are then computed to satisfy the constraints ψ(z0) = a0he0

0
and ψ(z1) = a1he1

1 .

Finally, we show that the distribution of the simulation is computationally indistinguishable to the distribution of a
real execution if differing e(i) are sent by the combiner. Because of the use of PRZS, every single value sent a prover
is just a pseudorandom value that sums or multiplies up to a certain value, and even a0, a1, e0, e1, z0, and z1 are just
random values that satisfy the same constraints as in the single-prover protocol. Therefore, one only needs to check

whether ∑i e(i)0 +∑i e(i)1 , ψ(∏i z(i)0 )/(∏i a(i)0 · h
∑i e(i)0
0 ), and ψ(∏i z(i)1 )/(∏i a(i)1 · h

∑i e(i)1
0 ) are distributed computationally

indistinguishable in the simulation and a real execution. We only do this for non-deviating provers because their
deviation is simulated correctly in any case, as argued above. In the simulation,

∑
i

e(i)0 +∑
i

e(i)1 = ∑
i∈J

(
ẽ(i)0 + ẽ(i)1

)
+∑

i/∈J

(
e(i)0 + ẽ(i)1 +B(i)e(i)

)
= ∑

i∈J

(
ẽ(i)0 + ẽ(i)1

)
+∑

i∈J

(
Mult

(
b(i)+ b̄(i),1(i)

)
e(i)0 − e(i)1

)
+∑

i/∈J
B(i)e

= ∑
i∈J

Mult
(
b(i)+ b̄(i),1(i)

)
e(i)+∑

i/∈J
B(i)e(i)
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and

ψ
(
∏

i
z(i)0

)
/
(
∏

i
a(i)0 ·h

∑i e(i)0
0

)
=∏

i∈J
ψ
(
z(i)0

)
·∏

i/∈J
ψ
(
z̃(i)0

)
·
(
∏

i
a(i)0 ·h

∑i e(i)0
0

)−1

=∏
i/∈J

ã(i)0 ·∏
i∈J

ã(i)0 ·h
(∑i/∈J e(i)0 +∑i∈J ẽ(i)0 )

0 ·∏
i∈J

(
Mult′

(
ψ
(
v(i)0

)
,1(i)

)
·h−Mult(b̄(i),1(i))

0

)e(i)

·
(
∏

i
a(i)0 ·h

∑i e(i)0
0

)−1

=∏
i/∈J

a(i)0

(
h̃(i)0

)e(i) ·∏
i∈J

a(i)0 ·h
(∑i/∈J e(i)0 +∑i∈J e(i)0 ) ·∏

i∈J

(
Mult′(ψ(v(i)0 ),1(i)) ·h−Mult(b̄(i),1(i))

0

)e(i)

·
(
∏

i
a(i)0 ·h

∑i e(i)0
0

)−1

=∏
i/∈J

(
h̃(i)0

)e(i) ·∏
i∈J

(
Mult′(ψ(v(i)0 ),1(i)) ·h−Mult(b̄(i),1(i))

0

)e(i)

.

In a real execution,

∑
i

e(i)0 +∑
i

e(i)1 =∑
i

(
Mult

(
b(i),d(i)

0

)
+Mult

(
b̄(i),1(i)

)
e(i)−Mult

(
b̄(i),d(i)

1

)
+Mult

(
b(i),1(i)

)
e(i)−Mult

(
b(i),d(i)

0

)
+Mult

(
b̄(i),d(i)

1

))
=∑

i

(
Mult

(
b̄(i),1(i)

)
+Mult

(
b(i),1(i)

))
e(i)

and

ψ
(
∏

i
z(i)0

)
/
(
∏

i
a(i)0 ·h

∑i e(i)0
0

)
=ψ

(
∏

i

(
r(i)0 ·Mult′

(
v(i)0 ,1(i)

)e(i) ·Mult′
(
v(i)0 ,d(i)

1

)−1
))

·
(

∏
i

(
ψ
(
r(i)0

)
·h−Mult(b(i),d(i)0 )

0

)
·h∑i Mult(b(i),d(i)0 )+Mult(b̄(i),1(i))e(i)−Mult(b̄(i),d(i)1 )

0

)−1

=∏
i

(
Mult′

(
ψ
(
v(i)0

)
,1(i)

)e(i) ·Mult′
(
ψ
(
v(i)0

)
,d(i)

1

)−1 ·h−Mult(b̄(i),1(i))e(i)+Mult(b̄(i),d(i)1 )
0

)
=∏

i

(
Mult′

(
ψ
(
v(i)0

)
,1(i)

)e(i) ·h−Mult(b̄(i),1(i))e(i)
0

)
·ψ(v0)

−d1 ·hb̄d1
0

=∏
i

(
Mult′

(
ψ
(
v(i)0

)
,1(i)

)
·h−Mult(b̄(i),1(i))

0

)e(i)

because ψ(v0) = hb̄
0. For the same reason, and since b+ b̄ = 1, B(i) and h̃(i)0 are by construction distributed like

Mult(b(i) + b̄(i),1(i)) and Mult′(ψ(v(i)0 ),1(i))−1 · hMult(b̄(i),1(i))
0 , respectively, in a real execution. It follows that the

distributions are indistinguishable.

B.3 Proof of Lemma 3

We will present a simulator that acts as an interface between the honest prover of the single-prover protocol and the
adversary. Clearly, any witness for the distributed protocol is also a witness for the single-prover protocol. Therefore, the
success probability of the adversary in the distributed protocol is the same as the success probability of the combination
of the simulator and the adversary, hence, the success probability of the adversary is at most the success probability of
the most successful adversary for the single-prover protocol, which is negligible by assumption.
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The simulator works as follows for a set J of corrupted provers. As a setup, generate the necessary PRSS and
PRZS keys, v(i)0 , v(i)1 , b(i), and b̄(i) as sharings of 0, and 1(i) as a sharing of 1, all for the corrupted provers. This is
possible without knowing the witness or b because the shares of the corrupted provers are independent from both by the
properties of secret sharing. For every protocol run requested by the adversary, do the following:

1. Start a protocol run with the honest prover of the single-prover protocol and receive a0,a1.
2. For the corrupted provers, compute {a(i)0 ,a(i)1 }i∈J as if they were honest, and choose random {a(i)0 ,a(i)1 }i/∈J for the

honest provers such that ∏i a(i)0 = a0 and ∏i a(i)1 = a1.
3. Send {a(i)0 ,a(i)1 }i∈[n] to the adversary, and receive {e(i)}i∈[n].
4. Pick some i∗ /∈ J. Send e(i

∗) to the honest prover of the single-prover protocol and receive z0,z1.
5. For the corrupted provers, compute {ẽ(i)0 , z̃(i)0 }i∈J as if they were honest and got challenge e(i

∗), and choose random

{ẽ(i)0 , z̃(i)0 }i/∈J for the honest provers such that ∏i ẽ(i)0 = e0 and ∏i z̃(i)0 = z0. For i /∈ J, let

e(i)0 := ẽ(i)0 +
(
e(i)− e(i

∗))B(i)
0

and
z(i)0 := z̃(i)0 ·

(
V (i)

0

)e(i)−e(i
∗)

for B(i)
0 ∈Zq and V (i)

0 ∈G randomly chosen according to the output distribution of Mult(·,1(i)) and Mult′(·,1(i)) and

in accordance with Mult(b̄(i),1(i)) and Mult(v(i)0 ,1(i)) for i ∈ J, respectively. Compute {e(i)1 ,z(i)1 }i/∈J analogously.
6. Send {e(i)0 ,e(i)1 ,z(i)0 ,z(i)1 }i/∈J to the adversary.

It is easy to see that the resulting transcript (including the non-deviating messages for the corrupted provers) is accepting
if for some e ∈ Zq, e(i) = e for all i ∈ [n]. Furthermore, B(i)

0 and V (i)
0 can be seen as Mult(b̄(i)0 ,1(i)) and Mult(v(i)0 ,1(i)),

respectively. B(i)
0 and V (i)

0 are hidden from the adversary by ẽ(i)0 and z̃(i)0 , which are chosen uniformly. In a real execution,
pseudorandom zero sharing is used to hide them, and thus, the simulation is only computationally indistinguishable.
However, the adversary is computationally bounded. Furthermore,

∑
i∈J

ẽ(i)0 +∑
i/∈J

e(i)0 = ∑
i

ẽ(i)0 +∑
i/∈J

(
e(i)− e(i

∗))B(i)
0

= e0 + ∑
e(i) 6=e(i∗)

(e(i)− e(i
∗))Mult

(
b̄(i),1(i)

)
.

It is not hard to see that this corresponds to the distribution of a real execution. The same can be proven for

∑
i∈J

ẽ(i)1 +∑
i/∈J

e(i)1 ,

∏
i∈J

ψ
(
z̃(i)0

)
·∏ψ

(
z(i)0

)
/

(
∏

i
a(i)0 ·h

∑i∈J ẽ(i)0 +∑i/∈J e(i)0
0

)
,

and

∏
i∈J

ψ
(
z̃(i)1

)
·∏ψ

(
z(i)1

)
/

(
∏

i
a(i)1 ·h

∑i∈J ẽ(i)1 +∑i/∈J e(i)1
1

)
.

B.4 Proof of Theorem 1

We will prove the anonymity property by reducing the anonymity of the threshold version to anonymity of the original
protocol. The reduction communicates with a (possibly corrupt) bank B∗, a (possibly corrupt) combiner C ∗, and a
(possibly corrupt) shop S∗ as the user players U1, . . .Un. In addition it communicates with users of the original protocol,
playing the role of B and S . Since the adversary only has passive corruption of C , C will pass on messages from B∗ and
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S∗ unmodified to the user players. The reduction passes these on to the users of the original protocol. Messages from
the users in the original protocol is passed on to C ∗, some of them as secret shared values. The only communication left
is the reconstruction of B̂, however, it can easily be simulated since ρB perfectly hides B as long as C ∗ does not see the
individual shares B(i) of B. It is easy to see that if an attack on the anonymity in the threshold e-cash exists, then an
equivalent attack exists on the anonymity of Brands’ original scheme.

The adversary cannot learn information about u1 during opening of an account, because u1 is generated secret
shared, and the rest of the protocol is a Σ -protocol distributed by the protocol of Figure 1. The value u1 is not used
during withdrawal, and adversary cannot learn information about x1 and x2 during withdrawal either (that would break
the representation assumption the original scheme is based on [6]). The adversary cannot learn information about ui in
the payment protocol since it is also a Σ -protocol distributed by the protocol of Figure 1. Since payment is a proof of
knowledge of u1 the adversary cannot steal electronic coins from U.

Security against forged coins and double spending follows in the real protocol from the special soundness of the
payment protocol and is therefore preserved due to Lemma 1.

C General Proofs of Knowledge

Bellare and Goldreich [2] introduced the conventional definition for proofs of knowledge, which were introduced by
Goldwasser [34] earlier. Informally, a protocol is a proof of knowledge if there exists a so-called knowledge extractor
that can extract a witness by rewindable block-box access to any possible prover P ∗ in time roughly the inverse of the
success probability of P ∗.

Clearly, our communication model with n provers P1, . . . ,Pn, a combiner C and the verifier V can be also be
used for general proofs of knowledge. Similar to Definition 2, the definition of a proof of knowledge can be directly
adapted to a distributed-prover protocol by giving the knowledge extractor rewindable black-box access to the combiner
and the provers. As with Σ -protocols, we are not concerned who “knows” the witness. It is easy to see that the
distributed version of a proof of knowledge achieves the adapted definition. Furthermore, Definitions 1 (completeness),
5 (full zero-knowledge), and 6 (witness hiding) also apply for general proofs of knowledge, whereas Definitions 2
(special soundness), 3 (special honest-verifier-combiner zero-knowledge), and 4 (partial zero-knowledge) depend on the
three-move structure of Σ -protocols. We believe that, using multiparty computation, every zero-knowledge proof of
knowledge can be turned into a distributed-prover proof of knowledge which is full zero-knowledge with threshold
t < n/3. However, the resulting protocol might require communication between the provers and might not be as efficient
as the protocols presented in this paper.

D Forward and Backward Untraceability

In user-centric protocols we often want to preserve the untraceability of a user (i.e., different protocol executions
involving the same user should not be linkable) even if the state of the device executing the user’s side of the protocol
is revealed at some point in time. This privacy notion is commonly called backward and forward untraceability. One
usually considers an adversary who passively corrupts a user device at a certain time τ but otherwise may only eavesdrop
communication at times τ ′ < τ and τ ′′ > τ . Then by backward untraceability we mean that the adversary is not able
to tell whether a protocol execution at time τ ′ involves this user device. By forward untraceability we mean that the
adversary cannot decide whether the user device is involved in a protocol execution at time τ ′′ assuming that the
adversary missed eavesdropping the communication of this device at least once between times τ and τ ′′. Unfortunately,
a commonly accepted formal definition of these properties is still missing.

Nevertheless, it would be nice if threshold user-centric protocols, as introduced here, also satisfied the above
properties, where we allow the passive corruption of up to n−1 devices of the same user and the combiner at time
τ . However, the use of pseudorandom secret and zero sharing with fixed keys constitutes a problem. More precisely,
PRSS and PRZS involves a PRF (cf. Appendix A.2), whose past and future outputs can be computed once the key and
the input to the function are known. In this way, an adversary revealing the state of some device at time τ can usually
predict future and past messages and thus trace the device. For instance, it is easy to see that in this case in the protocol
shown in Figure 5 all messages from Ui would be computable.
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P V
Input: x ∈ [0,B], r Input: gx2

hr

r1 ∈ [0,2sN]
r2 := r− r1x
G := gxhr1

ω ∈R [0,2k+l B]
ν1,ν2 ∈R [0,2k+l+sN]
a1 := gω hν1 , a2 := Gω hν2 G,a1,a2−−−−−−−−−−−→

e←−−−−−−−−−−− e ∈R [0,2k ]
z := ω + xe
v1 := ν1 + r1e, v2 := ν2 + r2e z,v1,v2−−−−−−−−−−−→ gzhv1

?
= a1Ge

Gzhv2
?
= a2(gx2

hr)e

Fig. 6. Proof that a commitment hides a square

In order to achieve backward and forward untraceability one needs to update the keys of all PRFs involved in the
protocol after every execution. For forward untraceability the idea is to use some external randomness like a challenge
sent by the other party. To obtain backward untraceability the update function should be one-way. Hence, a simple
solution could be the following: Let PRF be a pseudorandom function used for PRSS and PRZS and PRF′ be another
one whose output and key lengths correspond to the key length of PRF. A new key Ki for PRF (and PRF′) could then
be computed as Ki := PRF′Ki−1

(c), where c is the challenge received. A more formal treatment of backward and forward
untraceability for threshold protocols is left as future work.

E Details of the Range Proof

Figure 6 shows the details of the proof that a commitment hides a square. Adapting to distributed provers can be done
by using multiplicative integer secret sharing as introduced in Section 2.2, and PRSS for this secret sharing scheme to
choose r1 and ω . This is required because the proof involves multiplications involving x, r1, and ω , with the latter two
differing from protocol run to protocol run. Figure 7 gives the details. x(i), r(i), and 1(i) denote a multiplicative secret
sharing of x ∈ [0,B], r, and 1, respectively. s, k, l, and m are security parameters, e.g., m is the security parameter of the
sharing scheme. As in the distributed OR proof, we use Mult(·,1(i)) to convert a multiplicative secret sharing into an
additive one, and PRZS to randomize the output of Mult. Note that we use PRSS and PRZS with varying intervals here.
PRSS(i, [0,b]) denotes that Pi chooses pseudorandom inputs in the interval [0,b]. For any maximal unqualified set, the
resulting secret shared number will then be computationally indistinguishable to a uniform number in some interval
[c,c+b]. This reflects the indistinguishability property of the single-prover protocol. For PRZS(i), the pseudorandom
inputs are chosen in an interval exponential bigger than the maximal output of the adjacent Mult, which is required
to achieve the desired indistinguishability. We omit a formal proof of the security because it is similar to the one in
Section 3.1.

F Boudot’s Range Proof

In this section, we will outline how to adapt the range proof by Boudot [5] to our distributed setting. All protocols in this
section use the Fujisaki-Okamoto commitment scheme com(x,r) := gxhr for g,h ∈ Z∗N . Clearly, com is a homomorphic
function from Z×Z to Z∗N . Therefore, a protocol as in Section 3.1 can be constructed. This protocol cannot be proven
to be sound in the same way because there is not necessarily a prime q such that a preimage of com(x,r)q can be found.
However, soundness can be achieved if the strong RSA assumption for Z∗N holds.

Chan et al. [12] proposed an extension to a range proof for x, as described in Figure 8. Note that it is only proven
that x is in [−2k+lb,2k+lb] although x has to be in [0,b] to achieve zero-knowledge. The ratio of the two intervals is
called the expansion rate.

A distributed version be the protocol can be obtained by letting the players choose ω and ν as a random additive
secret sharing, similar as in Figure 1. Because Z is not finite, the resulting ω and ν are not distributed uniformly.
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Pi C V
Input: x(i),r(i),1(i) ∈ Z, PRSS and PRZS keys Input: gx2

hr

r(i)1 := PRSS(i, [0,2sN])

r(i)2 :=Mult(r(i),1(i))−Mult(r(i)1 ,x(i))

C(i) := gMult(x(i) ,1(i))+PRZS(i)hMult(r(i)1 ,1(i))+PRZS(i)

ω(i) := PRSS(i, [0,2k+l B])
ν
(i)
1 ,ν

(i)
2 ∈R [0,2k+l+s+mN]

a(i)1 := gMult(ω(i) ,1(i))+PRZS(i)hν
(i)
1

a(i)2 := gMult(x(i) ,ω(i))+PRZS(i)hMult(r(i)1 ,ω(i))+PRZS(i)hν
(i)
2 C(i),a(i)1 ,a(i)2−−−−−−−−−−−→ C := ∏C(i)

a1 := ∏a(i)1

a2 := ∏a(i)2
C,a1,a2−−−−−−−−−−−→

z(i) :=Mult(ω(i),1(i))+Mult(x(i),1(i))e+PRZS(i) e←−−−−−−−−−−− e←−−−−−−−−−−− e ∈R [0,2k ]

v(i)1 := ν
(i)
1 +Mult(r(i)1 ,1(i))e+PRZS(i)

v(i)2 := ν
(i)
2 + r(i)2 e z(i),v(i)1 ,v(i)2−−−−−−−−−−−→ z := ∑z(i)

v1 := ∑v(i)1

v2 := ∑v(i)2
z,v1,v2−−−−−−−−−−−→ gzhv1

?
= a1Ce

Czhv2
?
= a2(gx2

hr)e

Fig. 7. Distributed proof that a commitment hides a square

P V
Input: x ∈ [0,b], r Input: gxhr

ω ∈R [0,2k+l b−1]
ν ∈R [−2k+l+sN +1,2k+l+sN−1]
a := gω hν a−−−−−−−−−−−→

e←−−−−−−−−−−− e ∈R [0,2k ]
z := ω + xe
v := ν + re z,v−−−−−−−−−−−→ gzhv ?

= a(gxhr)e

z
?
∈ [eb,2k+l b−1]

Fig. 8. CFT range proof

However, if every prover chooses his share of ω and ν in the same interval as they are chosen in the original protocol,
z and v still are distributed statistically close to ω and ν , respectively. Thus, the distributed protocol is statistical
honest-verifier-combiner zero-knowledge. The only difference to the single-prover protocol is that the expansion rate is
enlarged by the number of players.

Boudot uses the above protocol as a building block for a range proof with expansion rate 1. A further building
block is the proof of square described in Section 3.3. To use the CFT proof and the square proof in combination as
in [5], multiplicative secret sharing also has to be used in the CFT proof. This is straightforward because of the linearity,
however, the expansion rate is enlarged by

(n
t

)
instead of n due to the usage of PRSS. Furthermore, Boudot’s proof that

com(x,r) hides x ∈ [a,b] involves the computation of b
√

x−ac and b
√

b− xc as well the choice of a random number
in [−2sN +1,2sN−1]. The former can be done in a setup phase if a and b are fixed, and the latter can be replaced
by choosing a sum of random numbers in the mentioned interval with PRSS. This does not affect the security or the
completeness because the chosen number is only used as randomness for a commitment, and because the interval of the
hiding randomness in the relevant zero-knowledge proofs will be expanded in the same way since PRSS is also used
there.

G Universally Composable Zero-Knowledge

In this section, we present a UC functionality that can be implemented using a Σ -protocol Π that achieves partial
zero-knowledge with threshold t as in Definition 4, that is, all protocols in this paper. Since the combiner clearly is
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more powerful than the verifier in those protocols, we combine the entities in one verifier V for simplicity, while the
provers P1, . . . ,Pn remain as in the previous chapter. Note that we cannot prove the usual universally composable notion
of soundness because Σ -protocols do not offer straight-line extractability as Ω -protocols do. We briefly introduce the
framework of universal composability and trapdoor commitments. We will use the latter in our protocol.

G.1 Universal Composability

The framework of universal composability was introduced by Canetti [11]. It models protocols as system of interactive
Turing machines of parties, a communication resource, and an environment. The properties of a protocol are formulated
as a so-called ideal functionality to which the adversary has limited access. The adversary also can corrupt parties
according to restrictions depending on the security guarantees of a protocol. A protocol is said to securely implement
a certain functionality if there exists a simulator acting as the adversary on the ideal functionality such that any
environment acting as the adversary on the simulator or the corrupted parties and interacting with the honest parties
cannot distinguish between the protocol and simulation. The central theorem of the framework says that using a
protocol securely implementing a functionality is as secure as using the functionality. If there is a simulator that makes
functionality F0 indistinguishable to a protocol Π that uses the functionality F1 internally, we say that Π securely
implements F0 in the F1-hybrid model.

An essential functionality in this framework is F D
CRS, which provides a so-called common reference string chosen

according to the distribution D. It is often used to have a public key that cannot be influenced be the adversary and
where the random bits that would be needed to generate it are unknown to the adversary.

G.2 Trapdoor Commitments

Commitment schemes allows a party to commit itself to a message without revealing it. When the message is revealed
later, it can be checked whether it is same as used for the commitment. Trapdoor commitments schemes were introduced
by Brassard et al. [7] under the name chameleon blobs. They are common in the construction of zero-knowledge
protocols [7, 19, 27, 32]. A trapdoor commitment schemes comes with the following procedures:

Set-up Generate a public key pk and trapdoor τ .
Commitment Choose randomness d according to a distribution DCompk and compute the commitment c :=Compk(d,m)

to a message m.
Opening Reveal (d,m), which allows to check whether c = Compk(d,m).
Trapdoor opening Given (τ,d,m,m′), compute “randomness” d′ such that Compk(d′,m′) = Compk(d,m). In other

words, the trapdoor τ allows to open a commitment Compk(d,m) to any message m′.

Any commitment scheme has a hiding and a binding property, representing the security requirements for the sender
and the receiver of the commitment, respectively. It is straight-forward to prove that not both properties can be achieved
unconditionally by the same scheme. In the case of a trapdoor commitment scheme, the binding property clearly only
holds for computationally bounded adversaries.

Hiding A commitment does not reveal any information about m, that is, Compk(d,m) and Compk(d′,m′) are indistin-
guishable for every m and m′ and independent d and d′.

Binding There is only a negligible chance of opening a commitment to two different messages, that is, computing
(m,m′,d,d′) such that Compk(d,m) = Compk(d′,m′) if the trapdoor τ is not known and, moreover, no two different
openings of a commitment are known.

See Garay et al. [32] for a more technical definition and a concrete implementation of simulation-sound trapdoor
commitment schemes that they use in their construction of UC zero-knowledge proofs. To generate the public key
of such schemes, it is common to use F D

CRS with D being the distribution of the public keys in order to prevent the
adversary from knowing the trapdoor.
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G.3 Functionality, Protocol, and Simulation

To model the setup assumptions, we design a generator functionality F R,Π
Gen that guarantees the availability of a witness

and further keys if needed. But first, we present the functionality F R
ZK.

1. Choose (x,w) ∈ R.
2. If there is a corrupted prover, wait for a message from the adversary that can be OK or FAIL.
3. Output x to V if (x,w) ∈ R and the adversary did not send FAIL, and ⊥ otherwise.

This functionality clearly corresponds to the definition of full zero-knowledge because the only the result of the witness
check is revealed to the adversary. The generator functionality F R,Π

Gen is straight-forward.

1. Choose (x,w) ∈ R and key material if needed by the protocol Π .
2. Generate a secret sharing {(xi,wi)}i∈[n] from (x,w).
3. Send (xi,wi) and the necessary key material to Pi.

Our protocol makes use of a trapdoor commitment Compk to allow a zero-knowledge simulation.

1. Pi receives (xi,wi) from F R,Π
Gen .

2. Pi computes ai according to Π , chooses di ∈ DCompk , and computes ci := Compk(di,ai).
3. Pi sends (xi,ci) to V .
4. V chooses a random challenge e ∈ Zq and sends it to all provers.
5. Pi computes zi according to Π and sends (di,ai,zi) to V .
6. V reconstructs a and z, and checks z and whether ci = Compk(di,ai) for all i ∈ [n].

We present a simulator for a set A of at most t corrupted provers and a possibly corrupted V . The appearance of {ei}i∈[n]
arises from the fact that a corrupted V might send different challenges to the provers.

1. Generate common reference string and trapdoor for Compk.
2. For all i ∈ A, choose key material if necessary and wi ∈ G uniformly at random, send (xi,wi) and the key material

to Pi, and receive (xi,ci) from Pi.
3. If V is corrupted:

(a) Use the trapdoor of Compk to generate equivocal commitments {ci}i/∈A. Send them {ci}i∈[n] to V , and receive
{ei}i∈[n].

(b) Simulate Π with the partial zero-knowledge simulator using {ei}i∈[n]. Note that the difference between Π and
this protocol does not matter because {ei}i∈[n] is fixed in both cases. That is, in Π , Pi sends ai, receives ei, and
replies with zi, whereas, in this protocol, Pi sends ci, receives ei, and replies with (di,ai,zi). Since ei is fixed, it
is straightforward to use Pi from Π in the partial zero-knowledge simulator.

(c) Use the trapdoor of Compk to open {ci}i/∈A to {ai}i/∈A, that is, to generate {di}i/∈A such that ci = Compk(di,ai)
for all i /∈ A.

4. If V is not corrupted, but at least one prover is:
(a) Choose e as an honest prover would.
(b) Compute {ãi, z̃i}i∈A according to Π using e, {wi}i∈[n], and the key material generated earlier.
(c) For ever corrupted Pi, receive ci, send e, and receive (di,ai,zi).
(d) Check whether ci = Compk(di,ai) for all i ∈ A and whether {(ai,zi)}i∈A matches {ãi, z̃i}i∈A generated earlier.1

If any check fails, send FAIL to F R
ZK. Otherwise, send OK.

Clearly, the simulator lets the verifier reject in the same situation as the protocol would. Indistinguishability follows
from partial zero-knowledge.

1 With linear secret sharing, this can be seen as follows. Let λ [n] be the reconstruction vector. If ∑i∈A λ[n],iai 6= ∑i∈A λ[n],iãi, the
reconstruction will be different depending on {ai}i∈A or {ãi}i∈A is used.

26



P V
Input: w ∈ G Input: h = ψ(w) ∈ H

r $← G
a := ψ(r) ∈ H a−−−−−−−−−−−−−−→

e←−−−−−−−−−−−−−− e $← Zq

z := rwe ∈ G z−−−−−−−−−−−−−−→ ψ(z) ?
= ahe ∈ H

Fig. 9. Proof of knowledge of a preimage w ∈ G of an element h ∈ H under a group homomorphism ψ : G→ H

P V
Input: b ∈ {0,1},wb ∈ G Input: h0,h1 ∈ H
hb = ψ(wb),hb̄ ∈ H

r0,r1
$← G,d0,d1

$← Zq

a0 := ψ(r0)h
−bd0
0 ∈ H

a1 := ψ(r1)h
−b̄d1
1 ∈ H a0,a1−−−−−−−−−−−−−−→

e0 := bd0 + b̄(e−d1) ∈ Zq
e←−−−−−−−−−−−−−− e $← Zq

e1 := b(e−d0)+ b̄d1 ∈ Zq
vb := wb ∈ G
vb̄ := 1 ∈ G
z0 := r0ve0

0 ∈ G
z1 := r1ve1

1 ∈ G e0,e1,z0,z1−−−−−−−−−−−−−−→ e ?
= e0 + e1 ∈ Zq

ψ(z0)
?
= a0he0

0 ∈ H
ψ(z1)

?
= a1he1

1 ∈ H

Fig. 10. Alternative version of the proof of knowledge of a ψ-preimage of hb, given h0,h1 ∈ H. Computations on prover’s side have
been unified, i.e., to compute a0,a1,e0,e1 and z0,z1 the same computations are performed.
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