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Abstract. Lattice-based cryptography is one of the candidates in the
area of post-quantum cryptography. Cryptographic schemes with secu-
rity reductions to hard lattice problems (like the Shortest Vector Prob-
lem SVP) offer an alternative to recent number theory-based schemes.
In order to guarantee asymptotic efficiency, most lattice-based schemes
are instantiated using polynomial rings over integers. These lattices are
called ideal lattices. It is assumed that the hardness of lattice problems
in lattices over integer rings remains the same as in regular lattices. In
order to prove or disprove this assumption, we instantiate random ideal
lattices that allow to test algorithms that solve SVP and its approxi-
mate version. The Ideal Lattice Challenge allows online submission of
short vectors to enter a hall of fame for full comparison. We adjoin a set
of first experiments and a first comparison of ideal and regular lattices.
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1 Introduction

Lattice-based cryptography is one of the candidates to replace num-
ber theory-based cryptographic schemes in the future. Many cryp-
tographic primitives can be build on lattices. They are asymptiti-
cally efficient and provable secure, even based on worst-case prob-
lems. And lattice-based constructions are considered to withstand
attacks with quantum computers. There are nonetheless numerous
open problems in this research area. One of the long outstanding
questions is whether ideal lattices, which are widely deployed in
lattice-based cryptographic constructions, offer the same security as
regular lattices. Ideal lattices are structured lattices used in crypto-
graphic practice due to their algebraic properties, which allow faster
computation and more efficient storage of cryptographic primitives.
Instead of storing @(dQ) values and requiring computation time of
O(d?), ideal lattices reduce both to O(d), where d is the lattice di-
mension. To date, the security of the most efficient lattice-based



cryptosystems relies on the assumption that problems in ideal lat-
tices are not easier to solve. If it turns out that ideal lattice problems
are easier to solve than their regular counterparts, this would change
the whole research area of lattice-based cryptography.

The Shortest Vector Problem (SVP), and more exactly its ap-
proximate version (a-SVP), is the problem considered most in crypt-
analysis of lattice-based schemes. There are multiple algorithms that
solve both problems and have been improved over the last years. For
reqular lattices, there exist standardized instances, e.g., the lattices
of the SVP Challenge are considered as random instances [GMO03].
They are widely deployed for testing SVP algorithms. For ideal lat-
tices however, there is neither a standard way how to instantiate
them nor a set to download sample instances or a public generator.

So far it is unclear if algorithms for lattice problems can make use
of the special structure of ideal lattices. The main goal of our ideal
lattice challenge is to assess whether it is possible to solve problems
in ideal lattice faster than in regular lattices. A second goal is to
allow people to work on standardized instances in order to compare
their algorithms.

1.1 Our Contribution

As an amendment of the existing lattice challenges we introduce the
Ideal Lattice Challenge for solving hard lattice problems in ideal
lattices. We offer a standard way to create ideal lattices, in order to
allow for testing algorithms on standard instances. This new chal-
lenge allows to draw a comparison between regular lattices in the
existing challenges on the one hand and ideal lattices on the other
hand. If there are algorithms that can exploit the special structure
of ideal lattices, our new challenge will show that. Our ideal lattices
can be created using different cyclotomic polynomials, among others
the polynomial %+ 1 which is most commonly used in cryptographic
constructions. It is an open question if different polynomials lead to
ideal lattice problems with different hardness. This is another goal
of our new challenge - assessing if the structure of these polynomials
changes the hardness of the underlying lattice problems.

We add a section about first experiments on our ideal lattices
in small dimensions, to assess if the choices made in generation of



the challenge were reasonable. In these experiments we already en-
counter a first difference of ideal lattices to regular ones: it is possible
that the Gaussian heuristic, which is commonly believed to hold true
for random lattices, does not hold true in the exact same way for
ideal lattices. This heuristic is an important tool for estimating the
security of lattice-based cryptosystems.

1.2 Notation and Definitions

A lattice £ is a discrete additive subgroup of R¢. Full-dimensional
lattices are represented by a set of linearly independent basis vectors
b; € R for 1 < i < d. The number d of basis vectors is the dimension
of the lattice. These basis vectors can be represented as a matrix
B € R%? of row vectors b;. The lattice generated by the basis B
is the set of all integer linear combinations of the basis vectors, i.e.,
L(B) = {>%, x;b; : x; € Z}. For d > 1, alattice has infinitely many
bases, and by multiplication of a basis matrix with any unimodular
transformation matrix it is possible to change the basis of a lattice.
For representation it is common to work with basis vectors over Z.

The volume or determinant of the lattice is denoted det(L). It
remains the same for all bases of £, and for any basis B of £ it can
be computed as det(L) = |det(B)|. The norm of a shortest non-zero
vector in a lattice £ is denoted A;(£). A heuristic estimation of this
length can be derived using the Gaussian heuristic GH(L):

r(d/2+1)v*
\/E

The Euclidean norm of an element x is denoted ||x||.

M(L)~GH(L) = det(£)Y.

Lattice Problems. For given o > 1, the approximate shortest vector
problem «-SVP is defined as follows. Given a basis B of a lattice
L(B), find a non-zero vector v € L(B) of norm ||v|| < a- A (L(B)).
For o = 1 this is the exact SVP. It is possible to state these problems
for different norms, but we will only use the Euclidean norm in this
work.

Due to the fact that A;(£) is often unknown in practice, it is
common to consider the J-Hermite-SVP instead of the a-SVP: Given



a basis B of a lattice £(B), find a non-zero vector v € £(B) of norm
Il < 6% - det(£(B))"/*, (1)

where d is the dimension of the lattice.

An important notion that derives from the Hermite-SVP is the
root Hermite factor §, which can be computed using (1). Given a
vector v of length ||v||, the corresponding root Hermite factor is

(sate)

It is common to use this root Hermite factor for comparison among
different lattices, since it is independent of the basis.

Lattice Reduction and SVP Algorithms. Roughly speaking, lattice
basis reduction is the search for short bases of a lattice. With this,
the algorithms for lattice basis reduction also solve a-SVP. The most
important algorithms used for reduction of lattice bases are the LLL
and BKZ algorithm. LLL was presented in [LLL82]. It is a poly-
nomial time algorithm that outputs a first basis vector which can
be proven to be exponentially far from a shortest one. BKZ is a
stronger generalization of LLL working in blocks of basis vectors.
This algorithm was introduced in [SE94]. BKZ is parameterized by
a blocksize parameter 3, i.e., BKZ-3 uses blocks of size . BKZ-
2 is the LLL algorithm. Higher blocksizes lead to better reduction
quality (shorter vectors), at the expense of increasing runtime. More
exactly, the runtime increases exponentially in £. In the lattice di-
mension d, BKZ behaves polynomially, but the runtime has not been
proven theoretically. The most powerful variant is the BKZ 2.0 algo-
rithm [CN11]. An implementation of BKZ 2.0 unfortunately is not
publicly available.

When it comes to solve the exact shortest vector problem, the
Extreme Pruning Enumeration algorithm is the strongest one in
practice [GNR10,KSD*11]. It is a heuristic variant of full Enumer-
ation [Kan83,FP85,SE94]. In theory, the probabilistic Sieving algo-
rithms of [AKS01,NV08,MV10b] and the deterministic Voronoi cell
algorithm of [MV10a] are superior. They run in single exponential
time in the lattice dimension d, whereas enumeration takes double
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exponential time in d. Solving SVP in practice is only manageable
up to dimension d ~ 120 with Extreme Pruning Enumeration.

More information on lattice reduction and SVP algorithms can
be found in [NV10,HPS11|. Following [GNO8] the LLL algorithm
reaches root Hermite factor of about 1.0219 and BKZ-20 reaches
1.0128 in practice.

Ideal Lattices. Ideal lattices are defined over the ring of integer poly-
nomials Z[z]. A lattice element (fo, ..., f4_1) corresponds to a poly-
nomial Z?;ol fizt. A lattice £ is an ideal lattice, if there exists a
monic polynomial g € Z[z| such that

(f[)?fl)"')fdeg(g)71> GE <
(fé)f{ﬂ"*)féleg(g)—l) 6'67 f/:xf mOdg

In other words, multiplications of lattice elements with = in the poly-
nomial ring remain within the lattice.

Ideal lattices were introduced in 2007 [Mic07] by Daniele Miccian-
cio to improve the space complexity of lattice based cryptosystems.
Ideal lattices allow to represent a lattice using only two polynomials.
Using such lattices, classic lattice based cryptosystems can diminish
their space complexity from O(d?) to O(d). Ideal lattices also allow
to accelerate computations using the polynomial structure. To im-
prove even more the efficiency, some cryptosystems used a subclass
of ideal lattices, namely principal ideal lattices. An ideal lattice L is
a principal ideal lattice if there exist two integers a,det € N such
that

L ={(fo, fr, - fa-1), f(a) = 0 mod det} .

If the ideal lattice subclass has collapsing density in the class of
lattices [BL09], however, the principal ideal lattice subclass keeps
a reasonable density in the class of ideal lattices. If ideal lattices
were introduced to improve space and time complexity of cryptosys-
tems, their advantage allows a wilder utilization. As an example,
they have allowed Gentry to create the first fully homomorphic en-
cryption scheme [Gen09,SV10]. The choice of the monic polynomial
g is public and generally free. Moreover, for most cryptosystems, it
is advised to use 24 1 with d a power of two or 2% — 1. Those poly-
nomials allow an even faster computation using FFT techniques for



polynomial multiplication. It is important to notice here that x¢+ 1
(with d a power of two) is equal @o4(z) (the cyclotomic polynomial
of index 2d) and that 2% —1 is by definition factorisable in cyclotomic
polynomials.

1.3 Related Work

There is one approach known to us where algorithms make use
of the structure of ideal lattices. Micciancio and Voulgaris shortly
explain how to exploit the ideal structure for their Sieving algo-
rithms [MV10b]. Experiments with this approach where presented
in [Sch1l]. They show a speedup factor of d, where d is the degree
of the ring polynomial, for runtime as well as for storage. Since in
practice, sieving algorithms (even when exploiting the ideal struc-
ture) are weaker than Extreme Pruning Enumeration, this approach
does not affect the practical hardness of SVP in ideal lattices.

Now we shortly introduce the two existing lattice challenges for
regular lattices. These challenges can later be used to compare if
lattice algorithms behave differently in ideal lattices.

In 2008 the team at TU Darmstadt introduced the Lattice Chal-
lenge® [BLROS8]. The website offers the possibility to download one
lattice every 25th dimension. The goal of the participant is to find a
vector of Euclidean length smaller than a specified bound g, i.e., solve
a-SVP for certain a. The online hall of fame shows the submitted
results. To date, it is possible to solve this challenge in dimension up
to 825. Here, participants make use of the so-called sublattice-attack,
which allows to reduce the dimension of the lattice from, e.g., 825 to
240. We deal with this attack in Appendix B.

In 2010 Nicolas Gama and Michael Schneider presented a sec-
ond challenge, namely the SVP Challenge®. The goal of this chal-
lenge is to find vectors in so-called random (Goldstein-Mayer) lat-
tices [GMO3] that are very close to a shortest vector in the lattice.
Since the length of a shortest vector is not known, only heuristic
estimation of the length is possible. The results of this challenge
range up to dimension 120. The goal norm of this challenge is com-
puted exactly the same way as in the Ideal Lattice Challenge, that

3 ww. latticechallenge.org
4 www.latticechallenge.org/svp-challenge



we will introduce in the next section. This allows for a fair compar-
ison between both challenges. Also, for the SVP and Ideal Lattice
Challenges it is possible to download a lattice generator and create
multiple lattices in the same dimension, which allows for probabilis-
tic algorithms to show their strength.

2 The Ideal Lattice Challenge

Here we introduce the new challenge. We first explain how to par-
ticipate in the challenge. Second, we show how we generate the ideal
lattices. We hope that this will be a standard way for instantiating
ideal lattices in the future.

Our new Ideal Lattice Challenge can be found online®. Basically
there are two hall of fames for the same lattices: one SVP hall of
fame and one for the approximate version a-SVP.

The way to participate in the SVP version of the Ideal Lattice
Challenge is the following:

1. download the basis B of an ideal lattice £(B) from the website
2. find a non-zero lattice vector v € L(B) \ {0} of Euclidean norm

V]| < 1.05- GH(L) ~ A\ (L(B))

3. submit the vector via online submission system
4. enter the SVP hall of fame if your vector is the shortest in di-
mension d.

The way to participate in the a-SVP version of the Ideal Lattice
Challenge is to submit a longer vector:

1. download the basis B of an ideal lattice £(B) from the website
2. find a non-zero lattice vector v € L(B) \ {0} of Euclidean norm

V]| < d-det(£(B))"

3. submit the vector via online submission system
4. enter the a-SVP hall of fame if your vector is the shortest in
dimension d.

5 ww. latticechallenge.org/ideallattice-challenge/
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The website also allows to download the generator for the ideal
lattices in order to generate multiple lattices in each dimension with
different random seed s. Entering the hall of fame is possible with
vectors of any lattice in the corresponding dimension. On the web-
site, we publish the lattices with seed s = 0. Figure 1 shows the
norms and the root Hermite factors that have to be reached to enter
either of the hall of fames. For the norm computation we assume a
determinant of exactly 2'%¢. The root Hermite factors are computed
as
r/2+nt,,

)

for the SVP hall of fame and ¢ = d'/? for the a-SVP hall of fame.

§ = (1.05 -
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Fig. 1. Norm and root Hermite factor required to enter either of the hall of fames.

Verification. The ideal lattices have to be generated again on the
server during the verification process. This might take up to a few
minutes on the server. The step taking most of the time is the com-
putation of the determinant of the ideal lattice.

2.1 The Generator For Ideal Lattices

Algorithm 1 shows the generator routine for ideal lattices for our
challenge. Input to the generator is the index n of the cyclotomic
polynomial @,(z) and a random seed s. The index n determines the
lattice dimension. More precisely, the dimension d of the lattice is the



Algorithm 1: Generator of Ideal Lattice Challenge

Input: Index n, Random Seed s
Output: Basis B for ideal lattice in dimension d
let @, (z) be the n-th cyclotomic polynomial
let d < deg(Pn(x))
det + rands(2'°%) > use seed s as randomness
det < det —(det —1 mod n)
repeat
‘ det < det +n
until det is prime
let g <1
repeat

g—g+1
(det—1)/n

© O N O A W N

=R
= o

a+g
until « is a root of unity of Y, (x)
det

-
N

13 let B=| —«

14 return B

degree of @, (z). The random seed allows to create multiple lattices
for each dimension. An example lattice can be found in Appendix A.

The determinant of the challenge ideal lattices is chosen to be of
size approximately 2!% in order to be comparable to the SVP chal-
lenge. Choosing a prime determinant simplifies finding the root of
the polynomial, since the factorization of the determinant is required
for this. The generator picks z randomly such that 2191 < 2 < 2104,
Then it searches for the smallest prime det such that det > = and
(det —1) | n.

We choose cyclotomic polynomials since they cover a range of
polynomials, including the ones used mosty in cryptography (z" + 1
for n power of 2). This variety will give insight to the question if
different types of polynomials allow for faster computations.

One interesting fact to note is that some of the indices n of the cy-
clotomic polynomial @, (z) will lead to the same dimension d. There-
fore we derive more than one challenge for some of the dimensions
and there is no challenge for others.



3 Experiments

We ran a few test experiments in order to assess the hardness of the
Ideal Lattice Challenge. For the SVP hall of fame, we expect very
similar results to that of the SVP Challenge. This is due to the fact
that the determinant of the lattices is of the same order of magnitude
det(L£) ~ 2!%¢ Therefore one will directly be able to distinguish
between SVP in ideal lattice and SVP in regular (random) lattices.
Since the determinant of the lattice challenge is a bit smaller, but
more important, the sublattice attack works in these lattices, we
expect a difference between the results of the Lattice Challenge and
the a-SVP hall of fame of the Ideal Lattice Challenge.

Recall that there are multiple lattices in some dimensions that
belong to different cyclotomic polynomials.

3.1 Experiments for SVP

We applied multicore Pruned Enumeration from [KSD*11] with the
polynomial bounding function and a BKZ pre-reduction blocksize
of f = 35. For our experiments we use 8 AMD Opteron (2.3GHz)
CPU cores. Figure 2 shows the results. Since Extreme Pruning Enu-
meration works probabilistic, we started the experiments with norm
bound 1.06 - GH(L). Otherwise, when choosing the challenge goal
norm of 1.05 - GH (L), the probabilistic algorithm fails in finding a
vector below the bound too often. In dimension 64, in the lattice with
index 128, we did not succeed to find a vector below 1.06 - GH(L).

T T T T 1000 T T T T
Extreme Pruning Enumeration Extreme Pruning Enumeration e

1.0125 | . Mean Value . Mean Value
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1.012 {
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Runtime [s]
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-
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55 60 65 70 75 80 55 60 65 70 75 80
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Fig. 2. Root Hermite factor and runtime of Extreme Pruning Enumeration using 8

CPU cores, including the corresponding mean values (solid green line). For the root
Hermite factor, the figure also includes the goal value to enter the SVP hall of fame.
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The results of Figure 2 show that it is easily possible to enter the
SVP hall of fame until dimension at least 80, which on could expect
from the SVP Challenge.

We also ran full Enumeration and BKZ with different blocksize
parameters [ € {20,30} by the fpLLL implementation. Figure 3
shows the results. We use only one lattice per dimension, in order to
make experiments in higher dimension possible.

1.0135 T
BKZ 20
. BKZ 30 -
1.013 ) Enumeration o
\ SVP Goal

1.0125
S i /
g 1012 N\
@ \/ Loeed . A
E  1.0115 v e Pt
5 A
T i RVARRY ‘
5 1.011 ek
[e]
o

1.0105

1.01
1.0095 . : : g
60 70 80 90 100
Dimension d

Fig. 3. Root Hermite factors reached by full Enumeration, and by BKZ with different
blocksizes. The figure also includes the value that has to be reached to enter the SVP
hall of fame of the Ideal Lattice Challenge.

Figure 3 shows that full Enumeration can enter the hall of fame
until dimensions around 70. BKZ-20 and even BKZ-30 only reach
the necessary SVP bound for very small dimensions d < 58.

3.2 Experiments for a-SVP

We tested the ideal lattices of our challenge in medium dimensions
d < 300 using the NTL implementation of BKZ (using the sage in-
terface) on a single AMD Opteron processor (2.3GHz). We fixed a
blocksize f € {2,10,20,30} and computed the resulting root Her-
mite factor, and measured the runtime. Figure 4 shows the results
of our BKZ experiments.
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Fig. 4. Root Hermite factor and runtime of BKZ, including lines for the corresponding
mean values. For the root Hermite factor, the figure also includes the value that has
to be reached to enter both hall of fames of the Ideal Lattice Challenge.

With LLL (8 = 2), it is possible to enter the a-SVP in dimen-
sions up to around 250 (falling below the cyan-colored, dotted line).
With BKZ-10 and BKZ-20, even higher dimensions are easy to reach.
Our experiments do not exceed the point where BKZ-10 ad BKZ-20
cannot find a vector that is sufficient for the a-SVP hall of fame.

The Gaussian Heuristic. One interesting fact that we encountered
during our tests is that in some dimensions, e.g. dimension 52, there
is no vector below the SVP-bound (computed using the Gaussian
heuristic). To our knowledge this has not happened for regular lat-
tices in the SVP Challenge. To be more precise, the SVP Challenge
hall of fame contains a vector below the GH-bound in the lattice
with random seed 0 for nearly all dimensions 50 < d < 116 (except
66, 84 and 88). It is possible that the Gaussian heuristic, which so
far showed to be very accurate for regular lattices, does not hold for
ideal lattices. The Gaussian heuristic is used for estimations on the
runtime of cryptanalytic algorithms, like enumeration [GNR10] or
BKZ 2.0 [CN11], as well as for estimation of the security of lattice-
based cryptosystems. Therefore it is very important to clarify if it
is also a good heuristic for ideal lattices. Appendix C presents some
first experiments on this.
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A Example Challenge

Here we present a sample for the ideal lattice challenge in dimension
4. The files have the following syntax:

[[1046226146011 0 0O 0]
[857976943568 1 0 0]
[397363584747 0 1 0]
[224465523046 0 0 1]

]
450

[11111]

The first rows contain the basis of the ideal lattice in Hermite
normal form, in NTL format as row vectors. The upper left vector is
the determinant, the entry below is the negative root of unity a. The
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next row stores the dimension, the index of the cyclotomic polyno-
mial and the random seed (in this order). The last row encodes the
cyclotomic polynomial, with constant term first. E.g., the polyno-
mial z! +  is encoded [01001]. Our example polynomial [11111]
encodes the polynomial @5(z) = z* + 23 + 22 + x + 1.

B Sublattice-Attack and Hermite Factors

The sublattice attack was first presented in [MRO0S8|. For g-ary type
lattices, it allows to lower the dimension for finding vectors of the
same length. This results in reduced runtime and was excessively
used in the lattice challenge. Here we show that the common sub-
lattice attack is not applicable for the ideal lattice challenge.

We want to show that the sublattice dimension d is bigger or
equal to the lattice dimension d. For our lattices, the best sublattice
dimension can be computed as

d= \/logQ(det)/logQ((S) )

where ¢ is the root Hermite factor. We want to be sure that

d < d = \/logy(det)/ log,(4) .

Using that det(L£) =~ 21°¢ we derive that

5 < 210/d (2)

should be satisfied in order to prohibit a sublattice attack. If we
choose as upper bound to enter the alpha-SVP hall of fame the
norm d - det(£)"/%, then (2) is satisfied for all dimensions d < 1050.

Figure 5 shows the bound (2) for different lattice dimension d as
solid red line. The dotted blue line is a lower bound on what lattice
reduction algorithms can achieve today (§ = 1.009). We gained this
data from experience with the existing lattice challenges. The dashed
green line in Figure 5 shows the d-value that has to be reached to
enter the hall of fame for a-SVP. So far it should not be possible
to solve challenges above the intersection point around dimension
d="737.
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Fig. 5. Lower bound for sublattice attack and goal value to enter the a-SVP hall of
fame. It should not be possible to solve challenges above d = 737 with today’s lattice
reduction algorithms. For dimensions d < 1050 a sublattice attack is unlikely to yield
to an improvement in reduction quality.

C 1Ideal Lattices and the Gaussian Heuristic

In order to shed a bit more light on the question whether the Gaus-
sian heuristic holds we performed experiments with different random
seeds 0 < s < 20 for all existing challenge lattices. Figure 6 shows
the results. Most of the lattices contain shortest vectors that are be-
low the SVP goal value, and so does the mean value of all lattices
(over all seeds and all polynomials in the same dimension). Appar-
ently the Gaussian heuristic gets better in higher dimensions. Still a
full comparison with regular lattices remains open for future work.
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Fig. 6. Root Hermite factor reached by lattices with random seed 0 < s < 20 and the
corresponding mean values (solid green line). The figure also includes the value that
has to be reached to enter the SVP hall of fame of the Ideal Lattice Challenge.

17



