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1. Introduction

Secret sharing is a cryptographic primitive, which is used to distribute a
secret among participants in such a way that an authorized subset of partic-
ipants can uniquely reconstruct the secret and an unauthorized subset can
get no information about the secret in the information theoretic sense. It is a
fundamental method used in secure multiparty computations, where various
distrusted participants cooperate and conduct computation tasks based on
the private data they provide.

A secret sharing scheme is called ideal if the maximal length of shares
and the length of the secret are identical. Secret sharing was first proposed
independently by Blakley [5] and Shamir [23]. The scheme by Shamir relies
on the standard Lagrange polynomial interpolation, whereas the scheme by
Blakley is based on the geometric idea that uses the concept of intersecting
hyper planes.

The family of authorized subsets is known as the access structure. An
access structure is said to be monotone if a set is qualified then its superset
must also be qualified. Several access structures are proposed in the liter-
ature. They include the (t, n)-threshold access structure, the Generalized
access structure and the Multipartite access structure. In (t, n)-threshold
access structure there are n shareholders, an authorized group consists of
any t or more participants and any group of at most t − 1 participants is
an unauthorized group. Let U be the set of n participants and let 2U be its
power set. Then ’Generalized access structure’ refers to situations where the
collection of permissible subsets of U may be any collection Γ ⊆ 2U having
the monotonicity property. In multipartite access structures, the set of play-
ers U is partitioned into m disjoint entities U1,U2, · · · ,Um, called levels and
all players in each level play exactly the same role inside the access structure.

Conjunctive hierarchical access structure is a multipartite access structure
in which each level Ui is assigned with a threshold ti for 1 ≤ i ≤ m, and the
secret can be reconstructed when, for every i, there are at least ti shareholders
who all belong to levels smaller than or equal to Ui. Formally,

Γ = {V ⊆ U : |V ∩ (
i⋃

j=1

Uj)| ≥ ti, for all i ∈ {1, 2, · · · ,m}}.
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Whereas in disjunctive hierarchical access structure we have

Γ = {V ⊆ U : |V ∩ (
i⋃

j=1

Uj)| ≥ ti, for some i ∈ {1, 2, · · · ,m}}.

A secret sharing scheme is a perfect realization of Γ if for all A ∈ Γ, the
users in A can always reconstruct the secret and for all B not in Γ, the users
in B collectively cannot learn anything about the secret, in the information
theoretic sense.

The motivation for this study is to come up with an hierarchical scheme
that is ideal, efficient, that does not require the ground field to be extremely
large, and that offers no restrictions in assigning identities to the users. The
proposed scheme is computationally perfect. By computationally perfect,
we mean, an authorized set can always reconstruct the secret in polynomial
time whereas for an unauthorized set this is computationally hard. This is
in contrast to the majority of the schemes found in the literature, which
are perfect in a probabilistic manner. A scheme is perfect in a probabilistic
manner if either an authorized set may not be able to reconstruct the secret
or an unauthorized set may be able to reconstruct the secret with some
probability [17].

An [n, k, d] block code over Fq is called Maximum Distance Separable
(MDS) code if d = n − k + 1. Two important properties, namely, any k
columns of a generator matrix are linearly independent and any k symbols
of a codeword may be taken as message symbols, of MDS codes have been
exploited in the construction of our schemes. It may be noted that for any
k, 1 ≤ k ≤ q − 1, and k ≤ n ≤ q − 1 there is an [n, k, n− k + 1] MDS
code and an [q, k, q − k + 1] extended Reed Solomon code. Also, for any
k, 1 ≤ k ≤ q + 1, there is an [q + 1, k, q − k + 1] code over Fq.

1.1. Related Work

Shamir [23] pointed out that a hierarchical variant of threshold secret
sharing scheme can be introduced simply by assigning larger number of shares
to higher level participants. However, such a solution can be easily seen to
be not ideal.

Kothari [16] introduced a scheme that is a generalization of schemes of
Blakley, Shamir, Bloom, and Karnin et al. [5, 23, 14, 16]. This generalized
scheme is used to arrive at a hierarchical scheme, which provides different
levels of shares [16]. At each level a set of linear equations is to be solved

3



to obtain the secret. The size of the set of linear equations to be solved is a
function of the level.

The earliest disjunctive secret sharing scheme is due to Simmons [24, 3],
which is not ideal [15]. It is also inefficient because the dealer needs to
check, possibly exponentially, many matrices for non-singularity [3] [26]. It
is mentioned in [17] that finding an efficient, ideal, and linear solution for
the disjunctive case of Simmons’ has remained a long standing open problem
and its realization became possible only when some duality techniques were
employed to the efficient and perfect vector space construction of its conjunc-
tive counter part. Brickell [7] offered two schemes for the disjunctive case,
both ideal [26]. Both the schemes are inefficient [15]. One of the schemes
suffers from the same problem as that of Simmons’, while the other scheme
requires to find an algebraic number satisfying an irreducible polynomial over
the finite field [26]. The multilevel threshold scheme by Ghodosi et al. [12]
work only for small number of shareholders [18, 3].

Tassa [26] and Tassa and Dyn [27] proposed ideal secret sharing schemes,
based on Birkhoff interpolation and bivariate interpolation respectively, for
several families of multipartite access structures that contain the multilevel
and compartmented ones. These schemes either require a large finite field
with some restrictions in assigning identities to the users [3] [27] [26] [1] or
perfect in a probabilistic manner [17]. A scheme is perfect in a probabilistic
manner if either an authorized set may not be able to reconstruct the secret
or an unauthorized set may be able to reconstruct the secret with some
probability.

Constructions of ideal secret sharing schemes for variants of the multilevel
access structures and for some tripartite access structures have been given
also in [2, 3, 13, 21, 10, 11]. The problem of secret sharing in hierarchical
(or multilevel) structures, was studied under different assumptions also in
[4, 8, 9, 25].

Linear codes have been used earlier in some constructions of threshold
schemes [20, 14, 19, 22]. Blakley and Kabatianski [6] have established that
ideal perfect threshold secret sharing schemes and MDS codes are equivalent.

1.2. Our Results

In this paper, we propose an ideal secret sharing scheme for conjunctive
access structure. In fact, we have another scheme which is both ideal and
perfect in the information theoretic sense for the disjunctive access structure.
However, we present only the former scheme because of the space constraints.
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This scheme, what we call, is computationally perfect and relies on the fol-
lowing hardness assumption. The construction of these schemes is based on
the maximum distance separable (MDS) codes.

1.2.1. Assumption

Let a ∈ Fq and fi : Fq −→ Fq, 1 ≤ i ≤ m, be a set of distinct one way
functions. Also, let fi(a) = bi for 1 ≤ i ≤ m. Then the computation of a
from the knowledge of bi, i ∈ S, where S ⊆ {1, 2, · · · ,m} is computationally
hard.

Novelty of our schemes is that they overcome all the limitations present
in most of the existing schemes. The size of the ground field, in our schemes,
is independent of the parameters of the access structure and there are no
restrictions in assigning identities to the participants. Our schemes are ap-
plicable for any number of participants. They are efficient and require O(n3),
where n is the number of participants, computation for Setup, Distribution,
and Recovery phases.

1.3. Organization of the Paper

Section 2 describes the proposed conjunctive hierarchical secret sharing
scheme and has an example that illustrates the scheme. Complexity analysis
and correctness of the scheme is discussed in section 3. Conclusions are given
in section 4.

2. Conjunctive Hierarchical secret sharing scheme

Let U =
⋃m

i=1 Ui be the set of participants partitioned into m disjoint sets
Ui, 1 ≤ i ≤ m. Also, let |Ui| = ni, for i ∈ {1, 2, · · · ,m}. Further, let t1, t2,
· · · , tm−1 and tm be m positive integers such that ti < ti+1 for 1 ≤ i ≤ m−1.
Denote

∑m
i=1 ni + 1 by N and 2N − tm by n. Let s ∈ Fq be the secret to

be shared. Also, let fi : Fq −→ Fq, 1 ≤ i ≤ m, be a set of distinct one way
functions.

2.1. Overview of the scheme

Here the secret s to be shared is split as s = s1 + s2 + · · · + sm mod q.
The dealer then selects an [n,N, n−N + 1] MDS code, m distinct one way
functions fi, 1 ≤ i ≤ m, and chooses m codewords of the selected MDS code.
The choice of the ith, 1 ≤ i ≤ m, codeword is such that the first component
of the codeword is si, next n1 components of the codeword are the images of
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the shares of the first level participants under the one way function fi, next
n2 components of the codeword are the images of the shares of the second
level participants under the same one way function fi, and so on it goes
upto the images of the shares of the ith level participants under the same
one way function fi. The rest of the components of the codeword are chosen
arbitrarily.

N − ti of these arbitrarily chosen components of the ith codeword are
made public so that if any ti participants from the first i levels cooperate they
can, with the help of the N − ti public shares, reconstruct the ith codeword
uniquely and hence can recover the first component, si, of this codeword,
which is a term in the sum of the partial secrets.

2.2. Setup and Distribution phase

Following steps constitute this phase.

step 1 Select an [n,N, n−N + 1] MDS code over Fq.

step 2 Choose arbitrarily si ∈ Fq, 1 ≤ i ≤ m, such that s = s1 + s2 + · · ·+ sm.

Step 3 Choose vi,j, 1 ≤ i ≤ m, 1 ≤ j ≤ ni, from the elements of Fq. Compute
vki,j = fk(vi,j), 1 ≤ i ≤ m, 1 ≤ j ≤ ni, i ≤ k ≤ m. Distribute
vi,j, 1 ≤ i ≤ m, 1 ≤ j ≤ ni, to the jth player in the ith compartment.

step 4 Choose m codewords

Ci = (si, v
i
1,1, v

i
1,2, · · · , vi1,n1

, vi2,1, · · · , vi2,n2
, · · · , vii,1, vii,2, · · · , vii,ni

,
ui,

∑i
j=1 nj+2, ui,

∑i
j=1 nj+3, · · · , ui,

∑m
j=1 nj+

∑m
j=1 (nj)−tm+2), 1 ≤ i ≤ m,

of the above mentioned MDS code.

step 5 Publish fi, 1 ≤ i ≤ m.

step 6 Publish ui,j, j ∈ Si, as public shares corresponding to the codeword Ci,
1 ≤ i ≤ m, where Si ⊆ {` :

∑i
j=1 nj + 2 ≤ ` ≤ n} and | Si |= N − ti.

step 7 Also publish the generator matrix of the MDS code.

2.3. Recovery phase

If at least ti players cooperate they will be able to reconstruct the code-
word Ci, 1 ≤ i ≤ m, and hence its first component si, which is a term in the
sum of the secret s. So, if at least ti players participate for every i, 1 ≤ i ≤ m,
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they will be able to recover all the terms of the sum and hence the secret.
Assume that jr, 1 ≤ r ≤ m, such that

∑k
r=1 jr ≥ tk for every k, 1 ≤ k ≤ m,

players participate from the rth level in the recovery phase. Also, assume that
l1,r, l2,r, · · · , ljr,r, be the corresponding indices of the cooperating players of
the rth, 1 ≤ r ≤ m, level. Then the recovery phase consists of the following
steps:

step 1 Fix i such that 1 ≤ i ≤ m. Select N −
∑i

k=1 jk public shares to
recover the codeword Ci. Let the indices of these public shares be
l1,m+1, l2,m+1, · · · , l(N−∑i

k=1 jk),m+1.

step 2 Reduce, using the elementary row operations, the generator matrix to
another matrix that has the following structure:
a) (lt,1 + 1)th, 1 ≤ t ≤ j1, column of the generator matrix has 1 in the
tth row and zeros elsewhere,
b)(

∑k−1
j=1 nj + lt,k + 1)th, 2 ≤ k ≤ i, 1 ≤ t ≤ jk, column of the generator

matrix has 1 in the (
∑k−1

r=1 jr + t)th row and zeros elsewhere,

c) (
∑i

j=1 nj+lt,m+1+1)th, 1 ≤ t ≤
∑m

k=1 nk+1−
∑i

k=1 jk, column of the

generator matrix has 1 in the (
∑i

r=1 jr + t)th row and zeros elsewhere.

step 3 Cooperating participant computes fi(vk,ltk), 1 ≤ k ≤ i, 1 ≤ t ≤ jk, and
sends it as the participant’s share in the recovery of the codeword Ci.

step 4 Form the message vector as
(vi1,l11 , v

i
1,l21

, · · · , vi1,lj11 , v
i
2,l12

, vi2,l22 , · · · , v
i
2,lj22

, · · · vii,l1i , v
i
i,l2i

, · · · , vii,ljii ,
ui,

∑i
j=1(nj)+1+l1,m+1

, ui,
∑i

j=1(nj)+1+l2,m+1
, · · · , ui,

∑i
j=1(nj)+1+l

(
∑m

k=1
nk+1−

∑i
k=1

jk),m+1
).

step 5 Multiply the reduced generator matrix computed in step 2 by the mes-
sage vector formed in step 4 to arrive at a codeword. First component
of the resulting codeword is the ith component (i.e.,si) in the sum of
the secret to be recovered, which is s.

step 6 Do steps 1 to 5 to recover si, 1 ≤ i ≤ m.

step 7 Recover the secret s =
∑m

i=1 si.

2.4. Example

Let n1 = 2, n2 = 3, n3 = 2 and t1 = 1, t2 = 2, t3 = 4. So, we consider a
[12, 8, 5] MDS code over F19. Let the chosen one way functions fi, 1 ≤ i ≤ 3
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be the modulo exponentials of the primitive elements 2,3 and 13 respectively.
Further, let the secret s to be shared be 8.

2.4.1. Distribution phase

step 2 Choose arbitrarily s1 = 5, s2 = 7 and s3 = 15 so that s1 + s2 + s3 = 8.

step 3 Choose v1,1 = 5, v1,2 = 17 and distribute as the shares of the partici-
pants of the 1st level. Similarly, choose v2,1 = 6, v2,2 = 10, v2,3 = 9 to
2nd level v3,1 = 16, v3,2 = 18 to 3rd level.
Compute v11,1 = f1(v1,1) = 25 = 13, v11,2 = f1(v1,2) = 217 = 10; v21,1 =
f2(v1,1) = 35 = 15, v21,2 = f2(v1,2) = 317 = 13, v22,1 = f2(v2,1) = 36 =
7, v22,2 = f2(v2,2) = 310 = 16, v22,3 = f2(v2,3) = 39 = 18. Similarly
v31,1 = 14, v31,2 = 3, v32,1 = 11, v32,2 = 6, v32,3 = 18, v33,1 = 9, and v33,2 = 1.

step 4 Choose 3 codewords as
C1 = (s1, v

1
1,1, v

1
1,2, u1,4, u1,5, · · · , u1,11, u1,12)

= (5, 13, 10, 2, 4, 17, 15, 14, 10, 10, 0, 17)
C2 = (s2, v

2
1,1, v

2
1,2, v

2
2,1, v

2
2,2, v

2
2,3, u2,7, u2,8, · · · , u2,11, u2,12)

= (7, 15, 13, 7, 16, 18, 1, 12, 2, 6, 0, 12)
C3 = (s3, v

3
1,1, v

3
1,2, v

3
2,1, v

3
2,2, v

3
2,3, v

3
3,1, v

3
3,2, u3,9, · · · , u3,12)

= (15, 14, 3, 11, 6, 18, 9, 1, 4, 8, 18, 16).

step 5 Publish the chosen one way functions f1(a) = 2a mod 19, f2(a) = 3a

mod 19, and f3(a) = 13a mod 19.

step 6 Choose S1 such that |S1| = N − t1 = 8 − 1 = 7 and is a subset of
{l : 4 ≤ l ≤ 12}. Let S1 = {4, 5, 7, 8, 9, 11, 12}.
Also choose S2 such that |S2| = 8 − t2 = 8 − 2 = 6 and is subset of
{l : 7 ≤ l ≤ 12}. Let S2 = {7, 8, 9, 10, 11, 12}.
Finally choose S3 such that |S3| = 8− t3 = 4 and is a subset of {l : 9 ≤
l ≤ 12}. Let S3 = {9, 10, 11, 12}.
Publish u1,4 = 2, u1,5 = 4, u1,7 = 15, u1,8 = 14, u1,9 = 10, u1,11 = 0 and
u1,12 = 17 as the public shares corresponding to C1.

Also publish u2,7 = 1, u2,8 = 12, u2,9 = 2, u2,10 = 6, u2,11 = 0, u2,12 = 12
as the public shares corresponding to C2.

Finally publish u3,9 = 4, u3,10 = 8, u3,11 = 18, u3,12 = 16 as the public
shares corresponding to C3.
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2.4.2. Recovery phase

Assume that one participant from the first level, two participants from the
2nd level, and two participants from the 3rd level are cooperating to recover
the secret. That is, j1 = 1,j2 = 2, and j3 = 2. Also, assume that l1,1 = 2,
l1,2 = 1, l2,2 = 3, l1,3 = 1 and l2,3 = 2.

step 1 Fix i = 1. Select 8 − 1 = 7 public shares to recover the codeword C1.
Let the indices of these public shares be l1,4 = 1, l2,4 = 2, l3,4 = 4, l4,4 =
5, l5,4 = 6, l6,4 = 8, l7,4 = 9.

step 2 Reduce, using the elementary row operations, the generator matrix to
another matrix that has the following structure: (l11 + 1)th = 3rd col-
umn of the generator matrix has 1 in the 1st row and zeros elsewhere.
Similarly (n1 + l14 + 1)th = 4th, (n1 + l24 + 1)th = 5th, (n1 + l34 + 1)th =
7th, (n1 + l44 + 1)th = 8th, (n1 + l54 + 1)th = 9th, (n1 + l64 + 1)th = 11th,
and (n1 + l74 + 1)th = 12th columns of the generator matrix has 1 in
the 2nd, 3rd, 4th, 5th, 6th, 7th and 8th rows and zeros elsewhere.
After carrying out the specified reduction, we arrive at the following
matrix,

13 3 1 0 0 2 0 0 0 17 0 0
7 14 0 1 0 9 0 0 0 12 0 0
15 14 0 0 1 8 0 0 0 14 0 0
17 12 0 0 0 13 1 0 0 8 0 0
5 12 0 0 0 4 0 1 0 3 0 0
18 3 0 0 0 5 0 0 1 16 0 0
11 17 0 0 0 11 0 0 0 11 1 0
10 2 0 0 0 6 0 0 0 15 0 1


step 3 lth11 = 2nd participant in the 1st level computes v11,l11 = v11,2 = 217

mod 19 = 10 and sends it as the participant’s share in the recovery
of the codeword C1.

step 4 Form the message vector with the participants share and together with
the public shares selected in step 1. we have
(v11,2, u1,4, u1,5, u1,7, u1,8, u1,9, u1,11, u1,12) = (10, 2, 4, 15, 14, 10, 0, 17).

step 5 Multiplying the reduced generator matrix computed in step 2 by the
message vector formed in step 4 we get (5, 13, 10, 2, 4, 17, 15, 14, 10, 10, 0, 17).
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First component, which is 5, is the 1st term in the sum of the secret to
be recovered. Similarly, fix i = 2 and i = 3 repeat above steps 1 to 5
then we get 2nd and 3rd term in the sum of the secret to be recovered
which are 7 and 15.

step 6 Finally, recover the secret s = 5 + 7 + 15 = 8.

3. Complexity analysis and correctness of the proposed scheme

This section analyzes the computational requirements and discusses the
correctness of the proposed scheme.

3.1. Complexity Analysis

Computational requirements of the Setup, Distribution, and Reconstruc-
tion phases of the proposed scheme are as follows. Assuming that the Van-
dermonde matrix is chosen as the generator matrix of the code, it can be seen
that the reduction of each element requires atmost 2 log n, where n is the size
of the largest exponent, operations. So, reduction of all the elements of the
generator matrix requires 2Nn log n operations. Note that the ith codeword
to be chosen in Step 4 of the distribution phase contains images of the shares
of the participants from the first i levels under ith one way function fi. Assum-
ing that the one-way function to be used at this step is modulo exponentiation
of a field element and the codeword is selected by first reducing the genera-
tor matrix so that the reduced matrix contains columns corresponding to the
ith component is a partial identity matrix, the computational requirement of
step 3 and step 4 (i.e., computing the images of the shares of the participants
and choosing all of the codewords) is 2

∑m
i=1 ni log q + 2N2n−Nn + 2mNn,

where the term 2
∑m

i=1 ni log q corresponds to the computation of the images
of the shares under one way functions, the term 2N2n−Nn corresponds to
the reduction of the generator matrix, and the term 2mNn corresponds to
the multiplication of the generator matrix by m different N element vectors
to arrive at m codewords.

Step 1 of the recovery phase selects the required number of publicized
shares and hence requires no computation. Reduction of the generator matrix
in step 2 requires 2N2n − nN operations. Since the one-way functions are
assumed to be modulo exponentiations, it follows that the computation of
the images of the shares of the participants under one-way function in step
3 requires 2ji log q ≤ 2ni log q for a fixed i. So, the total computational
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requirement of step 3 can be seen to be
∑m

i=1 2ji log q ≤
∑m

i=1 2ni log q =
2(N−1) log q. Computational requirement of step 5 to arrive at one codeword
is 2Nn operations. So, formation of all the m codewords is then 2Nnm
operatons. Hence the computational requirement of the recovery phase is
2N2n − Nn + 2(N − 1) log q + 2Nnm operations. This is either O(N3) or
O(N log q) depending on the value of the q, which is the field size. If this
happens to outweigh the complexity one may choose to opt for other one-way
functions so that the complexity remains O(N3).

3.2. Correctness of the Scheme

Following theorems establish that the proposed scheme is ideal and always
recovers the secret in polynomial time if and only if the set of participants is
an authorized set. Also the probability that an unauthorized set being able
to recover the secret is equal to that of the exhaustive search.

Theorem 3.1. The secret can be recovered by the recovery phase described
above if and only if the set of participants recovering the secret is an autho-
rized set and the hardness assumption stated earlier is fulfilled.

Proof : (if) It can be seen that the codeword Ci, 1 ≤ i ≤ m, can be
reconstructed by specifying any of its N components. This is because in
an [n, k, d] MDS code any k symbols can be treated as message symbols.
So, if

∑i
k=1 jk ≥ ti, players cooperate they can recover si with the help of

N −
∑i

k=1 jk public shares, for every i ∈ {1, 2, · · · ,m}. Hence they can
recover the secret s = s1 + s2 + · · ·+ sm.

(only if) It may be noted that an unauthorized set in the conjunctive case
corresponds to a subset S of {1, 2, · · · ,m} such that for every i ∈ S, we have∑i

k=1 jk < ti shareholders only cooperate in the recovery process.
Case 1: m ∈ S. Then

∑m
k=1 jk < tm. That is the number of shares spec-

ified including the N − tm public shares corresponding to the codeword Cm

is less than N shares. Since any N columns are linearly independent, it fol-
lows that the first column of the generator matrix, which corresponds to the
partial secret sm, is not in the span of less than N columns of the generator
matrix. Therefore, it is not possible to recover the partial secret sm and
hence not possible to arrive at the secret uniquely with less than N shares
specified.

Case 2: m /∈ S. Let i, 1 ≤ i ≤ m, be such i ∈ S and i + 1 /∈ S. Then∑i
k=1 jk < ti and

∑i+1
k=1 jk ≥ ti+1. Now the values computed in step 3 of
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Recovery phase from the shares of the cooperating participants using the
one way function together with the N − ti public shares, we only have N −
ti +

∑i
k=1 jk < N components of the codeword Ci. Since any N columns of

a generator matrix of the MDS code are linearly independent, it follows that
the codeword Ci can not be uniquely determined. But, since

∑i+1
k=1 jk > ti+1,

we can recover the codeword Ci+1. Though the common set of components of
Ci and Ci+1 are derived from the same set of shares, they are different because
of two different one way functions employed in arriving at the codewords Ci

and Ci+1. So, from the hardness assumption, recovering the elements of Ci

and hence Ci from the corresponding elements of Ci+1 or for that matter any
Cj, j > i, is computationally hard.

Therefore, the secret can be recovered only by an authorized set whereas
for an unauthorized set this is computationally hard.

Theorem 3.2. The Proposed scheme is ideal.

Proof : As can be visualized from the scheme each participant is given
exactly one share. Also, the space of secrets and the space of shares is Fq.
So, the proposed sheme is ideal.

Theorem 3.3. The probability that an unauthorized set being able to recover
the secret is equal to that of the exhaustive search, which is 1/q.

Proof : It may be noted that an unauthorized set in the conjunctive case
corresponds to a subset S of {1, 2, · · · ,m} such that for every i ∈ S, we have∑i

k=1 jk = li < ti shareholders only cooperate in the recovery process. So,
with N− ti public values the unauthorized set can only know N− ti + li < N
components of the codeword Ci, for any i ∈ S. This leaves ti − li degrees of
freedom to determine a codeword. So, there are qti−li codewords that match
with the N − ti + li components in their positions. Among these qti−li−1

codewords contain si as their first component. This is beacause in an [n, k, d]
MDS code any k symbols can be treated as the message symbols and hence
the first component of a corword Ci, 1 ≤ i ≤ m, which corresponds to si,
is the weighted sum of the N message symbols. From the above discussion
this sum consists of ti − li unknowns. So, ti − li degrees of freedom together
with a linear constraint become ti − li − 1 degrees of freedom. Thus the

probability that the partial secret si, i ∈ S can be recovered is qti−li−1

qti−li
= 1

q
.

So the probability that an unauthorized set being able to recover all the
partial secrets si, 1 ≤ i ≤ m, and hence the secret is (1

q
)|S|, where |S| denotes
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the cardinality of S. Since (1
q
)|S| ≤ 1

q
, an unauthorized set may opt for other

kind of searches, whose probability of recovering the secret is 1
q
.

4. Conclusions

An ideal secret sharing scheme is proposed for a conjunctive hierarchical
access structure. In fact, we have disjunctive secret sharing scheme, which
is both ideal and perfect in the classical sense, as well. However, because of
the space constraints, we choose to present only the conjunctive scheme.

The Conjunctive scheme, what we call, is computationally perfect and is
based on the hardness assumption stated earlier. By computationally perfect,
we mean, an authorized set can always reconstruct the secret in polynomial
time whereas for an unauthorized set this is computationally hard. This is
in contrast to the majority of the schemes found in the literature, which are
perfect in the probabilistic manner. A scheme is perfect in a probabilistic
manner if either an authorized set may not be able to reconstruct the secret
or an unauthorized set may be able to reconstruct the secret with some
probability. The proposed schemes overcome all the limitations present in
most of the existing schemes. The size of the ground field in our schemes
is independent of the parameters of the access structure and there are no
restrictions in assigning the identities to the participants. Our schemes are
applicable for any number of shareholders. They are efficient and require
O(n3), where n is the number of participants, operations. The schemes are
based on MDS codes and the constructions exploit some of the important
properties of these codes.
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