On the Limits of Provable Anonymity

Nethanel Gelernter
Department of Computer Science
Bar llan University
nethanel.gelernter@gmail.com

ABSTRACT

We study provably secure anonymity. We begin with rigor-
ous definition of anonymity against wide range of computa-
tionally bounded attackers, including eavesdroppers, mali-
cious peers, malicious destinations, and their combinations.
Following [21], our definition is generic, and captures differ-
ent notions of anonymity (e.g., unobservability and sender
anonymity).

We then study the feasibility of ultimate anonymity: the
strongest-possible anonymity requirements and adversaries.
We show there is a protocol satisfying this requirement, but
with absurd (although polynomial) inefficiency and over-
head. We show that such inefficiency and overhead are
unavoidable for ‘ultimate anonymity’. We then present a
slightly-relaxed requirement and present feasible protocols
for it.

Categories and Subject Descriptors

C.2.0 [Computer-Communication Networks|: General—
Security and protection; K.4.1 [Computers and Society|:
Public Policy Issues—Privacy
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1. INTRODUCTION

Anonymous communication is an important goal, and is
also interesting and challenging. Since the publication of the
first, seminal paper by Chaum [10], there has been a large
research effort by cryptography and security researchers to
study anonymity and develop solutions, resulting in numer-
ous publications and several systems.

Research of anonymous communication is challenging; in-
deed, it is not even easy to agree on good definitions. Much
of the research uses entropy-based definitions, e.g., the prob-
ability of identifying the sender must be lower than some
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threshold. Syverson discusses in depth the limitations of
this definitional approach [32], and in particular, the fact
that it fails to capture the capabilities and limitations of the
attacker.

Our goal is to study rigorous definitions, capturing the
strongest possible and feasible definitions of anonymous com-
munication. Following the approach of [32], we focus on
well-defined adversary capabilities, and present a rigorous,
indistinguishability-based definition, considering also the
strongest possible adversaries and the strongest anonymity
requirements.

It seems that rigorous study of anonymous communica-
tion, may necessarily involve complex definitions; this prob-
ably explains the fact that with so much research on anony-
mous communication, not many works use rigorous mod-
els. Our work extends the definitions of Hevia and Miccian-
cio [21], which are based on an indistiguishability experi-
ment: the attacker chooses two scenarios and the experi-
ment simulates one of them; the attacker should distinguish
which scenario was simulated.

In [21], the adversary was limited, and in particular was
only ‘eavesdropper’ - it could not control any participant, in
particular, not the destination. These limitations are very
significant; in fact, most of the efforts to develop and re-
search anonymous communication, in particular deployed
anonymity systems, focused on anonymity against a (ma-
licious) destination and/or malicious peers. We extend [21]
to deal with such realistic threats.

Our extended definitions allow adversary to control active,
malicious peers and destination. This requires us to define
precise model and experiments. These are (even) more com-
plex that these of [21]; however, this complexity may be un-
avoidable when trying to rigorously study anonymity. (One
obvious challenge for future research is to present simple
models and definitions.)

Dealing with a malicious destination is esp. challeng-
ing. Indeed, many of the anonymity properties considered in
the common terminology of Pfitzmann and Hansen [24-26],
e.g., unobservability, are trivially inapplicable against a ma-
licious destination (which can observe received traffic). We
conclude, that ‘ultimate’ anonymity requires the strongest
properties achievable against malicious destination, and in
addition, the strongest properties achievable assuming a be-
nign destination.

Another challenge we had to deal with, is that a strong
adversary should be allowed to be adaptive. As with many
cryptographic primitives, there is a significant difference be-
tween adaptive and non-adaptive adversaries (for example



CCA1 and CCA2 encryption schemes [3]), and between pas-
sive and active attackers (for example security against semi
honest or malicious adversaries in multi party computation
protocols [17]). To deal with adaptive and active attackers,
we defined a simulation model for the tested protocols. This
challenge was not relevant or addressed in previous works,
e.g., [21].

Using our definitions and model, it is possible to formally
prove different anonymity notions with respect to different
attacker capabilities. The attacker capabilities include the
corrupted participants, and the participants to whom it can
eavesdrop. Protocols can have different anonymity notions
against different attackers with different capabilities. An
example to formal proof of anonymity notions against these
attackers using our definitions, appears in [15].

1.1 Contributions

Our main contribution is in presenting rigorous, indistin-
guishability based definitions for anonymous communication
protocols, whose anonymity is assured even against strong,
malicious, adaptive attackers, which may control nodes, pos-
sibly including the destination. Previous rigorous defini-
tions [21] were limited to eavesdropping attackers, not even
ensuring anonymity against the destination; therefore, this
is significant, critical extension.

We explore two variants of this definition. The stronger
requirements essentially formalizes the strongest anonymity
considered in the literature, e.g., in the common terminol-
ogy [24-26]. We show it is possible to achieve this variant,
albeit, with an inefficient protocol (more a ‘proof of feasi-
bility’ than a real protocol). We further show, that this
inefficiency is unavoidable, i.e., we prove that any protocol
meeting this variant of the definition, would be very inef-
ficient. This motivates slightly relaxing the anonymity re-
quirements, as we do in our second definition. Indeed, we
show that this slightly-relaxed definition can be satisfied,
with reasonable efficient protocols. For example, the clas-
sical DC-net protocol [11] that fails to satisfy the stronger
requirement, does satisfy this slightly weaker requirement.
In Appendix E, we also present improved protocol, which
ensures this anonymity property even against multiple ma-
licious nodes.

Organization

In Section 2, we formally define the adversary model, and
present our indistinguishability based definition. In Section
3, we extend the definition to consider also malicious desti-
nation. In Section 5, we discuss the feasibility of the defini-
tion from Section 3 against strong attackers. In Section 6 we
present slightly relaxed definition for some of the anonymity
notions against malicious destination, and in Section 7 we
conclude and discuss future directions.

1.2 Related Work

There is a huge body of research in theory and practice
of anonymous communication, beginning with Chaum’s pa-
per [10]; see, e.g., a survey of known protocols in [28]. We
focus on recent definitional works.

Hevia and Micciancio [21] presented rigorous, indistin-
guishability based definitions to most anonymity notions,
limited eavesdropper adversaries. Our work extends [21] to
deal with strong, active, malicious attackers, including des-

tination. Their work contains also detailed discussion of
related work until 2008.

Several works use logic based approach, which simplifies
the cryptographic properties [19,20,22,33, 35].

Few recent works extend [21] in different ways, e.g., ap-
plying the UC framework [8] for anonymous communication
[34], and further studying relations among the notions [6,23].
However, these works do not address our goals of study-
ing the strongest anonymity notions, in particular, against
strong active adversaries.

Pfitzmann and Hansen offered terminology to anonymity
properties [25], that contains comparison between the ter-
minology to the anonymity notions in [21].

Other works offer formal analysis of specific protocols.
In [7], [1] and [14] the Onion-Routing (OR) [27] protocol is
discussed; the authors present definitions for OR in the UC
framework [8]. In [14], the model of Feigenbaum et al. [13]
is used. In [7] and [1] the authors further discuss the secu-
rity properties required for OR cryptographic primitives, to
achieve provable anonymity.

2. DEFINITIONS

Following Hevia and Micciancio [21], our definition is based
on an experiment that simulates protocol runs. We let the
adversary choose two scenarios {(0),(1)}. The adversary
controls the scenarios, by controlling the application level of
all the protocol participants: who sends what to whom in
both scenarios. This is done by periodically choosing two
matrices of messages, M® and M® one for each scenario
{0, (1)}

The “relation” between the scenarios is restricted by the
anonymity notion N that is tested in the experiment and by
the capabilities of the adversary.

We define two experiments; the first simulates the proto-
cols by the M matrices, and the second by M matrices.
The information that the adversary receives during the sim-
ulation, is restricted by its capability (for example: global
eavesdropper receives all the traffic). The goal of the adver-
sary is to distinguish between the two experiments.

2.1 Network Model, Adversary and Peers

Network model.

Since our goal is to study anonymity against adaptive and
active attackers, we need a rigorous communication and ex-
ecution model.

In this work, we adopt the simplest model: fully syn-
chronous (‘rounds/iterations’) communication with instan-
taneous computation, allowing direct communication between
every two participants (clique).

Peers.

We let the adversary control the ‘application layer’ of all
peers, i.e., deliver requests to the protocol layer, to send
messages to particular destination(s).

In the protocol layer, the honest peers follow the protocol
and are simulated by the experiment, while the attacker
controls the ‘malicious peers’.

Different peers can have different roles in the protocol; for
example, protocols that use mixes [10,29] or routers [12] to
assist anonymous communication by other peers, often have



two types of peers: client and mix (or router). The roles of
the participants are determined by the protocol.

Adversary.

The experiment simulates one of two scenarios that the ad-
versary chooses and manages adaptively. The adversary con-
trols the application layer of all the peers in each of the sce-
narios, by choosing at every round, two matrices M, M)
of messages (from each peer, and to each peer). The ca-
pabilities of the adversary (e.g., the number of corrupted
machines) and the tested anonymity notion, restrict the re-
lation between the scenarios the adversary can choose.

Regardless of these restrictions, peers controlled by the
attacker, can deviate arbitrarily from the protocol during
the experiment (i.e., act in malicious/byzantine manner).

The ability to select the entire sequence of messages to
be sent (the matrices) follows the ‘conservative’ approach
applied in experiments of cryptographic primitives such as
encryption [4] [3]. As mentioned in [21], in reality, the at-
tacker might have some influence on the application level
of its victims. Because we cannot predict the attacker’s in-
fluence about the application in different real scenarios, we
conservatively give the attacker the whole control.

2.2 Notations and Anonymity Notions

For every type of adversary, and every anonymity no-
tion N (e.g., anonymity, unlinkability, unobservability) there
is a relation that restricts the scenarios that the adversary
can choose in the experiment.

Informally, if every efficient adversary of some type (e.g.,
eavesdropper, or malicious destination), cannot distinguish
between every two scenarios, that are restricted by a relation
of some anonymity notion N, than the protocol ensures the
anonymity notion IN corresponds to the relation, against this
kind of adversaries.

In this paper there are four different types of relations:

1. Basic relations R, introduced in [21], for an adversary
that does not control participants (eavesdropper). See
Section 2.2.1 and Appendix A.

2. The Rﬁ relations extend Rn to deal also with an ad-
versary that controls corrupted participants. See Sec-
tion 2.2.2.

3. The 1?25 relations extend RE, to deal also with mali-
cious destination. See Section 3.

4. The R relations are a relaxation of RE. See Sec-
tion 6.

Notations.

We use the following common cryptographic and mathe-
matical notations:

For n € N, we use [n] to denote the set {1,2,...,n}. We
use P(S) to denote the power set of a set S. Consider a set
S, and a multiset S, then S € S* if and only if for every
seES,s€eS.

We use V = {0,1} to denote the messages space. A
collection of messages between n parties is represented by a
n x n matrix, M = (mi j); jem). Each element m,; C V*

is the multiset of messages from the i-th party to the j-th
party *.

In this paper, a PPT algorithm is polynomial time with
regarding to its first parameter.

2.2.1 Eavesdropper adversaries anonymity notions:
The Rx relation

To break anonymity notion N (see Table 1), the attacker
should distinguish between two scenarios it chooses (as se-
quences of matrices). To prevent eavesdropper attackers
from distinguishing between the scenarios according to in-
formation that the anonymity notion does not aim to hide
(unprotected data), [21] define for the different anonymity
notions, relations on the scenario matrices. Every relation
enforces both the matrices to contain the same unprotected
data.

The relations Rn on pairs of scenario matrices for the
different anonymity notions, are defined and detailed in Ap-
pendix A and in Table 1.

Note that in most of this paper, we focus on the strongest
relations could be achieved against the different attackers:
unobservability (UO) and sender anonymity (SA). The unob-
servability relation Ruyo simply holds for all matrices pairs,
i.e., does not restrict the matrices at all. The relation for the
sender anonymity notion, Rsa, requires that for every (re-
cipient) 7, in both the matrices the i-th column contains the
same messages. Namely, every participant receives the same
messages (the attacker cannot learn information by what the
recipients receive). That way, the attacker can distinguish
between the scenarios only by the senders.

2.2.2  Anonymity with corrupted nodes: The RE re-
lation

The RN relations (Section 2.2.1 and Appendix A) are ap-
plicable only for eavesdropper adversaries. If the attacker
controls a peer in the protocol, then it can inspect the mes-
sages in the peer’s application queue and check whether they
are from M® or from M. It can do the same also with the
messages that the controlled peer receives. Consequently,
the RN relations cannot be used for active adversaries.

We address this by defining new relations family, named
RE, such that H C [n] is the subset of honest participants.
The RE relation requires that in addition to the Ry relation
on the matrices pair, no messages will be sent (in the appli-
cation level) from and to malicious participants ([n] — H).

RE extends the requirement of identical unprotected data
in both the matrices, to active attackers. Figure 1 depicts
the RY relation.

DEFINITION 1. For a given n € N, consider a pair of ma-
trices, (M@, MM) € My (V*?, H C [n], and a relation
Rn € Muxn(VH?2 We say that (M©, M®Y) € REZ if and
only if

1. (M@, MW) e Ry.

2. For every i € [n] — H and j € [n], Mi(,(;') = Mi(,lj) =
0) _ A _
M = M;; =0.
Notice that messages are sent from honest peers to cor-
rupted, only in the case of malicious destination; see Sec-
tion 3.

!We replaced [21]’s notation P (V) with V*, because a pow-
erset does not contain multisets.
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Figure 1: Example of R&, for H = [h] C [n]. (M@, M®M) ¢
RE if and only if (M©, M) € Ry and By and B; contain
only empty messages multisets. Notice that for all Rx in
Table 1, (Ao, A1) € R~ (for |H| x |H| matrices).

2.2.3 The attacker capabilities
The attacker capabilities, denoted Cap, are a pair Cap =

(Cap[H], Cap[EV]) € P([n])?>. Cap[H] specifies the ma-
chines controlled by adversary A, and Cap[EV] identifies
machines to which the attacker can eavesdrop (e.g., all ma-
chines, for a global eavesdropper). An attacker with capa-
bility Cap, controls the machines with indexes in Cap[H]
and eavesdrops the traffic of the machines with indexes in
Cap[EV].

In Section 3, we extend the attacker capabilities to deal
also with malicious destination, by adding to Cap another
element, a bit Cap[M D]; the definition of this section is the
same as that definition, using Cap[MD] = 0.

2.3 The Experiment Ezpt o™ " (k)

2.3.1 The experiment parameters: N,b,k, m,n, A and
Cap.

The N parameter defines the anonymity notion (see Ta-
ble 1 in Appendix A). Emptf,?:]i Eljp*b(k) defines a run for
b € {0,1}. We test whether a PPT adversary is able to
distinguish between a run where b = 0 and a run where
b=1.

The parameter k is called security parameter. m is a PPT
algorithm that represents the tested protocol, and n is the
number of participants in the protocol simulation, n < I(k)
when [(-) is some polynomial. To initialize the parties, e.g.,
establish shared (or public/private) keys, we use m.setup
method, which receives the number of participants n and
the identity ¢ of a specific participant as parameters, and
outputs the initial state of i (denoted by S;); this follows the
‘common reference string’ model [9]. In practice, this sim-
ply means that we assume the parties have appropriate keys
(shared or public/private). The m.simulate method receives
the current state of a participant, together with its incom-
ing traffic and new messages from the application layer, and
returns its next state and its outgoing traffic.

The last two experiment’s parameters, A and Cap, define
the attacker. A is the attacker PPT algorithm, and Cap is
its capabilities.

2.3.2  Overview

The experiment (see Algorithm 1) simulates the protocol,
7, over one of two scenarios that the attacker, A, chooses
and manages adaptively. The simulated scenario is chosen
by the b bit. At the beginning of the experiment, 7’s setup
produces a sequence of initial states for all the simulation
participants (line 1), and H is defined to be the honest par-
ticipants set (line 2). A is then initialized with the states of
the participants it controls, and decides the maximal number
of iterations that the experiment will run (rounds € poly(k),
as A is a PPT algorithm, and it writes 17°“"%*. See line
3). The set of the participants’ indexes that A receives
their incoming and outgoing traffic during the simulations
is Cap[H] U Cap[EV] (line 12).

Every experiment’s iteration begins with A choosing two
messages matrices, M© and M) (line 5). The experi-
ment verifies that the matrices have identical unprotected
data by the tested anonymity notion, N (i.e., verifies that
(MO MDY e RE. See line 6). If the matrices are valid,
the experiment passes only the messages in the M ®) ma-
trix to the application queues of the participants and simu-
lates the honest participants by 7 (line 10). A simulates the
participants it controls (unnecessarily by the protocol. See
line 12).

At the end of every iteration, the adversary A can choose
b # NULL to end the experiment and guess b’ for the
simulated scenario b, or ¥ = NULL to continue (lines 13
and 14). The experiment might end, returning 0, if the
attacker chooses invalid pair of matrices (¢ RiL), or after
rounds iterations.

2.3.3 Experiment additional notations

S; is the state of the i-th participant. The experiment
saves and manages the states of the honest participants.

S.4 is the state of the attacker .A. The experiment gets
and saves the attacker state after every action of A4, and
sends it as a parameter for every action A should do. The
initial information for A is the initial states of the peers it
controls.

We use C; j+ to denote the set of the elements (possibly
ciphertexts), that were sent from the i-th participant to the
j-th participant (the participants that are represented by S;
and S;) during the ¢-th iteration.

2.3.4  Experiment runtime is O(poly(k))

The runtime of the experiment (Alg. 1) is polynomial; this
is critical for the proof of the anonymity notions. Using our
definition, it is possible to formally prove anonymity notions
by a polynomial time reduction to cryptographic primitives.
The reduction contains simulation of the above experiment,
and therefore its runtime must be polynomial in the security
parameter k.

The main loop in the experiment (lines 4-15) does at most
rounds iterations, where rounds is the length of a parame-
ter that A outputs in poly(k) time (during the Initialize
method with 1% as the first argument), such that the num-
ber of iterations in the main loop is poly(k). The other loops
do at most n iterations.

All the actions during the simulation take also polynomial
time: The algorithms 7w and A are polytime (in the length
of the first parameter 1k), and all the other actions in the
experiment take constant time. The attacker’s total runtime
is also polynomial in k, as the attacker’s total runtime is
bounded by the experiment’s total runtime.



Algorithm 1 Emptfﬁ,ﬁ(_rl:p_b(k)

1: for i = 1 to n do S;«m.Setup(1*,i,n) end for
2: H = [n] — Cap[H]
3t < Sa, 170%m4 > A Initialize(1F, {Si}ic capm)
4: for t =1 to rounds do
5 < Sa, MO MM > A.InsertMessages(1¥,54)
6: if (MO MY) ¢ RE then
7 return 0
8 end if
9 for all i € H do
0 < 8, {Cs ,J,t}? 1 >

n.Simulate(1%, S;, {Cjit— 1= 1,{m }J 1)
11:  end for
120 < Sa,{Cijttic capm >4

1<j<n
A.Simulate(1®, Sa, {C; ;.- 1}ivje Cap[HIUCap[EV])

13: < Sa,b > A.Guess(1¥,54)
14:  ifbt/ # NULL return b’ end if
15: end for
16: return 0

—_

2.4 Comp-N-Anonymity Definition

DEFINITION 2. The Comp-N-advantage of an attacker
A that runs with k as a parameter, is defined as:

Advg oy (k) =
|Pr{Eapts oy 2oyt (k) = 1] — Pr(BaptS S 20 (k) = 1]]

DEFINITION 3. Protocol w is Comp-N-anonymous, when
N € {SUL,RUL,UL, SA,RA,SA* RA* SRA,UO} (see
Table 1), against attackers with capability Cap € P([n])?, if
for all PPT algorithms, A, there exists a negligible function
negl such that,

AdvS o0 (k) < negl(k)

3. ANONYMITY AGAINST MALICIOUS
DESTINATION

The Comp-N-anonymity definition of the previous sec-
tion covers the following attackers: eavesdroppers, malicious
peers, and any combination of them that controls the appli-
cation adaptively. However, due to the restrictions of the R
relation, the definition cannot be used for testing anonymity
properties when the attacker controls destinations of mes-
sages from honest peers. Such an attacker model is relevant
for anonymous mail services and anonymous web surfing.
Namely, this is one of the main goals of peer to peer net-
works like Tor [12].

In this section we extend Definition 3 to deal also with
malicious destination. This extension is relevant only for two
Comp-N-anonymity notions: N € {SUL,SA} (see Table 1
in Appendix A). The other anonymity notions are aimed
to hide information that the destination has, and therefore
they are irrelevant in such an attacker model.

To extend the definition also against malicious destina-
tion, we apply the Ry relation also on the messages from
honest peers to malicious peers. We enforce this new restric-
tion by defining a new relation, RN Figure 2 depicts the
new relation.

MO M@

Figure 2: Example of RZ, for H = [h] C [n]. (M@, M™) €
RE if and only if (M@, M) € Rn, and By and B; contain
only empty messages multisets.

DEFINITION 4. (ﬁf\%) For a given n € N, consider a pair
of matrices, (M, M®) € Mpxn(V*?, a relation Rx for
N € {SUL,SA}, and H C [n]. We say that (M@ MM ¢
ﬁzﬁ if and only if

1. (M© MY) e Ry.

2. For every i € [n] — H and j € [n], M(0> M(l) 0.

3.1 Comp-N-Anonymity Against Malicious
Destination

We extend the definition to deal with malicious destina-
tion, by extending the capability and the Comp-N-b exper-
iment (Alg. 1).

3.1.1 Extending the attacker’s capability

We add a bit M D to the attacker’s capability. This bit
indicates whether the attacker is treated as malicious desti-
nation or not. After the addition, Cap = (Cap[H], Cap[EV],
CapMD]) € P([n])*x {0,1}. lee the other Cap’s elements,
we denote Cap’'s M D by Cap[M D).

The default value of Cap[M D] is 0, so when testing pro-
tocol’s anonymity notion not against malicious destination,
the capability could be written as before the extension.

3.1.2  Extending the Comp-N-b experiment (Alg. 1)
The messages matrices verification should be done either
by R or by Z%ﬁ, according to the attacker capability. The
change is in line 6:
lf(Ca,p[MD] =0and (M@, MW) ¢ RE) or (M, MD)
¢ RE then.

4. COMP-N-ANONYMITY DISCUSSION

In this section we discuss the definition of the previous
section. We begin with comparison of our definition and
the definition of Hevia and Micciancio [21], and then we dis-
cuss the Comp-N-anonymity of anonymity protocols that
rely on high traffic from many users. In the end of this sec-
tion, we discuss the relations between the different Comp-N-
anonymity notions, and the anonymity of Comp-N-anonymous
protocols against attackers with capability Cap, against at-
tackers with other capabilities.



4.1 Our Definition vs. [21]’s Definition

The most striking difference between the definitions, is the
kinds of the attackers. While [21] deals only with a passive
global eavesdropper, our definition take into consideration
wider range of attacker.

Another difference is that in contrast to [21], our defini-
tion gives the attacker to control the application level adap-
tively. In [21]’s experiment, only once, at the beginning of
the experiment, the adversary chooses both the matrices.
Then the protocol is simulated by one of the matrices, and
the adversary should guess which one was simulated. An
example that illustrates the difference appears in Appendix

C.

4.1.1 [21]’s definition in our model

We now present a short and simple change to our ex-
periment for making [21]’s definition a special case of our
definition. The change is additional bit to the attacker’s
capability, that indicates whether the attacker controls the
application adaptively or not. After the addition, Cap €
P([n])? x {0,1}2. If the bit in the capability is 0 (the at-
tacker is non-adaptive), than the experiment gives the at-
tacker to choose the matrices M(® and M™ only in the first
iteration, and in the rest of the iterations, the experiment
fixes the matrices to be empty messages matrices.

In their experiment, Hevia and Micciancio do not spec-
ify how to simulate the protocol, but under our protocol’s
simulation model (see Alg 1) with the new addition, we can
test their definition. In their model the attacker is a passive
global eavesdropper that does not control the application
adaptively; so, we just specify the attacker’s capability to
be (@, [n], 0, 0). =’s setup method of the simulated proto-
col, returns initial states of n machines.

4.2 Traffic Based Anonymity

The definition of Comp-N-Anonymity, gives the attacker
the power to control the application level of all the proto-
col’s participants. Therefore, anonymity protocols that their
anonymity mainly depends on high traffic from many users,
are usually not Comp-N-anonymous, even for the weaker
N-anonymity notions, and against weak attackers.

In Appendix D, we bring a detailed example of a sim-
plified version of the Tor protocol [12]. Tor is the most
popular anonymity network ever, and it provides anonymity
for millions of users. We show that Tor is not Comp-N-
Anonymous, for any N (see Table 1), even against the weak-

est attacker: a local eavesdropper to one arbitrary Tor router.

4.3 Relations Between the Comp-N-Anonymity

Properties

4.3.1 Relations between Comp-N-anonymity notions

Similarly to [21], some Comp-N-anonymity notions imply
other, against attackers with the same capability: UO —
SRA — SA* - SA — SUL, SRA — RA* - RA — RUL,
SA* — UL — RUL and RA* — UL — SUL. This stems
directly from the definition of the RE relation; for every
attacker’s capability Cap, for every relation above of the
form X — Y , R¥ C R¥. Hence, an attacker A that has
non-negligible advantage Advﬁiﬁf}tp(k) > negl(k), also
have non-negligible advantage for the Comp-X-anonymity
notion.

4.3.2 Relations between the different attacker’s ca-
pabilities
We first show that as expected, enlarging Cap[EV], the
attacker’s eavesdropped participants set, can only increase
the attacker’s power.

LEMMA 5. If m is a Comp-N-anonymous protocol (for
some anonymity notion N [21]) against attackers with ca-
pability Cap = (H, EV, MD), then 7 is also Comp-N-
anonymous against attackers with capability Cap’ = (H,
EV' CEV,MD).

PROOF. (Sketch) We briefly show how to build an at-

tacker A with capability Cap that breaks 7’s Comp-N-anonymity,

given an attacker A’ with capability Cap’ that can do that.

A runs in one of the Comp-N-b experiments (b € {0,1}).
It then simulates A’ over the experiment, and does exactly
what A’ does. A that gets information according to Cap,
pass information to A’, only according to Cap’. The cor-
rectness of the reduction is trivial. [

In contrast, enlarging Cap[H], the attacker’s controlled
participants set, might detract its power. The intuition for
the counter-example we bring here, is that controlling par-
ticipants has some price; the R and }/3:5 relations, restrict

the controlled participants (Cap[H]).

LEMMA 6. If m is a Comp-N-anonymous protocol (for
some anonymity notion N [21]) against attackers with ca-
pability Cap = (H, EV, MD), then ™ not necessarily
Comp-N-anonymous against attackers with capability Cap’
=(H cH, EV, MD).

PROOF. (Sketch) Every protocol is Comp-N-Anonymous
against attacker that controls all the participants (H = [n]),
because in such a case, there is no protected data at all
(from the attacker), and both the messages matrices must
be identical. But, there are protocols that are not Comp-IN-
anonymous even against one controlled participant. The ex-
ample in Appendix D, when the attacker controls one router,
instead of eavesdropping to it, demonstrates this (for every

N). O

The last lemma shows that for N € {SUL, SA}, extending
the capability of an attacker to be also malicious destination,
does not detract the attacker’s power.

LEMMA 7. ForN € {SUL,SA}, if 7 is a Comp-N-anonymous

protocol against attackers with capability Cap = (H, EV, 1),
then m is also Comp-N-anonymous against attackers with
capability Cap’ = (H, EV, 0).

ProOF. Directly from the definitions of the R& and I%QI
relations: for every N € {SUL,SA} and H C [n], R% C
RE. O

5. ULTIMATE ANONYMITY

DEFINITION 8. A protocol ensures ultimate anonymity if
it ensures both the strongest anonymity notions feasible:

1. Comp-SA-anonymity (sender anonymity) against ma-
licious destination that is a global eavesdropper and
controls (a minority of the) additional participants (in
short: strong malicious destination ).



2. Comp-UO-anonymity (unobservability) against global

eavesdropper and (a minority of the) participants (strong

attacking peers).

In order to exclude the trivial solution of a protocol that
does not send any message, we limit the d