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Abstract. The integral attack is one of the most powerful attack against block ciphers. In this paper,
we propose two new techniques for the integral attack, the FFT technique and the key concealment
technique. The FFT technique is useful for the integral attack with enormous chosen plaintexts. As the
previous result using FFT, Collard et al. showed a new technique which reduces the complexity for the
linear attack. In this paper, we review the result of Collard et al. to estimate the complexity in detail,
and we show the complexity can be estimated from the number of times using the addition of integers.
Moreover, we show that attacks using FFT can be applied to the integral attack. As applications, we
show integral attacks against AES and CLEFIA. For AES, we show that 6-round AES can be attacked
with about 251.7 additions. For CLEFIA, we show that 12-round CLEFIA can be attacked with about
286.9 additions.
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1 Introduction

Block ciphers have round functions which are key-dependent nonlinear bijective functions, and
block ciphers are constructed by performing round functions iteratively. The integral attack is
one of the most powerful attack against block ciphers, and it was firstly proposed by Daemen et
al. to evaluate the security of Square [4]. Thereafter, Knudsen and Wagner formulated the attack
of Daemen et al. as the integral attack [8]. The integral attack consists of the distinguisher and
the key recovery. For the distinguisher, we prepare N chosen plaintexts, and get N corresponding
R-round intermediate texts which are calculated from plaintexts by encrypting R rounds. When the
block cipher has the R-round integral distinguisher, we can distinguish the XOR of N intermediate
texts from that of N random texts. In order to create the distinguisher, we often use three integral
properties, the All(A)-property, the Balance(B)-property and the Constant(C)-property. We attack
R + r-round block ciphers by using the R-round integral distinguisher. We first prepare chosen
plaintexts for the integral distinguisher, and get corresponding ciphertexts. Next we recover R-
round intermediate texts by guessing round keys used in the last r rounds. If the guessing key is
wrong, intermediate texts behave as random texts. On the other hand, if the guessing key is correct,
intermediate texts have the integral property. Then we can recover the correct round key.

Several improving techniques for the integral attack have been proposed. In particular, there
exist improving techniques for the key recovery, e.g., the partial-sum technique [6] and the meet-
in-the-middle (MITM) technique [13]. The partial-sum technique was proposed by Ferguson et
al. in 2000. Generally, the integral attack uses enormous chosen plaintexts. For instance, when the
integral attack uses 2n chosen plaintexts and recovers the k-bit key, it needs 2k+n time complexity.
We can reduces the complexity by using the partial-sum technique in which we partially compute
the sum by guessing each key one after another. Ferguson et al. applied the technique to AES [11],
and showed that 6-round AES is attacked with 6 × 250 S-box lookups. The MITM technique was
proposed by Sasaki et al. in 2012. By using this technique, we can reduce the complexity of the
integral attack against several Feistel ciphers. Now we evaluate

⊕
(x ⊕ y) = 0, where x and y are



Table 1. The comparison of attack results.

Target cipher # round Data Time Techniques Reference

AES 6 6 × 232 CP 6 × 250 S-box lookups Integral (Partial-sum) [6]

AES 6 6 × 232CP 251.7 additions Integral (FFT) Sect. 3.4

CLEFIA 12 13 × 2112 CP 13 × 2106 S-box lookups Integral (MITM, Partial-sum) [13]

CLEFIA 12 5 × 2112 CP 286.9 additions Integral (MITM, FFT) Sect. 3.5

calculated from ciphertexts by guessing keys. In the MITM technique, we first calculate
⊕

x and⊕
y independently, and search keys satisfying

⊕
x =

⊕
y by using the analysis such as the MITM

attack [5]. As a result, Sasaki et al. improved integral attacks against LBlock [15], HIGHT [7] and
CLEFIA [14].

1.1 Our contributions

In this paper, we propose new improving techniques for the integral attack, the FFT technique. By
using this techniques, we improve integral attacks against AES and CLEFIA. Table 1 shows the
comparison of previous and our attacks.

The FFT technique is useful for the integral attack with enormous chosen plaintexts, then
the reason to introduce this technique is similar to the reason to introduce the partial-sum tech-
nique. However applications of two techniques are a little different, and we discuss the difference in
Sect. 3.6. As previous attacks using FFT, there exist two results. First Collard et al. proposed the
linear attack using FFT in 2007 [3]. Next Bogdanov et al. proposed the zero correlation attack using
FFT in 2013 [2]. In this paper, we review the result of Collard et al. to estimate the complexity in
detail. First we use the Fast Walsh-Hadamard Transform instead of FFT. As a result, we show that
the complexity can be estimated from the number of times using the addition of integers. The bit
length of the addition is at most a double key length, e.g., the bit length of the addition is 256-bit
when the bit length of the guessing key is 128-bit. We assume that the complexity of one addition
is almost the same as that of one S-box lookup. Moreover, we show that FFT can be applied to
the integral attack.

As the application, we first show the integral attack against AES. When we use the FFT
technique, 6-round AES can be attacked with about 251.7 additions1. We next show the integral
attack against 12-round CLEFIA. When we use both the FFT technique and the MITM technique,
12-round CLEFIA can be attacked with about 286.9 additions. Then we improve integral attacks
against 6-round AES and 12-round CLEFIA.

2 Integral Attack

2.1 Integral Distinguisher

We define three major integral properties as follows:

– A-property : all values appear exactly the same number in the set of texts.
– B-property : the XOR of all texts in the set is 0.

1 In [6], Ferguson et al. showed the integral attack against 7-round AES. The complexity of the attack is derived
from the preparation of adaptive chosen plaintexts. Then there is no change in the complexity of the integral attack
against 7-round AES even if we use the FFT technique.
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Fig. 1. The 4-round integral distinguisher of AES.

– C-property : the value is fixed to a constant for all texts in the set.

We construct the integral distinguisher by using integral properties. For instance, Fig. 1 shows the
4-round integral distinguisher of AES. In the 1-st round, four values have A1-property, where the
concatenation of their four values also have A-property. In the distinguisher, we use 232 chosen
plaintexts, and the each byte after encrypting 4 rounds has B-property.

2.2 Key Recovery

We can recover the key by using the integral distinguisher. For instance, Fig. 2 shows the key
recover of the integral attack against 6-round AES. Now we have 232 ciphertexts of 6-round AES,
and we know that the value y has B-property. Let c[j] be byte data in ciphertexts as Fig. 2, and
cn denotes the n-th ciphertext. Then the XOR of y is calculated from 232 ciphertexts as follows:

232⊕
n=1

S5 (S1(cn[1]⊕ k1)⊕ S2(cn[2]⊕ k2)⊕ S3(cn[3]⊕ k3)⊕ S4(cn[4]⊕ k4)⊕ k5) = 0, (1)

where S1, S2, . . . , S5 are S-boxes, each of which consists of an inverse AES S-box and a multiplication
by a field element from the inverse AES MDS matrix. Moreover k1, k2, k3 and k4 are calculated from
RK6 and k5 is calculated from RK5, then the bit length of guessing key is 40-bit. The analysis takes
about 232+40 = 270 time complexity with the straightforward method. However we can reduce the
complexity by using the partial-sum technique. In the partial-sum technique, we partially compute
the sum by guessing each key one after another. Ferguson et al. showed that the analysis takes only
250 S-box lookups.
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Fig. 2. The integral attack against 6-round AES.

3 FFT Technique

In this section, we show a new technique for the integral attack, the FFT technique. In Sect. 3.1,
we show the previous attack using FFT which was proposed by Collard et al. in 2007. Their attack
can reduce the complexity of the linear attack, but “the complexity 1” of their attack is difficult
from that of classical attacks. In classical attacks, we estimate the complexity from the number
of times using S-box lookups or encryptions. However, in the attack using FFT, we estimate the
complexity from the computational complexity of FFT. Then we can not compare classical attacks
and attacks using FFT simply. In Sect. 3.2, we review the result of Collard et al. to estimate the
complexity in detail. As a result, we show how to compare two attacks. In Sect. 3.3, we show that
attacks using FFT can be applied to the integral attack. As applications, we show integral attacks
against AES and CLEFIA in Sect. 3.4 and Sect. 3.5, respectively. Finally we compare the FFT
technique and the partial-sum technique in Sect. 3.6.

3.1 Previous Works about FFT

As the previous attack using FFT, Collard et al. showed a linear attack using FFT in 2007. In the
key recovery of the linear attack [10], for any k-bit key rk, we often evaluate the following equation:

N∑
n=1

f(cn ⊕ rk), (2)

where f : Fk
2 → F2 be a boolean function. We have N ciphertexts c1, c2 . . . , cN , and the boolean

function f is generated from the linear approximate equation. The evaluation of Eq. (2) takes N2k

time complexity with the straightforward method, and the size of N is generally enormous (i.e. N >
2k). Collard et al. showed that the evaluation of Eq. (2) takes about 3k2k time complexity by using
FFT.

First we create two k-dimensional vectors v and w, where v is generated from the boolean
function f and w is generated from the set of ciphertexts as follows:

vi = f(i),

wi = #{1 ≤ n ≤ N |cn = i}.



Next we calculate a k-dimensional vector u from v and w as follows:
u0
u1
u2
...

u2k−1

 =


v0 v1 v2 · · · v2k−1
v1 v0 v3 · · · v2k−2
v2 v3 v0 · · · v2k−3
...

...
...

. . .
...

v2k−1 v2k−2 v2k−3 · · · v0




w0

w1

w2
...

w2k−1

 . (3)

Then urk is the same as the result of Eq. (2). Now we want to calculate Eq. (3) fast, then Collard
et al. paid attention to the structure of the matrix and showed that Eq. (3) can be calculated
fast by using FFT. We first calculate k-dimensional vectors v̂ and ŵ from v and w by using FFT,
respectively. Next we calculate a k-dimensional vector û that ûi is calculated from v̂i × ŵi. Finally
we calculate a k-dimensional vector u from û by using the inverse FFT (IFFT). Each complexity
of FFT and IFFT is k2k. We calculate two FFTs and one IFFT to calculate u. Then the total
complexity is 3k2k.

3.2 Evaluation of the Complexity

We review the result of Collard et al. to estimate the complexity in detail. As a result, we show
that the complexity can be estimated from the number of times using the addition of integers when
we use the Fast Walsh-Hadamard Transform (FWHT) instead of FFT. Now we express Eq. (3) as
u = V ×w simply. First we create four 2k−1-dimensional block matrices V1,1, V1,2, V2,1 and V2,2 as
follows:

V =

[
V1,1 V1,2

V2,1 V2,2

]
,

where V1,1 = V2,2 and V1,2 = V2,1 are satisfied. From the diagonalization of V , we have

V =

[
V1,1 V1,2

V1,2 V1,1

]
=

1

2

[
I I
I −I

] [
V1,1 + V1,2 0

0 V1,1 − V1,2

] [
I I
I −I

]
.

Since structures of V1,1 + V1,2 and V1,1 − V1,2 are the same as that of V , we can get the following
equation:

V =
1

2k
×H2k × diag(H2kv)×H2k ,

where H2k is the 2k-dimensional walsh matrix. Then we can express Eq. (3) as follows:

u = V × w =
1

2k
H2k × diag(H2kv)×H2kw.

Then the procedure to calculate u is as follows:

1. We calculate v̂ = H2kv. Then we can express Eq. (3) as u = 1
2k
H2k × diag(v̂)×H2kw.

2. We calculate ŵ = H2kw. Then we can express Eq. (3) as u = 1
2k
H2k × diag(v̂)ŵ.

3. We calculate û that ûi is calculated from v̂i × ŵ. Then we can express Eq. (3) as u = 1
2k
H2k û.

4. We calculate u = 1
2k
H2kû.



In the 1-st, 2-nd and 3-rd steps, we calculate the multiplication of the walsh matrix using FWHT.
We can calculate FWHT with k2k additions. Moreover we can calculate the division of a power
of 2 fast. Then each complexity of the 1-st, 2-nd and 4-th step is k2k additions. In the 3-rd step,
we calculate 2k multiplications of k-bit integers, and we think that the complexity is equal to
the complexity of k additions. Then the complexity of the 3-rd step is k2k additions. Therefore the
detailed complexity for attack using FFT is 4k2k additions. It is difficult to compare the complexity
of one addition and that of one S-box lookup simply. However, the bit length of the addition is at
most a double key length, then we assume that the complexity of one addition is almost the same
as that of one S-box lookup. Hereafter we do not distinguish FFT with FWHT, and FFT represents
FWHT.

3.3 How to Apply FFT to the Integral Attack

We can apply FFT to other attack. Bogdanov et al. showed a zero correlation attack using FFT in
2013 [2]. In this paper, we show that FFT can be applied to the integral attack. We assume the key
recovery using B-property, namely, the key recovery can be expressed in the following equation:

N⊕
n=1

Frk2(F (cn ⊕ rk1)) = 0,

where F is a function from Fk1
2 to Fk1

2 , Frk2 is a function from Fk1
2 to F`

2 depending on rk2. rk1
denotes the k1-bit key and rk2 denotes the k2-bit key. This equation is always satisfied when rk1
and rk2 are correct. However the probability satisfying this equation is 2−` when rk1 and rk2 are
wrong.

To apply FFT, the summation must be calculated on integers. Then we have the following
equation: (

N∑
n=1

F
(j)
rk2

(F (cn ⊕ rk1))

)
= 0 mod 2, (4)

where F
(j)
rk2

is a boolean function whose output is the j-th bit of Frk2 . The probability satisfying

this equation is 2−1 when rk1 and rk2 are wrong. We evaluate Eq.(4) by using FFT. Our analysis
consists of 3 steps, the circuit evaluation step, the ciphertexts evaluation step and the key recovery
step.

– The circuit evaluation step. We evaluate the circuit, namely, we create v and calculate v̂ using
FFT. This step does not depend on sets of ciphertexts and the key, then we can execute this
step in advance.

– The ciphertexts evaluation step. We evaluate sets of ciphertexts, namely, we create w and
calculate ŵ using FFT.

– The key recovery step. We calculate û from v̂ and ŵ, and calculate u using FFT. Finally we
recover the key from u.

Roughly, we can estimate that the complexity to execute the FFT technique is ` × k1 × 2k1+k2 ,
but the estimation of the detailed complexity is complicated. For integral attacks against AES and
CLEFIA, we estimate the detailed complexity in Sect. 3.4 and Sect. 3.5.



3.4 Application to AES

Apply the FFT Technique We apply the FFT technique to the key recovery of 6-round AES.
Since the summation must be calculated on integers, we transform Eq. 1 to the following equation:

232∑
n=1

S
(i)
5 (S1(cn[1]⊕ k1)⊕ S2(cn[2]⊕ k2)⊕ S3(cn[3]⊕ k3)⊕ S4(cn[4]⊕ k4)⊕ k5)

=

232∑
n=1

F
(i)
k5

(F (cn ⊕ k1‖k2‖k3‖k4)),

where F is a function from F32
2 to F32

2 , and Frk5 is a function from F32
2 to F8

2 depending on k5. Since
the output of Fk5 is an 8-bit, i is chosen from 1, 2, . . . 8.

The circuit evaluation step We first create a 28 × 232-dimensional vector T . For any k5, Tk5 is
created as follows:

Tk5 = [Fk5(F (0)), Fk5(F (1)), . . . , Fk5(F (232 − 1))].

Moreover, we create 232-dimensional vectors v(i) from Tk5 as follows:

v
(i)
k5

= [T
(i)
k5,0

, T
(i)
k5,1

, . . . , T
(i)
k5,232−1],

where T
(i)
k5,j

denotes i-th bit of Tk5,j . Finally we calculate v̂
(i)
k5

for any k5 and any i by using FFT.
The dominant complexity of this step is a calculation of FFT. Since k5 is an 8-bit and i is chosen
from 1, 2, . . . , 8, the complexity is 28 × 8× 32× 232 = 248 additions.

The ciphertexts evaluation step We count how many times each value of 4-byte c appears, and
create a 232-dimensional vector w. When the number of c satisfying c = j is even, wj is 0. When
the number of c satisfying c = j is odd, wj is 1. Next we calculate ŵ by using FFT. The complexity
of this step is 32× 232 = 237 additions, and it is negligible.

The key recovery step We calculate 232-dimensional vectors û
(i)
k5

from v̂
(i)
k5

and ŵ. Next we

calculate u
(i)
k5

by using FFT. When k5 is correct, u
(i)
k5

[k1‖k2‖k3‖k4] = 0 mod 2 holds for all i. Since

k5 is an 8-bit key and i is chosen from 1, 2, . . . , 8, the complexity to calculate û is 28×8×232 32-bit
multiplications (= 248 additions). Moreover the complexity to calculate u is 28× 8× 32× 232 = 248

additions. Then the complexity of this step is 249 additions.

The total complexity Ferguson et al. used 6 sets to recover 5 keys. We also use 6 sets. Since
the circuit evaluation step does not depend on sets of ciphertexts and the key, we repeat the
ciphertexts evaluation step and the key recovery step 6 times. Then the total complexity is about
248 + 6× 249 ≈ 251.7 additions.
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Fig. 3. The round function of CLEFIA.

3.5 Application to CLEFIA

CLEFIA CLEFIA is a 128-bit block cipher which was proposed by Shirai et al. in 2007, and it
has the 4-branch generalized Feistel network. CLEFIA is adopted as an ISO standard. The round
function is defined as Fig. 3, and an i-round intermediate text is calculated from an i − 1-round
intermediate text, RK2i−2 and RK2i−1. For the 128-bit security version, the number of round is
18.

In the proposal of CLEFIA, Shirai et al. showed that CLEFIA has an 8-round integral distin-
guisher [1]. Next, Li et al. showed that CLEFIA has a 9-round integral distinguisher [9] which needs
2112 chosen plaintexts. Moreover they showed that the integral attack can attack 12-round CLE-
FIA. Sasaki and Wang showed the MITM technique and improved the complexity for the attack
against 12-round CLEFIA to 13× 2106 S-box lookups.

Apply the FFT Technique We show the integral attack using FFT against 12-round CLEFIA.
First we define several values and functions. Let C1, C2, C3 and C4 be ciphertexts and each value
is a 32-bit (see Fig. 4). For any 32-bit data X, X[i] denotes the i-th byte of X, namely, X =
X[1]‖X[2]‖X[3]‖X[4]. We define function fi : F32

2 → F8
2 and mi : F32

2 → F8
2 as follows:

F1(X) = f1(X)‖f2(X)‖f3(X)‖f4(X),

M−10 (X) = m1(X)‖m2(X)‖m3(X)‖m4(X).

For any function f , we define a boolean function f (i)(X) whose output is calculated from i-th bit
of f(X). For any data x, x(i) denotes the i-th bit of x.

Our attack uses the 9-round integral distinguisher where the 2-nd branch of the 9-round inter-
mediate text has B-property. First we apply the MITM technique. We move the position of M0 in
10-round F0 as Fig. 4. From the distinguisher, we have

⊕
Y =

⊕
Z, and each 1-st byte is calculated

as follows:⊕
Y [1] =

⊕
S0(f1(F0(C0 ⊕RK22)⊕ C1 ⊕RK21 ⊕WK2)⊕ C2[1]⊕RK18[1]),⊕

Z[1] =
⊕

m1(F1(C2 ⊕RK23)⊕ C3).⊕
Y [1] =

⊕
Z[1] is satisfied for correct RK18, RK21 ⊕WK2, RK22 and RK23. The probability

satisfying
⊕

Y [1] =
⊕

Z[1] is 2−8 for wrong keys, and we can discard wrong keys fast by using the
MITM technique.

In order to apply the FFT technique, we transform the above equation to the following equation:∑
Y [1](i) =

∑
S
(i)
0 (f1(F0(C0 ⊕RK22)⊕ C1 ⊕RK21 ⊕WK2)⊕ C2[1]⊕RK18[1]),∑

Z[1](i) =
∑

m
(i)
1 (F1(C2 ⊕RK23)⊕ C3).
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Fig. 4. The key recovery of 12-round CLEFIA.

For correct RK18, RK21 ⊕WK2, RK22 and RK23,
∑

Y [1](i) =
∑

Z[1](i) (mod 2) is satisfied for
all i. The probability satisfying

∑
Y [1](i) =

∑
Z[1](i) (mod 2) is 2−1 for wrong keys, and we can

discard wrong keys fast by using the MITM technique. Similarly we can discard wrong keys by
using equations which are created from (Y [2], Z[2]), (Y [3], Z[3]) and (Y [4], Z[4]).

The circuit evaluation step We first create a 272-dimensional vector T and a 232-dimensional
vector T ′ as follows:

T = [S0(f1(F0(0)⊕ 0)⊕ 0), S0(f1(F0(0)⊕ 0)⊕ 1), . . . , S0(f1(F0(2
32 − 1)⊕ 232 − 1)⊕ 28 − 1)],

T ′ = [F1(0), F1(1), . . . , F1(2
32 − 1)].

Next we create 272-dimensional vectors vi and 232-dimensional vectors v′(i) as follows:

v(i) = [T
(i)
0 , T

(i)
1 , . . . , T

(i)
272−1], v′(i) = [T

′(i)
0 , T

′(i)
1 , . . . , T

′(i)
232−1].

Finally we calculate v̂(i) and v̂′(i) by using FFT. The complexity to calculate v̂(i) is 8×72×272 ≈ 281.2

additions because i is chosen from 1, 2, . . . , 8. The complexity to calculate v̂′(i) is 8 × 32 × 232

additions, and it is negligible. Similarly we calculate v̂(i) and v̂′(i) which are created from (Y [2], Z[2]),
(Y [3], Z[3]) and (Y [4], Z[4]), then the total complexity is 4× 281.2 = 283.2 additions.

The ciphertexts evaluation step We count how many times each value of 9-byte tuple (C0, C1, C2[1])
appears, and create a 272-dimensional vector w. Similarly we count how many times each value of
4-byte C2 appears, and create a 232-dimensional vector w′. Moreover we calculate

⊕
m1(C3). Next

we calculate ŵ and ŵ′ by using FFT. The complexity to calculate ŵ is 72× 272 ≈ 278.2 additions.
The complexity to calculate ŵ′ is 32× 232 additions, and it is negligible. Similarly we calculate ŵ
and ŵ′ which are created from (Y [2], Z[2]), (Y [3], Z[3]) and (Y [4], Z[4]), then the total complexity
is 4× 278.2 = 280.2 additions.

The key recovery step We calculate 272-dimensional vectors û(i) from v̂(i) and ŵ, and calculate
u(i) by using FFT. Next we calculate 232-dimensional vectors û′(i) from v̂′(i) and ŵ′, and calculate



u′(i) by using FFT. For the correct RK18, RK21, RK22 and RK23,

u(i)[RK22‖RK21‖RK18[1]] = u′(i)[RK23] +
⊕

m
(i)
1 (C3) mod 2 (5)

is satisfied for all i. However for wrong keys, the probability satisfying Eq.(5) is 2−1. Since i is
chosen from 1, 2, . . . , 8, the complexity to calculate û(i) is 8 × 272 72-bit multiplications (≈ 281.2

additions). The complexity to calculate u(i) is 8×72×272 ≈ 281.2 additions. Since the complexity for
other operations is negligible, the complexity to evaluate Eq.(5) is about 282.2 additions. Similarly
we discard wrong keys by evaluating Eq.(5) which is created from (Y [2], Z[2]), (Y [3], Z[3]) and
(Y [4], Z[4]). Then the total complexity is 4× 282.2 = 284.4 additions.

The total complexity By using one set, the probability that wrong keys remain is 2−32 because
Y and Z are a 32-bit. In order to recover the 128-bit key RK18, RK21⊕WK2, RK22 and RK23,
we use 5 sets. Since the circuit evaluation step does not depend on sets of ciphertexts and the
key, we repeat the ciphertexts evaluation step and the key recovery step 5 times. Then the total
complexity is about 283.2 + 5(280.2 + 284.4) ≈ 286.9 additions.

3.6 Comparison between FFT Technique and Partial-sum Technique

We compare the partial-sum technique and the FFT technique. In the partial-sum technique, we
estimate the complexity from the number of times using S-box lookups, and we must access random
access memories. On the other hand, in the FFT technique, we estimate the complexity from the
number of additions, and we access mainly sequential access memories. Since the access to sequential
access memories is more efficient than that to random access memories, we think that the FFT
technique is more efficient than the partial-sum technique if the complexity is the same. However we
have an open problem about the FFT technique. Since round keys of block ciphers are calculated
from the secret key, we can know some bits of round keys when we guess some bits of the secret
key. In the partial-sum technique, attackers can exploit the property and reduce the complexity
efficiently. For instance, the integral attack against 22-round LBlock exploits this property [12]. On
the other hand, in the FFT technique, we do not know how to exploit this property.

4 Conclusion

In this paper, we show new techniques for the integral attack, the FFT technique. This technique
is useful for the integral attack with enormous chosen texts. In order to estimate the complexity of
the FFT technique, we review the Collard’s paper. Then we show the complexity can be estimated
from the number of times using the addition of integers. As applications, we show that 4-round AES
can be attacked with 251.7 additions, and 12-round CLEFIA can be attacked with 286.9 additions.
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