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Abstract. Post-quantum cryptographic schemes have been developed
in the last decade in response to the rise of quantum computers. For-
tunately, several schemes have been developed with quantum resistance.
However, there is very little effort in evaluating and comparing these
schemes in the embedded settings. Low cost embedded devices represents
a highly-constraint environment that challenges all post-quantum cryp-
tographic schemes. Moreover, there are even fewer efforts in evaluating
the security of these schemes against implementation attacks including
side-channel and fault attacks. It is commonly accepted that, any em-
bedded cryptographic module that is built without a sound countermea-
sure, can be easily broken. Therefore, we investigate the question: Are
we ready to implement post-quantum cryptographic schemes on embedded
systems? We present an exhaustive survey of research efforts in design-
ing embedded modules of post-quantum cryptographic schemes and the
efforts in securing these modules against implementation attacks. Un-
fortunately, the study shows that: we are not ready yet to implement
any post-quantum cryptographic scheme in practical embedded systems.
There is still a considerable amount of research that needs to be con-
ducted before reaching a satisfactory level of security.

1 Introduction

Quantum computers are a special class of computing machines that can harness
properties from quantum mechanics into computing power. The quantum prop-
erties of concern include for example, superposition. Superposition accepts the
state of a bit in quantum computers (aka qbit) not only as a 0 or 1 (as classi-
cal computers) but also as any superposition of them. Superposition was first
proposed as a tool to explain the wave-particle duality of electrons. Quantum
computing is a new computing paradigm that is not intended to replace classical
computing, but it can achieve a drastic speed-up for some applications beyond
what is possible with classical computing. For example, quantum computers are
inherently parallel and can achieve quadratic speed-up in search algorithms [22].
Although a full-fledged quantum computer has not been designed yet, there are
many on-going projects that are competing to achieve this goal (e.g. [1]).

This new computing paradigm will enable novel algorithms that were never
possible in classical computing systems. One of these algorithms is the Shor’s



algorithm, which can solve the integer factorization problem in polynomial time,
i.e. it can break most of the current public-key cryptographic schemes, jeop-
ardizing the public key infrastructure that the web infrastructure relies on. In
other words, once a reasonably-sized quantum computer is demonstrated, all
security protocols must be updated to phase-out RSA, DSA, ECC and more. In
response, the cryptographic community developed new public-key cryptographic
schemes with quantum resistance. The new schemes depend on other hard prob-
lems (as discussed in the remaining sections) that are believed to remain difficult
even in the presence of quantum computers. Although the inherent parallelism
of quantum computers will reduce the computation-time of brute force attacks,
this threat can be alleviated by increasing the security level of the cryptographic
scheme (e.g. from 128 bits to 256 bits).

However, these new cryptographic schemes cannot be implemented in em-
bedded systems unless they are protected against implementation attacks. Im-
plementation attacks refers to the ability of an attacker to break a cryptographic
module by exploiting vulnerabilities in the underlying implementation (e.g. side-
channel attacks), rather than the mathematical structure. For example, side-
channel attacks harvest information leaked through power, electromagnetic em-
anation, or execution time to break the cryptographic scheme [35]. Also, the
attacker can maliciously inject faults into the cryptographic module and study
the faulty output, which can reveal some information about the secret key (aka
fault attacks) [7]. It is accepted in the cryptographic community that, any im-
plementation that is not protected against implementation attacks can easily
be broken. Hence, the current critical question is: Are we ready to implement
post-quantum cryptographic schemes on embedded systems?

In this paper, we try to answer this question. In Section 2, we start with
a brief introduction to side-channel analysis and fault attacks. Then, we study
the different categories of post-quantum cryptography namely, code-based, hash-
based , lattice-based, and Multivariate cryptography. In each category, we briefly
review the cryptographic hard problem used and a sample scenario for its usage.
Also, we review the stable cryptographic algorithms in each category. Then, we
study the current implementation attacks and the efforts in designing secure
implementation. We conclude each section with the remaining open research
problems. Finally, Section 7 gives the overall conclusion. Unfortunately, the study
shows that: we are not ready yet to implement any post-quantum cryptographic
schemes in practical embedded systems. There is still a considerable amount of
research that needs to be conduct before reaching a satisfactory level of security.

2 Background

Classical cryptography protects the secret key from adversaries with access to
the input (plaintext) and/or the output (ciphertext) of an encryption process.
On the other hand, implementation attacks enable the adversary to acquire
extra knowledge about the secret key by harvesting information leaked from the



cryptographic module itself during operation. In this section, we will review the
most practical implementation attacks, side-channel analysis and fault attacks.

2.1 Side-Channel Analysis

Side-channel analysis (SCA) is a passive attack where the adversary can harvest
information from power consumption, electromagnetic radiation, execution time,
and more. The instantaneous value of each of these sources depends on the data
being processed within the module, which in-turn depends on the secret key. SCA
is a major security threat because power leakage (for example) gives localized
information about every single operation within the cryptographic algorithm,
hence the attacker can target the first or last operation to focus exclusively on
small parts of the secret key (sub-key). Therefore, increasing the security level
(size of the key) of a cryptographic scheme does not prevent SCA because each
sub-key can be recovered individually.

SCA can be mounted using only one leakage trace (or the average of many
leakage traces collected with the same inputs), which is known as Simple Power
Analysis (SPA). Protection against SPA attacks can be done by preventing data-
dependent branches and increasing the noise level. SCA can also be mounted by
combining information from many leakage traces collected at different inputs,
which is known as Differential Power Analysis (DPA). DPA, which is the more
serious threat, works in the following steps:

1. Select a sensitive variable within the algorithm. A sensitive variable is an
intermediate variable within the cryptographic algorithm that depends on
both the key (typically only 8 bits or less) and known inputs or outputs
(plaintext or ciphertext).

2. Collect the leakage observation (power consumption) of the cryptographic
module while processing many different inputs.

3. At the same inputs, compute values of the sensitive variable assuming all
key hypotheses.

4. Convert values into hypothetical power consumption using a leakage model.
5. Compare the hypothetical power consumption to the actual one searching

for the key that leads to the best match.

The leakage (power) model can be approximated by simplifying models such as
Hamming weight of the value, which is suitable for processors, or the Hamming
distance between two consecutive register states, which is suitable for hardware
modules. Profiling attacks improve over this approach by accurately estimat-
ing the leakage model from a cloned device. Also, the power model can be ex-
tracted on-the-fly from the collected traces themselves, as done e.g. in collision
attacks [41]. The comparison done in the final step can be done with correlation
coefficient, mutual information, or comparison of statistical moments. A cryp-
tographic module is vulnerable to DPA attacks if the following conditions are
met:

1. Attacker can predict the value of the sensitive variable.



2. The value of the sensitive variable affects the leakage in a somewhat pre-
dictable way.

3. Information from several observations can be combined.

Countermeasures against DPA attacks fall into three categories. Each category
breaks one of the aforementioned conditions as follows:

1. Masking: A random variable can be generated on-board to randomize the
input and all the computations. Randomness should be removed only at
the end of computation. This should prevent the attacker from correctly
predicting the intermediate variables.

2. Hiding: A redundant module can be designed on-board to process the com-
plement of the input, so that the system power consumption is kept constant.
Also, the order of program execution can be randomized where there is no
data dependency (shuffling). A third method is to design an on-board noise
generator. The goal of these tools is to minimize the signal-to-noise ratio
within the trace, which limits the effect of intermediate variables on power
leakage.

3. Leakage Resiliency: A key-updating mechanism can be used to limit the
life-time of any key to only few cryptographic operations.

2.2 Fault Analysis

Fault analysis is an active implementation attack. In case of a computation
fault, the output will be wrong and in some way, it should also be random.
Unfortunately, faults can be maliciously injected into specific operations so that,
the faulty output carries some information about the secret key. Faults injection
can be targeted in the spatial dimension (a selected location) using a laser or a
focused ion beam. Also, faults can be targeted in the temporal dimension (clock-
cycle) by reducing the supply voltage and/or increasing the operating frequency.

There are two categories of fault analysis attacks. First, the faulty output(s)
can be analyzed against the correct one with mathematical techniques for crypt-
analysis. Typically, there is only one key that can change the output to follow
the monitored behavior. Conditions for a successful fault attack within this cat-
egory depend on the cryptographic algorithm itself. The second category of fault
attacks isfault sensitivity analysis [34]. Here, the operating frequency (for exam-
ple) can be gradually increased to the point where fault occurs. The exact point
where fault occurs depend on the data-being processed. Hence, the techniques
of this category are very similar to DPA attacks. Also, fault sensitivity analysis
does not require the exact value of the faulty output. Knowledge that a fault
occurred is sufficient to mount such attacks.

Protection against fault attacks follows two methodologies: prevention and
detection. A cryptographic module can be designed with inherent fault preven-
tion techniques similar to embedded systems in highly-faulty environments (e.g.
space shuttles). Also, cryptographic module can be enforced with fault detection
mechanisms, e.g. computing the same result twice and compare them. Once a



fault is detected, the module can deliver a random output that is not related to
the data being processed, or protect the key by other means.

The remaining sections summarize the research efforts in analyzing post-
quantum cryptographic schemes against implementation attacks. We also pro-
vide an overview of all the cryptographic modules that are designed with pro-
tection against these attacks.

3 Code-based Cryptography

Code-based cryptographic systems depend on the hardness of correcting a code-
word following a random error-correcting code. The concept is that, the secret-
key owner (Alice) selects an error-correcting code and publishes a random-
looking version of that code as her public-key. In one realization, messages are
treated as codewords, multiplied by the public-key, and augmented by random
noise, so that only the secret key holder knowing the correct code can recover the
correct codeword. This concept is used by The McEliece encryption scheme [36].
Alternatively, the codewords can be chosen at random, and the message can be
added as noise, as done in the Niederreiter PKC [42].

The first code-based public-key cryptosystem was proposed my McEliece [36]
using binary Goppa code. Thereafter, almost every error-correcting code has
been tested in this cryptographic setting and, unfortunately, they all failed to
achieve sound cryptographic properties except the original proposal of Goppa
codes and the Moderate-Density Parity-Check codes (MDPC) [39]. The core idea
of using error-correcting codes as a trapdoor one-way function has been further
developed into other public key encryption schemes [42], signature schemes [12],
identification schemes [50,58], random number generators [19], as well as stream
ciphers [20] and hash functions [3].

Code-based cryptosystems are not currently popular due to the large size
of their public keys, e.g. 32,768 bits using Goppa codes [38] or 9,857 bits using
MDPC [39], compared to 3072 bits for RSA or 256 bits for ECC, all at 128-bits of
security. However, once the cryptographic structure of RSA/ECC breaks due to
the rise of quantum computers, Code-based cryptosystems will be an interesting
alternative.

3.1 Current Attacks

Side-channel analysis can be used to recover the secret key by monitoring the
decryption (aka decoding) process done by Alice, as it involves the use of the
original, un-randomized version of the code. In this section, we review available
implementation attacks against McEliece cryptosystem.

SCA of decoding of Goppa codes The most widely used decoding scheme
for Goppa codes is the Patterson algorithm [44]. The first timing attack against
the PC implementation of Patterson algorithm was reported in [54]. This attack



targeted computing the error locator polynomial as part of the Patterson decod-
ing algorithm hence, they could successfully reveal the encrypted message but
not the secret key. The attack was improved in [4,47] and tested against FPGA
platforms. Also, the attack was extended to target the homomorphic properties
of other cryptosystems that has similar structure to McEliece [52]. Further anal-
ysis of the Patterson decoding algorithm lead to more serious attacks that can
recover the secret key of a PC implementation [51,53].

The first power attack against McEliece cryptosystems was proposed in [24].
Power attacks could only be investigated after implementing McEliece on a low-
cost microcontroller as the one reported in [16]. This attack could completely
recover the secret key. As a countermeasure, they suggested to use a mix of shuf-
fling and boolean masking as a countermeasure, however they did not propose a
complete solution. Later, another power attack was proposed in [40] with fewer
assumptions on the underlying implementation. However, the attack can only
reveal the encrypted message but not the secret key. This attack was successfully
tested against an FPGA implementation [48].

In fact, demonstrating a successful power attack against the Patterson de-
coding algorithm shows that, all the previous modules that are protected against
time attacks are still vulnerable to power attack. The reason is that, the infor-
mation leakage through time and power are orthogonal to each other. Protecting
against one attack does not guarantee protection against the other because, even
if the execution time is fixed, the power consumption may still depend on sensi-
tive information.

SCA of the decoding of MDPC codes Very recently, MDPC codes was
proposed as a promising candidate to replace Goppa codes for using public-key of
a smaller size (especially in the quasi-cyclic form) [39]. Decoding of MDPC codes
is typically done by variants of the bit-flipping algorithms [21]. A lightweight
implementation of McEliece with MDPC codes on a low-cost microcontroller
was proposed in [25]. This implementation was targeted by simple power and
timing attacks, and hence a better implementation was proposed with equalized
execution time [61]. Then, an FPGA implementation with improved performance
was proposed in [60]. Again, this realization was attacked with differential power
analysis by harvesting information from many different traces against the same
secret key in [11]. In fact, this attack was the first differential analysis to be
reported against any McEliece implementation.

Fault attacks In general, code-based cryptographic cryptosystems are heavily
resistant against fault attacks due to the inherent error correction capability.
It was shown that, decoding may lead to a wrong message, but generally, no
secret information is revealed [10]. However, this does not ensure that faulting
the control part of an implementation might not result in information loss. To
date, code-based cryptographic cryptosystems have not been tested against fault
sensitivity attacks.



3.2 Open Research Problems

Table 1 shows an exhaustive summary, to the best of our knowledge, of the
current studies. Although a considerable amount of research has investigated

Table 1. Available studies in the implementation security of McEliece

Code Time Power Faults

G
o
p
p
a

PC [4,51,52,53,54] µ C [24] [10]

FPGA [47] FPGA [40]

M
D

P
C

µ C [61] FPGA [11]

side-channel properties of the McEliece cryptosystems, the research in this di-
rection is still in its infancy. Please note that, any embedded product needs to
be protected against timing, power and fault attacks before being deployed.

4 Hash-based Cryptography

Hash-based digital signature schemes have been studied since 1979. The origi-
nal proposal was for hash-based one-time signatures by Lamport [33], and the
subsequent extension to many-time signatures known as Merkle Hash-trees [37].
These schemes have security proofs that usually rely on the collision resistance
of the underlying hash function. Hence, by choosing an appropriate hash func-
tion, Hash-based signature schemes become a natural candidate for a world with
quantum computers.

Hash-based signatures can perform well in terms of computation time. Imple-
mentations of hash-based signatures have been proposed in detail, for PCs as well
as embedded processors [5, 17, 28]. All designs rely heavily on the performance
of the underlying hash function.

4.1 Current Attacks and Open Research Problems

The probably biggest drawback of hash-based signatures is the rather high signa-
ture length. A common optimization to reduce signature length is the Winternitz
optimization [15], with further improvements in [27]. Other drawbacks, such as
limited number of signatures have been addressed by several works [9,28], as has
the stateful design, just recently, in [5].

There is only very limited work with respect to side-channel analysis. One
exception is the study in [17], which claims strong leakage resiliency to DPA-like



attacks, since individual one-time signature keys are ideally used only once. In
practice, they are used slightly more frequently, the number is nevertheless lim-
ited, giving these signatures a huge advantage over prevailing signature schemes.
No work on fault attacks or SPA has been performed that is specific to Hash-
based schemes. However, since the security of the schemes always depends of
that of the underlying hash function, any implementation attack on such an
implementation might have impact of the signature scheme invoking it. Many
hashing functions have been studied against implementation attack. For instance,
the next standard for secure hashing functions SHA-3 has been investigated in
both embedded software [55], and hardware [45]. Embedded implementation of
SHA-3 supported with SCA-countermeasure following the masking principle was
proposed in [6]. Another protected implementation that follows the leakage re-
siliency princible was proposed in [56].

To date, there are no hash-based public key encryption schemes. This has
been an open research problem for a long time.

5 Lattice-based Cryptography

Lattice, as used in cryptography, is the group of points that can be expressed as
integer coefficients of a set of basis vectors. A 2-D lattice can be geometrically
expressed as a tile of any regular shape. Although a lattice is fully defined by
its basis vectors, there are an infinite number of different basis vectors that can
express the same lattice. Hence, given the basis vectors of a lattice, it is hard
for an attacker to find the shortest (non-zero) vector in that lattice (i.e. the
closest point to the origin of the lattice). This hard problem is known as the
Shortest Vector Problem (SVP). There are many other related hard problems in
lattices including the Closest Vector Problem (CVP), the Short Integer Solution
(SIS) Problem and the Learning With Errors (LWE) Problem. Lattices have
been developed extensively in the last decade with complete proposals in public-
key encryption, digital signatures, and fully homomorphic encryption. The most
promising samples of lattice-based cryptography are NTRU [26] and variants of
the LWE [46].

5.1 Current Attacks and Open Research Problems

Table 2 shows an exhaustive summary, to the best of our knowledge, of the
current research efforts in the implementation security of lattice-based crypto-
graphic schemes. Power attacks against the NTRU cryptosystems have been
demonstrated in [2] and [64]. Similar study in the context of body-area networks
was proposed in [62]. Some ideas for designing a protected module were discussed
in [62,64] however, with very limited details. Also, timing attacks against NTRU
was proposed in [49] and [59]. Fault attacks against the NTRU cryptosystems
working in encryption and digital signatures were proposed in [31] and [29].
Countermeasures against fault attacks were proposed in [30].



NTRU is the only lattice-based cryptographic scheme that has been studied
against implementation attacks. Still, to the best of our knowledge, there is
no NTRU embedded design that has been proposed with adequate protection
against differential power attacks.

Table 2. Available studies in the implementation security of NTRU

Code Time Power Faults

N
T

R
U

[49, 59] [2, 62,64] [29, 30,31]

6 Multivariate Cryptography

Multivariate cryptosystems depend on the hardness of solving a system of non-
linear (typically, quadratic) equations over a nite eld. The concept is that, the
secret-key owner (Alice) selects a quadratic map F , which can be easily and
computationally efficient inverted. Then, she publishes a random-looking version
of this map after multiplying with two invertible affine transformations T and
S, so that the public key is P = T ◦ F ◦ S.

As a public-key scheme, whoever wants to send Alice a message (say Bob),
he represent the message as a vector x and computes the ciphertext y = P(x).
To decrypt the message, Alice needs to solve the system of non-linear equations:

P(x′) = y

to find the message x′. Alice can easily solve this system for owning the three
ingredient of P, where each of the ingredients is invertible. This can be done by
computing y1 = T (y), y2 = F(y1) then x′ = S(y2). However it is computation-
ally hard for anyone else (Eve) to solve the system of equations as there is no
efficient code to invert P.

Unfortunately, it turns out that it is difficult to hide the private ingredi-
ents while publishing the public key. Indeed, most public-key schemes built with
multivariate quadratic polynomials are currently broken (e.g. [8, 18]). However,
Multivariate cryptosystems are still an important class of post-quantum cryp-
tography as it can work very efficiently in signature schemes. To generate a
signature for message y, Alice, the secret-key owner, needs to find any solution
x that satisfies the equation (P(x) = y). Whoever needs to verify the signa-
ture, Bob, he computes P(x) and checks if the result matches y or not. Here,
the mapping between x and y is not necessarily bijective (one to one mapping)
as the encryption case. The same message y can have many valid signatures (or
solutions to the quadratic equations), hence we can drop or randomize some coef-
ficients of the map P without affecting functionality. This added feature allowed



the design of several secure multivariate signature schemes (e.g. Unbalanced Oil
and Vinegar (UOV) [32], Rainbow [14] and Tame Transformation Signatures
(TTS) [63]). These signature scheme were practically implemented on a low-cost
8-bit microcontroller [13,57].

6.1 Current Attacks and Open Research Problems

It is fairly reasonable to say that, the research on the implementation security
of multivariate cryptographic schemes has not started yet. The reason is that,
SCA evaluates only practical instances, which are built only after gaining some
confidence in the mathematical security of a given scheme, which did not happen
for most multivariate schemes. To the best of our knowledge, there are only two
studies in this direction. First, Okeya et al. proposed side-channel attack on
Sash [43], an encryption scheme that is currently broken. Also, Hashimoto et al.
proposed fault attacks against several signature schemes [23]. To date, there is
no study that address the power analysis of any multivariate cryptosystem.

As a future research direction, practical multivariate cryptosystem (e.g. [13,
57]) can be investigated against simple and differential power attacks. Also,
secure instantiations need to be designed before using multivariate cryptosystem
in any embedded product.

7 Conclusion

This work presents an exhaustive survey of the research efforts in designing post-
quantum cryptographic schemes on embedded systems with resistance against
implementation attacks. Our study shows that, there are only very limited explo-
rations of the implementation space, especially for embedded systems in software
and hardware, for most of the post-quantum schemes. Consequently, the impact
of countermeasures to such implementations is even less studied.

With respect to implementation attacks, Code based cryptography has re-
ceived the majority of analysis so far, followed by lattice-based cryptography.
Hash-based cryptography, while available and stable for a long time, has seen
little effort with respect to implementation security, as has Multivariate cryptog-
raphy. In many cases, these studies have shown that post-quantum schemes be-
have quite differently to the well studied and currently used public key schemes.
Hence, we believe that the state of the art motivates deeper efforts, both in terms
of further vulnerability analysis as well as deeper study of countermeasures.
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