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Abstract

Brzuska et. al. (Crypto 2011) proved that unconditional UC-secure computation
is possible if parties have access to honestly generated physically unclonable functions
(PUFs). Dachman-Soled et. al. (Crypto 2014) then showed how to obtain uncon-
ditional UC secure computation based on malicious PUFs, assuming such PUFs are
stateless. They also showed that unconditional oblivious transfer is impossible against
an adversary that creates malicious stateful PUFs.

• In this work, we go beyond this seemingly tight result, by allowing any adversary
to create stateful PUFs with a priori bounded state. This relaxes the restriction
on the power of the adversary, offering improved security guarantees. This is also
motivated by practical scenarios, where the size of a physical object may be used
to compute an upper bound on the size of its memory.

• As a second contribution, we introduce a new model where any adversary is
allowed to generate a malicious PUF that may encapsulate other (honestly gen-
erated) PUFs within it, such that the outer PUF has oracle access to all the
inner PUFs. This is again motivated by practical scenarios, and in fact, similar
adversaries have been studied in the tamper-proof hardware-token model (e.g.,
Chandran et. al. (Eurocrypt 2008)), but no such notion has ever been considered
with respect to PUFs. All previous constructions of UC secure protocols suffer
from explicit attacks in this stronger model.

In a direct improvement over all previous results, we construct UC protocols with
unconditional security in both these models.
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1 Introduction

A recent interesting direction in cryptography studies how to enhance the computational capabil-
ities of probabilistic polynomial-time players by making assumptions on hardware. Two types of
hardware assumptions in particular have had tremendous impact on recent research: tamper-proof
hardware tokens and physically unclonable functions (PUFs).

The tamper-proof hardware token model introduced by Katz [Kat07] relies on the simple and
well accepted assumption that it is possible to physically protect a computing machine so that
it can only be accessed as a black box, via oracle calls (as an example, think of smart cards).
Immediately after its introduction, this model has been studied and its power is now understood
in large part. Tamper-proof hardware tokens allow to obtain strong security notions and very
efficient constructions, in some cases without requiring computational assumptions. In particular,
the even more challenging case of stateless tokens started by [CGS08] has been investigated further
in [GIS+10, GM11, DMMN13, AAG+14, DKMN15].

1.1 Physically Unclonable Functions

Physically Unclonable Functions (PUFs) were introduced in [Pap01, PRTG02] but their actual
potential has been understood only in recent years1. The increasing excitement for such form of
physical random oracles, generated various different (and sometimes incompatible) interpretations
about the actual features of these objects and the ways they should be formalized in order to make
the use of PUFs compatible with “provable security”.

Very roughly, a PUF is an object that can be queried by translating an input into a specific
physical stimulation, and then by translating the physical effects of the stimulation to an output
through a measurement. Informally, the main appealing properties of a PUF are: (1) constructing
two PUFs with similar input-output behavior is believed to be impossible (i.e. unclonability), and
(2) the output of a PUF on a given input is seemingly unpredictable, i.e., one cannot “learn” the
behavior of an honestly-generated PUF on any specific input without actually querying the PUF
on that input.

There is ongoing exciting research on concrete constructions of PUFs, based on various tech-
nologies. As such, a PUF can only be described in some abstract way with the attempt to establish
some target properties for PUF designers.

However, when formally modeling a PUF, one might (incorrectly) assume that a PUF guarantees
some properties that unfortunately exceed the state of affairs in real-world scenarios. For example,
assuming that the output of a genuine PUF is purely random is clearly excessive, while relying on
min-entropy is certainly a safer and more conservative assumption. Various papers have proposed
different models and even attempts to unify them. The interested reader can refer to [AMSY16]
for detailed discussions about PUF models and their connections to properties of actual PUFs. We
stress that in this work we will consider the use of PUFs in the UC model of [Can01]. Informally,
this results in the construction of protocols that can securely compose with other protocols that
may be executing concurrently.

1PUFs are used in several applications like secure storage, RFID systems, anti-counterfeiting mech-
anisms, identification and authentication protocols [TB06, GKST07, SVW10b, SVW10a, EKvdL11,
KSWS11].
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1.2 UC security based on Physically Unclonable Functions

Starting with the work of Brzuska et al. [BFSK11], a series of papers have explored UC-secure
computation based on physically unclonable functions. The goal of this line of cryptographic
research has been to build protocols secure in progressively stronger models.

The trusted PUFs of Brzuska et al. [BFSK11]. Brzuska et al. [BFSK11] began the first
general attempts to add PUFs to the simulation paradigm of secure computation. They allowed any
player (malicious or honest) to create only well-formed PUFs. As already mentioned, the output
of a well-formed PUF on any arbitrary input is typically assumed to have sufficient min-entropy.
Furthermore, on being queried with the same input, a well-formed PUF can be assumed to always
produce identical (or sufficiently close) outputs. Applying error-tolerant fuzzy extractors [DORS08]
to the output ensures that each invocation of the PUF generates a (non-programmable) random
string that can be reproduced by querying the PUF again with the same input. Brzuska et al.
demonstrated how to obtain unconditional UC secure computation for any functionality in this
model.

The malicious PUFs of Ostrovsky et al. [OSVW13]. Ostrovsky et al. [OSVW13] then
showed that the constructions of [BFSK11] become insecure in case the adversary can produce
a malicious PUF that deviates from the behavior of an honest PUF. For instance, a malicious
PUF could produce outputs according to a pseudo-random function rather than relying on physical
phenomena, or it could just refuse to answer to a query. They also showed that it is possible to
UC-securely compute any functionality using (potentially malicious) PUFs if one is willing to addi-
tionally make computational assumptions. They left open the problem of achieving unconditional
UC-secure computation for any functionality using malicious PUFs.

Damg̊ard and Scafuro [DS13] showed that unconditional UC secure commitments can be ob-
tained even in the presence of malicious PUFs2.

The fully malicious but stateless PUFs of Dachman-Soled et al. [DFK+14].
More recently, it was shown by Dachman-Soled et al. [DFK+14] that unconditional UC security for
general functionalities is impossible if the adversary is allowed to create malicious PUFs that can
maintain state. They also gave a complementary feasibility result in an intermediate model where
PUFs are allowed to be malicious, but are required to be stateless.

A careful inspection of the impossibility result of [DFK+14] reveals that it crucially relies on
(malicious) PUFs being able to maintain a priori unbounded state.

Thus, the impossibility seems interesting theoretically, but its impact to practical scenarios is
unclear. In the real world, this result implies that unconditional UC secure computation of all
functionalities is impossible in a model where an honest player is unable to distinguish maliciously
created PUFs with gigantic memory, from honest (and therefore completely stateless) PUFs. One
could argue that this allows the power of the adversary to go beyond the reach of current technology.
On the other hand, the protocol of [DFK+14] breaks down completely if the adversary can generate
a maliciously created PUF with even one bit of memory, and pass it off as a stateless (honest) PUF.
This gap forms the starting point for our work.

2This can be extended to other functionalities but not to all functionalities.
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1.3 Our Contributions

The current state-of-the-art leaves open the following question:

Can we achieve UC-secure computation with malicious PUFs that are allowed to have a priori
bounded state?

We answer this question in the affirmative. In fact, not only it is possible to obtain UC-secure
computation – we show that this can be done with unconditional security, without relying on any
computational assumptions. This brings us to our first main result, which we now state informally.

Informal Theorem 1. For any two party functionality F , there exists a protocol π that uncondi-
tionally and UC-securely realizes F in the malicious bounded-stateful PUF model.

As our second contribution, we introduce a new adversarial model for PUF-based protocols.
Here, in addition to allowing the adversary to generate malicious stateless PUFs, we also allow him
to encapsulate other (honestly generated) PUFs inside his own (malicious, stateless) PUF, even
without the knowledge of the functionality of the inner PUFs. This allows the outer malicious
PUF to make black-box (or oracle) calls to the inner PUFs that it encapsulates. In particular, the
outer malicious PUF could answer honest queries by first making oracle calls to its inner PUFs,
and generating its own output as a function of the output of the inner PUFs on these queries. An
honest party interacting with such a malicious PUF need not be able to tell whether the PUF is
malicious and possibly encapsulates other PUFs in it, or it is honest.

In this new adversarial model, we require all PUFs to be stateless. We will refer to this as
the malicious encapsulated PUF model. It is interesting to note that all previously known proto-
cols (even for limited functionalities such as commitments) suffer explicit attacks in this stronger
malicious encapsulated (stateless) PUF model.

As our other main result, we develop techniques to obtain unconditional UC-secure computation
in the malicious encapsulated PUF model.

Informal Theorem 2. For any two party functionality F , there exists a protocol π that uncondi-
tionally and UC-securely realizes F in the malicious encapsulated (stateless) PUF model.

Table 1 compares our results with prior work.

Reference
Unconditional

UC for any
Functionality

UC with
Stateless

Mal. PUFs

UC with
Bounded Stateful

Mal. PUFs

UC with
Encapsulated

Stateless Mal. PUFs

[BFSK11] X × × ×
[OSVW13] × X X ×
[DFK+14] X X × ×

This Work X X X X

Table 1: A comparison with prior work. The symbol X (resp. ×) indicates that the cor-
responding paper provides (resp. does not provide) a construction with the corresponding
security guarantee.
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1.4 Our Techniques

The starting point for our constructions is the UC-secure OT protocol of [DFK+14], which itself
builds upon the works of [OSVW13, BFSK11]. We begin by giving a simplified description of the
construction in [DFK+14].

Suppose a sender S with inputs (m0,m1) and a receiver R with input bit b want to run a UC
secure OT protocol in the malicious stateless PUF model. Then, S generates a PUF and sends it
to the receiver. The receiver queries the PUF on a random challenge string c, records the output r
and then returns the PUF to S. Then, the sender sends two random strings (x0, x1) to the receiver.
In turn, the receiver picks xb, and sends v = c⊕ xb to the sender. The sender uses PUF(v ⊕ x0) to
mask his input m0 and PUF(v ⊕ x1), to mask his input m1; and sends both masked values to the
receiver. Here PUF(·) denotes the output of the PUF on the given input. Since R had to return the
PUF before (x0, x1) were revealed, with overwhelming probability, R only knows r = PUF(v⊕ xb),
and can output one and only one of the masked sender inputs.

1.4.1 Enhancing [DFK+14] in the Stateless PUF Model

Though this was a simplified overview of the protocol in [DFK+14], it helps us to explain a subtle
assumption required in their simulation strategy against a malicious sender. In particular, the
simulator against a malicious sender must return the PUF to the sender before the sender picks
random messages (x0, x1). However, it is evident that in order to extract both messages (m0,m1),
the simulator must know (x0 ⊕ x1), and in particular know the response of the PUF on challenges
(c, c⊕ x0 ⊕ x1) for some known string c.

But the simulator only learns (x0, x1) after sending the PUF back to S. Thus, in order to
successfully extract the input of S, the simulator should have the ability to make these queries
even after the PUF has been returned to the malicious sender. We believe this is a very strong
assumption on the simulator; in particular for the proof to go through, the simulator’s access to S
and the PUF must be non-black box3. In real scenarios, such a simulation strategy enforces that
the PUF must be stateless and unbreakable even when it is in the hands of the PUF’s creator.

Our protocol in Figure 1 gets rid of this strong assumption on the simulator, and we give a new
sender simulation strategy that only has black-box access to a malicious S and its PUF. This is also
a first step in obtaining security against bounded-stateful PUFs – in the protocol of [DFK+14], if
the PUF created by a malicious S is stateful, S on receiving the PUF can first change the state of
the PUF (say, to output ⊥ everywhere), and then output values (x0, x1). In this case, no simulation
strategy will be able to extract the inputs of the sender.

We change the protocol in [DFK+14], by having S commit to the random values (x0, x1) at the
beginning of the protocol, using a UC-secure commitment scheme. These values are decommitted
only after R returns the PUF back to S, so the scheme still remains UC-secure against a malicious
receiver. Moreover, now the simulator against a malicious sender can use the straight-line extractor
guaranteed by the UC-secure commitment scheme, to extract values (x0, x1), and query the PUF
on challenges of the form (c, c ⊕ x0 ⊕ x1) for some string c. It then sets v = c ⊕ x0 and sends it
to S. Now, the sender masks are PUF(v ⊕ x0) and PUF(v ⊕ x1), which is nothing but PUF(c) and
PUF(c⊕x0⊕x1), which was already known to the sender simulator before returning the PUF to S.
This simulation strategy works (with the simulator requiring only black-box access to the PUF’s

3can we explain here why the access is black-box in this case, and why it is a problem (in case it is)?
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code) even if the PUF is later broken or its state is reset in any way. This protocol is described
formally and proven secure in Section 3.

1.4.2 UC Security with Bounded Stateful PUFs

A malicious PUF is allowed to maintain state, and can generate outputs (including ⊥) as a function
of not only the current query but also the previous queries that it received as input. This allows for
some attacks on the protocol we just described, but it can be turned out by carefully interspersing
coin-tossing with the protocol. Please see Section 4 for more details.

A stateful PUF created by the sender can also record information about the queries made by
the receiver, and replay this information to a malicious sender when he inputs a secret challenge.
Indeed, for PUFs with unbounded state, it is this ability to record queries that makes oblivious
transfer impossible. However, we only consider PUFs that have a-priori bounded state. In this
case, it is possible to design a protocol, parameterized by an upper bound on the size of the state
of the PUF, that in effect exhausts the possible state space of such a malicious PUF. Our protocol
then carefully uses this additional entropy to mask the inputs of the honest party.

More specifically, we repeat the OT protocol described before (with an additional coin-tossing
phase) K times in parallel, using the same (possibly malicious, stateful) PUF, for sufficiently large
K > ` (where ` denotes the upper bound on the state of the PUF). At this point, what we require
essentially boils down to a one-sided malicious oblivious transfer extractor. This is a gadget that
would yield a single OT from K leaky OTs, such that the single OT remains secure even when
a malicious sender can ask for ` bits of universal leakage across all these OTs. This setting is
incomparable to previously studied OT extractors [IKOS09, GIMS15] because:

• We require a protocol that is secure against malicious (not just semi-honest) adversaries.

• The system has only one-sided leakage, i.e., a corrupt sender can request ` bits of leakage,
but a corrupt receiver does not obtain any leakage at all.

For simplicity, we consider the setting of one-sided receiver leakage (instead of sender leakage).
It is possible to consider this because OT is reversible. To protect against a malicious receiver
that may obtain ` bits of universal leakage, the sender picks different random inputs for each OT
execution, and then uses a strong randomness extractor to extract min-entropy and mask his inputs.
We show that this in fact suffices to statistically hide the input messages of the sender. Please refer
to Section 5 for a more detailed overview and construction.

1.4.3 UC Security with Encapsulated PUFs

We demonstrate the feasibility of UC secure computation, in a model where a party may (mali-
ciously) encapsulate one or more PUFs that it obtained from honest parties, inside a malicious
stateless PUF of its choice. We stress that our protocol itself does not require honest parties to
encapsulate PUFs within each other.

To describe our techniques, we begin by revisiting the protocol we described at the beginning
of this overview. Suppose parties could maliciously encapsulate other PUFs. Then a malicious
receiver in this protocol – when it is supposed to return the sender’s PUF PUFs – could instead

return a different malicious PUF P̂UFs. In this case, the receiver would easily learn both inputs
of the sender. But as correctly pointed out in prior work [DS13, DFK+14], the sender can deflect
such attacks by probing and recording the output of PUFs on some random input(s) (known as Test
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Queries) before sending it to the receiver. Later the sender can check whether the P̂UFs it received
correctly answered all Test Queries.

However, a malicious receiver may create P̂UFs that encapsulates PUFs, such that P̂UFs is
programmed to send most outer queries to PUFs and echo its output externally; in order to pass

the sender’s test. However, P̂UFs may have its own malicious procedure to evaluate some of the

other external queries. In particular, the “unpredictability” of P̂UFs may break down completely
on these queries.

It turns out that the security of the sender in the basic OT protocol that we have been discussing

so far, hinges on the unpredictability of the output of PUFs (in this situation, P̂UFs) on a special
challenge query only. It is completely feasible for a receiver to create a malicious encapsulating PUF

P̂UFs that passes the sender tests, and yet its output on this special query is completely known to
the receiver – breaking sender security.

We overcome this issue by ensuring that this “special query” is chosen using a coin toss, and is

completely unknown to the receiver until after he has sent P̂UFs (possibly a malicious encapsulating

PUF) back to the sender. Intuitively, this means that P̂UFs will either not pass the sender tests, or
will be highly likely to deflect this “special query” to the inner PUF and echo its output (thereby
ensuring that the output of this “special query” is unpredictable for the receiver). Some additional
subtleties arise, for instance, we must ensure that the receiver indeed makes use of the correct
“special query” in the protocol (that was obtained as the output of the coin toss): this is enforced
via a special cut-and-choose mechanism. For a more detailed overview and construction, please
refer to Section 6.

1.4.4 UC-secure commitments against encapsulation attacks

Finally, UC-secure commitments against encapsulation attacks play a crucial role in our UC secure
OT protocol in the encapsulation model. But, we note that the basic commitment protocol of [DS13]
is insecure in this stronger model, and therefore modify the protocol of [DS13] to achieve security in
this scenario. In a nutshell, this is done by having the receiver send an additional PUF at the end of
the protocol, and forcing a malicious (possibly encapsulating) committer to commit to the output
of this additional PUF on a special query corresponding to the committer’s input bit. It is possible
to show that even an encapsulating (malicious) committer will have to carry out this step honestly,
and that the simulator will be able to extract the adversary’s committed value by observing the
queries of the malicious committer to this additional PUF. Our UC secure commitment protocol in
the encapsulated malicious (stateless) PUF model is described in Section 7.

2 Preliminaries

2.1 Physically Unclonable Functions

A PUF is a noisy physical source of randomness. The randomness property comes from an uncon-
trollable manufacturing process. A PUF is evaluated with a physical stimulus, called the challenge,
and its physical output, called the response, is measured. Since the processes involved are physical,
the function implemented by a PUF can not (necessarily) be modeled as a mathematical function,
neither can be considered computable in PPT. Moreover, the output of a PUF is noisy, namely,
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querying a PUF twice with the same challenge, could yield distinct responses within a small Ham-
ming distance to each other. Moreover, the response need not be random-looking; rather, it is a
string drawn from a distribution with high min-entropy. Prior work has shown that, using fuzzy
extractors, one can eliminate the noisiness of the PUF and make its output uniformly random. For
simplicity, we assume this in the body of the paper and give a detailed description in Appendix A.

A PUF-family is a pair of (not necessarily efficient) algorithms Sample and Eval. Algorithm
Sample abstracts the PUF fabrication process and works as follows. On input the security param-
eter, it outputs a PUF-index id from the PUF-family satisfying the security properties (that we
define soon) according to the security parameter. Algorithm Eval abstracts the PUF-evaluation
process. On input a challenge q, it evaluates the PUF on q and outputs the response a of length
rg, denoting the range. Without loss of generality, we assume that the challenge space of a PUF is
a full set of strings of a certain length.

Security of PUFs. Following [BFSK11], we consider only the two main security properties of
PUFs: unclonability and unpredictability. Informally, unpredictability means that the output of the
PUF is statistically indistinguishable from a uniform random string. Formally, unpredictability is
modeled via an entropy condition on the PUF distribution. Namely, given that a PUF has been
measured on a polynomial number of challenges, the response of the PUF evaluated on a new
challenge still has a significant amount of entropy. For simplicity, a PUF is unpredictable iff its
output on any given input appears uniformly random.

Informally, unclonability states that in a protocol consisting of several parties, only the party
in whose possession the PUF is, can evaluate the PUF. When a party sends a PUF to a different
party, it can no longer evaluate the PUF till the time it gets the PUF back. Thus a party not in
possession of a PUF cannot predict the output of the PUF on an input for which it did not query
the PUF, unless it maliciously created the PUF. A formal definition of unclonability is given in
Appendix A.

A PUF can be modeled as an ideal functionality FPUF, which mimics the behavior of the PUF
in the real world. We formally define ideal functionalities corresponding to honestly generated and
various kinds of maliciously generated PUFs in Appendix A. We summarize these here: the model
for honestly generated PUFs and for malicious stateless/stateful PUFs has been explored in prior
work [OSVW13, DFK+14], and we introduce the model for encapsulated PUFs.

• An honestly generated PUF can be created according to a sampling algorithm Samp, and
evaluated honestly using an evaluation algorithm Eval. The output of an honestly generated
PUF is unpredictable even to the party that created it, i.e., even the creator cannot predict
the output of a honestly generated PUF on any given input without querying the PUF on
that input.

• A malicious stateless PUF, on the other hand, can be created by the adversary substitut-
ing an Evalmal procedure of his choice for the honest Eval procedure. Whenever a (honest)
party in possession of this PUF evaluates the PUF, it runs the stateless procedure Evalmal(c)
instead of Eval(c) (and cannot distinguish Evalmal(c) from Eval(c) unless they are distin-
guishable with black-box access to the PUF). The output of such a PUF cannot depend on
previous queries, moreover no adversary that creates the PUF but does not possess it, can
learn previous queries made to the PUF when it was not in its possession. We adapt the def-
initions from [OSVW13], where Evalmal is a polynomial-time algorithm with oracle access to
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Eval. This is done to model the fact that the Evalmal algorithm can access an (honest) source
of randomness Eval, and arbitrarily modify its output using any polynomial-time strategy.

• A malicious stateful PUF can be created by the adversary substituting a stateful Evalmal
procedure of his choice for the honest Eval procedure. Whenever a party in possession of this
PUF evaluates the PUF, it runs the stateful procedure Evalmal(c) instead of Eval(c). Thus,
the output of a stateful malicious PUF can possibly depend on previous queries, moreover an
adversary that created a PUF can learn previous queries made to the PUF by querying it, say,
on a secret input. Evalmal is a polynomial-time stateful Turing Machine with oracle access to
Eval. Again, this is done to model the fact that the Evalmal algorithm can access an (honest)
source of randomness, Eval, and arbitrarily modify its output using any polynomial-time
strategy. Malicious stateful PUFs can further be of two types:

– Bounded Stateful. Such a PUF can maintain a-priori bounded memory/state (which it
may rewrite, as long as the total memory is bounded).

– Unbounded Stateful. Such a PUF can maintain unbounded memory/state.

• A malicious encapsulating PUF can possibly encapsulate other (honestly generated)
PUFs inside it4, without knowing the functionality of these inner PUFs. Such a PUF PUFmal
can make black-box calls to the inner PUFs, and generate its outputs as a function of the
output of the inner (honest) PUFs.

This is modeled by having the adversary substitute an Evalmal procedure of his choice for the
honest Eval procedure in the PUFmal that it creates, where as usual Evalmal is a polynomial-
time Turing Machine with oracle access to Eval. Similar to the two previous bullets, this is
done to model the fact that the Evalmal algorithm can access an (honest) source of random-
ness, Eval, and arbitrarily modify its output using any polynomial-time strategy.

In addition, Evalmal can also make oracle calls to polynomially many other (honestly gen-
erated) procedures Eval1,Eval2, . . .EvalM that are contained in PUFs PUF1,PUF2, . . .PUFM ,
for any a-priori unbounded M = poly(n). These correspond to PUFs issued by honest par-
ties, that the adversary may be encapsulating within its own PUF. Thus on some input c,
the Evalmal procedure may make oracle calls to Eval1,Eval2, . . .EvalM on polynomially many
inputs, and compute its output as a function of the outputs of the Eval,Eval1,Eval2, . . .EvalM
procedures. Of course, we ensure that the adversary’s Evalmal procedure can make calls to
some honestly generated procedure Evali only if the adversary owns the PUF PUFi imple-
menting the Evali procedure when creating the encapsulating malicious PUF. Furthermore,
when the adversary passes such a PUF to an honest party, the adversary “loses ownership”
of PUFi and is no longer allowed to access the Evali procedure, this is similar to the unclon-
ability requirement. This is modeled by assigning an owner to each PUF, and on passing
an outer (encapsulating) PUF to an honest party, the adversary must automatically pass all
the inner (encapsulated) honest PUFs. Whenever an honest party in possession of such an
adversarial PUF PUFmal and evaluates it, it receives the output Evalmal. In this paper, we
allow adversarially created malicious (possibly encapsulating) PUFs to only have a stateless
Evalmal procedure. Further details on the modeling of malicious PUFs that may encapsulate
other PUFs, are provided in Appendix A.

4Since the adversary knows the code of maliciously generated PUFs, this model automatically captures
real world scenarios where an adversary may be encapsulating other malicious PUFs inside its own.
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To simply notation, we write PUF ← Sample(1K), r = PUF(c) and assume that PUF is a
deterministic function with random output.

2.2 UC Secure Computation

The UC framework, introduced by [Can01] is a strong framework which gives security guarantees
even when protocols may be arbitrarily composed. In Appendix B, we give a formal definition of
the UC framework.

A UC-secure commitment scheme UC-Com consists of the usual commitment and decommitment
algorithms, along with (straight-line) procedures allowing the simulator to extract the committed
value of the adversary and to equivocate a value that the simulator committed to – we denote these
by (UC-Com.Commit, UC-Com.Decommit,UC-Com.Extract,UC-Com.Equivocate). A formal definition
of UC secure Commitments can be found in Appendix C. Damg̊ard and Scafuro [DS13] realized
unconditional UC secure commitments using stateless PUFs, in the malicious stateful PUF model.

Ideal 2-choose-1 oblivious transfer (OT) is a two-party functionality that takes two inputs
m0,m1 from a sender and bit b from a receiver. It outputs mb to the receiver and ⊥ to the sender.
We use Fot to denote this functionality. The ideal oblivious transfer(OT) functionality Fot and
the ideal commitment functionality Fcom are formally defined in Appendix B. Given UC oblivious
transfer, it is possible to obtain UC secure two party computation of any functionality. These
results were obtained in prior works and are stated for completeness in Appendix H.

3 UC Computation Secure Against Malicious Stateless PUFs

As a warm up, we start by considering malicious stateless PUFs as in [DFK+14] and we strengthen
their protocol in order to achieve security even when the simulator does not have access to a
malicious PUF that is in possession of the adversary that created it.

Construction. Let n denote the security parameter. The protocol Π1 in Figure 1 UC-securely
and unconditionally realizes 2-choose-1 OT in the malicious stateless PUF model, between a sender
S and receiver R, with the following restrictions:

1. The random variables (x0, x1) are chosen by S independently of PUFs
5.

2. A (malicious) R returns to S the same PUF, PUFs that it received6.

We enforce these restrictions in this section only for simplicity and modularity purposes. We remove
them in Section 4 and Section 6 respectively.

Our protocol makes black-box use of a UC-commitment scheme (see Appendix C), denoted by
the algorithms UC-Com.Commit and UC-Com.Decommit. We use UC-Com.Commit(a, b) to denote
a commitment to the concatenation of strings a and b. UC-secure commitments can be uncondi-
tionally realized in the malicious stateless PUF model [DS13]. Formally, we prove the following
theorem:

5This is fixed later by using coin-tossing to generate (x0, x1), refer Section 4.
6In Section 6, we consider an even stronger model where R may encapsulate PUFs within a possibly

malicious P̂UFs. P̂UFs externally forwards some queries to PUFs and forwards the outputs to the evaluator,
while possibly replacing some or all of these outputs with other arbitrary values. We note that this covers
the case where the receiver generates P̂UFs malicious and independently of PUFs.
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Inputs: Sender S has private inputs (m0,m1) ∈ {0, 1}2n and Receiver R has
private input b ∈ {0, 1}.

1. Sender Message: S does the following:

• Generate a PUF PUFs : {0, 1}n → {0, 1}n.

• Choose a pair of random strings (x0, x1)
$←{0, 1}2n.

• Send PUFs and (t0, t1) = UC-Com.Commit(x0, x1) to R.

2. Receiver Message: R does the following:

• Choose a pair of random strings (c0, c1)
$←{0, 1}2n.

• Compute r0 = PUFs(c0), r1 = PUFs(c1).

• Set c = cp and r = rp for p
$←{0, 1}.

• Store the pair (c, r) and send PUFs to S.

3. Sender Message:

• S sends (x0, x1) = UC-Com.Decommit(t0, t1) to R.

4. Receiver Message: R does the following:

• Abort if the decommitment does not verify correctly.

• Compute and send val = c⊕ xb to S.

5. Sender Message:

• S computes S0 = m0⊕PUFs(val⊕x0), S1 = m1⊕PUFs(val⊕x1) and sends
(S0, S1) to R.

Outputs: S has no output. R outputs mb which is computed as (Sb ⊕ r).

Figure 1: Protocol Π1 for 2-choose-1 OT in the malicious stateless PUF model.

Theorem 1. The protocol Π1 in Figure 1 unconditionally UC-securely realizes Fot in the malicious
stateless PUF model.

This protocol is essentially the protocol of Dachman-Soled et al. [DFK+14], modified to enable
correct extraction of the sender’s input. The protocol as specified in [DFK+14], even though
private, does not allow for straight-line extraction of the sender’s input messages – unless one is
willing to make the strong assumption that the simulator can make queries to a (malicious) PUF
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that an adversary created, even when this malicious PUF is in the adversary’s possession (i.e., the
adversary can update its state or simply destroy it).

Our main modification is to have the sender commit to his values (x0, x1) using a UC-secure
commitment scheme. In this case, it is possible for the simulator to extract (x0, x1) in a straight-
line manner from the commitment, and therefore extract the sender’s input while it remains hidden
from a real receiver. The rest of the proof follows in the same manner as [DFK+14]; recall that we
already gave an overview in Section 1.4. We defer the formal proofs of correctness and security of
this protocol to Appendix D.

4 UC Computation Secure Against Bounded Stateful PUFs

Overview. A malicious stateful PUF can generate outputs as a function of its previous input
queries. For the (previous) protocol in Figure 1, in the view of a malicious sender, the joint
distribution of the evaluation queries made to the PUF by SimS , differs from the joint distribution
of the evaluation queries made to the PUF by an honest receiver. In particular, in Step 2, SimS
makes two queries (c1, c2) to the PUF such that (c1⊕c2) = (x1⊕x2), where (x1, x2) are the sender’s
random messages. On the other hand, an honest receiver makes two queries (c1, c2) to the PUF
such that (c1 ⊕ c2) = rv, for an independent random variable rv. Therefore, a malicious sender can
distinguish the two worlds by having a malicious stateful PUF compute a reply to c2 depending on
the value of the previous challenge c1. We will call these attacks of Type I. In this section, we will
describe a protocol secure against all possible attacks where a stateful PUF computes responses to
future queries as a function of prior queries.

A stateful PUF created by the sender can also record information about the queries made by
the receiver, and replay this information to a malicious sender when he inputs a secret challenge.
For PUFs with bounded state, we view these as ‘leakage’ attacks, by considering all information
recorded and replayed by a PUF as leakage. We will call these attacks of Type II. We describe a
protocol secure against general bounded stateful PUFs (i.e., secure against attacks of both Type I
and Type II) in Section 5.

Our Strategy. Let ` denote an upper bound on the state of any malicious PUF created by the
sender S. Our strategy to obtain secure oblivious transfer from any PUF with `-bounded state is
as follows: We use (the same) PUFs created by the sender, to execute K = Θ(`) oblivious transfers
in parallel. In our new protocol in Figure 2, we carefully intersperse an additional round of coin
tossing with our basic protocol from Figure 1, to obtain security against attacks of Type I.

Specifically, we modify the protocol of Figure 1 as follows – instead of having S generate
the random strings (x0, x1), we set the protocol up so that both S and the receiver R generate
XOR shares of (x0, x1). Furthermore, R generates his shares only after obtaining the PUF and a
commitment to sender shares from S. In such a case, the PUF created by S must necessarily be
independent of the receiver shares and consequently, also independent of (x0, x1).

Recall from Section 3, that the simulator against a malicious sender succeeds if it can obtain the
output of the PUF to queries of the form (c, c⊕x0⊕x1) for a random c, whereas an honest receiver
can only make queries of the form (c1, c2) for randomly chosen (c1, c2). Since (x0, x1) appear to be
distributed uniformly at random to the PUF, the distributions of (c, c ⊕ x0 ⊕ x1) and (c1, c2) are
also statistically indistinguishable to the PUF7.

7We assume the simulator can control which simulator queries the adversary’s PUF records (but an
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Therefore, the sender simulator succeeds whenever the honest receiver does not abort and this
suffices to prove security against a malicious sender.

Finally, we note that the simulation strategy against a malicious receiver remains similar to
Section 3, even if the receiver has the ability to create PUFs with unbounded state.

Construction. The protocol ΠK in Figure 2 allows us to use an `-bounded stateful PUF to
obtain K secure (but leaky) oblivious transfers, such that a malicious sender can obtain at most
` bits of additional universal leakage on the joint distribution of the receiver’s choice input bits
(b1, b2, . . . bK). Our protocol makes black-box use of a UC-commitment scheme (see Appendix C),
denoted by the algorithms UC-Com.Commit and UC-Com.Decommit8. UC-secure commitments can
be unconditionally realized in the malicious stateful PUF model [DS13].

Theorem 2. The protocol ΠK unconditionally UC-securely realizes K instances of OT( F [⊗K]
ot )

in an `-bounded-stateful PUF model, except that a malicious sender can obtain at most ` bits of

additional universal leakage on joint distribution of the receiver’s choice bits over all F [⊗K]
ot .

Correctness is immediate from inspection. We defer the full proof of security to Appendix E.

5 One-Sided Correlation Extractors with Malicious Security

From Section 4, in the `-bounded stateful PUF model, we obtain K leaky oblivious transfers, such
that the sender can obtain ` bits of universal leakage on the joint distribution of the receiver’s
choice bits over all K oblivious transfers.

Because OT is reversible [WW06], it suffices to consider a reversed version of the above setting,
i.e., where the receiver can obtain ` bits of additional universal leakage on the joint distribution
of all the sender’s messages over all K oblivious transfers. More formally, the leakage model we
consider is as follows:

honest party cannot). Indeed, without our assumption, if a stateful PUF recorded every simulator query, a
malicious sender on getting back PUFs may observe the correlation between queries (c, c′) recorded by the
PUF when the simulator queried it, versus two random queries when an actual honest party queried it. Ours
is a natural assumption and obtaining secure OT remains extremely non-trivial even with this assumption.
We note that this requirement can be removed using standard secret sharing along with cut-and-choose,
but at the cost of a more complicated protocol with a worse OT production rate. For completeness, we
describe this protocol in Appendix K.

8The UC-framework (and its variants) seemingly fail to capture the possibility of transfer of physical
devices like PUFs across different protocols, to the best of our knowledge. Within our OT protocol, we
invoke the ideal functionality for UC-secure commitments. Thus, we would like to ensure that our UC-
secure commitment scheme composes with the rest of the protocol even if PUFs created in the commitment
scheme are used elsewhere in the OT protocol and vice versa. In our protocol, the only situation where
such an issue might arise, is if one of the parties in the main OT protocol, later maliciously passes a
PUF that it received from the honest party during a commitment phase. This is avoided by requiring all
parties to return the PUFs to their original creator at the end of the decommitment phase. Note that this
does not violate security even if the PUFs are malicious and stateful. The creating party, like in previous
works [DS13, DFK+14] can probe a random point before sending the PUF, and then check this point again
on receiving the PUF, to ensure that they received the correct PUF.
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Repeat the following protocol K times in parallel for fresh private inputs (mi
0,m

i
1) of

the sender and bi of the receiver for i ∈ [K].
Inputs: Sender S has private inputs (m0,m1) = (mi

0,m
i
1) ∈ {0, 1}2n and Receiver

R has private input b = bi ∈ {0, 1}.

1. Sender Message: S does the following.

• Generate a PUF PUFs : {0, 1}n → {0, 1}n.(Use the same PUF for all the
K parallel sessions).

• Choose a pair of random strings (x0, x1)
$←{0, 1}2n.

• Send PUFs and (t0, t1) = UC-Com.Commit(x0, x1) to R.

2. Receiver Message: R does the following.

• Choose a pair of random strings (c0, c1)
$←{0, 1}2n

• Compute r0 = PUFs(c0), r1 = PUFs(c1).

• Set c = cp and r = rp for p
$←{0, 1} and store the pair (c, r).

• Pick and send (x̂0, x̂1)
$←{0, 1}2n along with PUFs, to S.

3. Sender Message:
S sends (x0, x1) = UC-Com.Decommit(t0, t1) to R.

4. Receiver Message: If UC-Com.Decommit(t0, t1) does not verify, abort. Else,
compute and send val = c⊕ xb⊕x̂b to S.

5. Sender Message: S does the following.

• Compute

S0 = m0 ⊕ PUFs(val⊕ x0⊕x̂0) and S1 = m1 ⊕ PUFs(val⊕ x1⊕x̂1).

• Send (S0,S1) to R.

Outputs: S has no output. R outputs mb which is computed as (Sb ⊕ r).

Figure 2: Protocol ΠK for K 2-choose-1 OTs (with at most `-bounded leakage) in the
malicious stateful PUF model. The changes from the protocol in Figure 1 are marked in
red.

One-Sided Leakage Model for Correlation Extractors Here, we begin by describing
our leakage model for OT correlations formally, followed by the definition of one-sided correlation
extractors for OT. Our leakage model is as follows:
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1. K-OT Correlation Generation Phase: For i ∈ [K], the sender S obtains (xi0, x
i
1) ∈

{0, 1}2 and the receiver R gets (bi, x
i
bi

).

2. Corruption and Leakage Phase: A malicious adversary corrupts the receiver and sends
a leakage function L : {0, 1}K → {0, 1}tR . It receives L({(xi0, xi1)}i∈[K]).

Let (X,Y ) be a random OT correlation. We denote a tR-leaky version of (X,Y )K described above
as ((X,Y )K)[tR].

Definition 1 ((n, p, tR, ε) One-Sided Malicious OT-Extractor). An (n, p, tR, ε) one-sided ma-
licious OT-extractor is an interactive protocol between 2 parties S and R in the ((X,Y )n)[tR] hybrid
described above. The protocol implements p independent copies of secure oblivious transfer instances
with simulation error ε.

Theorem 3 (Extracting a Single OT). There exists a (2`+2n+1, 1, `, 2−n) one-sided OT extractor
according to Definition 1.

Theorem 4 (High Production Rate). There exists a (2`+2n, n
log2 n

, `, 1
n logn ) one-sided OT extrac-

tor according to Definition 1.

We prove these theorems by giving a construction and proof of security of such extractors in
the following sections. We will make use of strong seeded extractors in our construction, and we
define such extractors below.

Definition 2 (Strong seeded extractors). A function Ext : {0, 1}n × {0, 1}d → {0, 1}m is called a
strong seeded extractor for entropy k if for any (n, k)-source X and an independent random variable

Y that is uniform over {0, 1}d, it holds that (Ext(X,Y ), Y ) ≈ (Um, Y ).

Here, Um is a random variable that is uniformly distributed overm bit strings and is independent
of Y , namely (Um, Y ) is a product distribution. In particular, it is known [GUV09, TU12, DKSS13]
how to construct strong seeded extractors for any entropy k = Ω(1) with seed length d = O(log n)
and m = 0.99k output bits.

Construction. In Figure 3, we give the basic construction of an extractor that securely obtains
a single oblivious transfer from K = (2` + 2n) OTs, when a receiver can obtain at most ` bits of
universal leakage from the joint distribution of sender inputs over all the OTs.

Correctness is immediate from inspection. Intuitively, the protocol is secure against ` bits of
universal (joint) leakage because setting K = 2`+ 2n still leaves n bits of high entropy even when
the receiver can obtain 2`+ n bits of leakage. Moreover, with ` bits of additional universal leakage
over all pairs of sender inputs (m1

0,m
1
1,m

2
0, m

2
1, . . .m

K
0 ,m

K
1 ), the strong seeded extractor extracts

an output that is statistically close to uniform, and this suffices to mask the sender input.
We defer the formal proof of security of our protocol to Appendix F.

High Production Rate: It is possible to obtain an improved production rate at the cost of higher
simulation error. This follows using techniques developed in prior work [Vad04, GIMS15], and the
details can be found in Appendix G.
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Let E : {0, 1}K×{0, 1}n → {0, 1} be a strong randomness (K, 2−n)-extractor for seed
length d = O(n).
Inputs: Sender S has private inputs (x0, x1) ∈ {0, 1}2n and receiver R has private
input b ∈ {0, 1}.
Given: K = 2` + 2n OTs, such that a malicious receiver can obtain additional `
bits of leakage on the joint distribution of all sender inputs.

1. Invoking OT Correlations:

• For i ∈ [K], S picks inputs mi
0,m

i
1

$←{0, 1}.
• For i ∈ [K], S invokes the ith OT on input mi

0,m
i
1.

• For i ∈ [K], R invokes the ith OT on input (the same) choice bit b.

2. Sender Message:

• S picks random seed s
$← {0, 1}d for the strong seeded extrac-

tor E , and computes M0 = E .Ext(m1
0||m2

0||m3
0 . . .m

K
0 , s) and M1 =

E .Ext(m1
1||m2

1||m3
1 . . .m

K
1 , s), where || denotes the concatenation operator.

• S sends y0 = M0 ⊕ x0, y1 = M1 ⊕ x1 to R, along with seed s.

3. Output: R computes xb = yb ⊕ E .Ext(m1
b||m2

b||m3
b . . . ||mK

b , s).

Figure 3: (2`+ 2n, 1, `, 2−n) One-Sided Malicious Correlation Extractor.

6 UC Secure Computation in the Malicious Encapsulation
Model

Let us consider the stateless protocol described in Section 3. In this protocol, the receiver must
query PUFs that he obtained from the sender on a random challenge c, before returning PUFs to
the sender. A malicious receiver cannot have queried PUFs on both c and (c ⊕ x0 ⊕ x1), because
(x0 ⊕ x1) is chosen by the sender, independently and uniformly at random – and is revealed only
after the receiver has returned PUFs. If a malicious receiver was restricted to honestly returning
the PUF generated by the sender, by unpredictability of PUFs, the output of PUFs on (c⊕x0⊕x1)
would be a completely unpredictable uniform random variable from the point of view of the receiver
– and this sufficed to prove sender security.

However, if a malicious receiver had no such restriction – it could possibly generate a malicious

PUF, P̂UF of his own and give it to the sender, in place of the sender’s PUF that it was actually

supposed to return. The output of P̂UF would no longer remain unpredictable to the receiver and
this would lead to a total break of security. As already pointed out in [DFK+14], this can be fixed
by having the sender make “test queries” to the PUF he generates, before sending the PUF to the

receiver. Indeed, when P̂UF is generated by the receiver independently of PUFs, the response of
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P̂UF on the sender’s random test query will not match the response of PUFs and the sender will
catch such a cheating receiver with overwhelming probability.

But things become non-trivial when a malicious receiver can construct P̂UF encapsulating PUFs,

such that P̂UF redirects all test queries to PUFs (and outputs the value output by PUFs on the
evaluation query), whereas it maliciously answers all protocol queries. In order to rule this out,
we ensure that the protocol queries (i.e., the input c that the receiver must query PUFs with) are
generated uniformly at random, by using coin-tossing, combined with cut-and-choose tests to ensure
that they are properly used. This is done carefully to ensure that the test queries and protocol

queries are identically distributed in the view of P̂UF (and are revealed only after the receiver has

sent P̂UF to the sender).

This ensures that if a maliciously generated P̂UF correctly answers all test queries – then with
overwhelming probability, it must necessarily have answered at least one evaluation query correctly
according to the output of PUFs. At this point, an OT combiner is used to obtain one secure
instance of OT.

Let the security parameter be n. The protocol in Figure 4 UC-securely realizes 2-choose-1 OT
in a stronger model, where a malicious party is allowed to create malicious PUFs that encapsulate
other honest PUFs (see Section 2.1). We emphasize that our protocol does not require that honest
parties have the capability to encapsulate PUFs, yet it is secure even when adversarial parties can
create encapsulated PUFs. The protocol uses a UC-commitment scheme, secure in the malicious
stateless encapsulated PUF model. We use Com to denote the ideal functionality for such a scheme.
We construct such a scheme in Section 7.

Though the commitment scheme we construct is UC-secure, it is not immediately clear that it
composes with the rest of the OT protocol for the same reasons as were described in Section 4. Like
in Section 4, this can be resolved by requiring both parties to return PUFs back to the respective
creators at the end of the decommitment phase, and the creators performing simple verification
checks. If any party fails to return the PUF, the other party aborts the protocol. Therefore,
parties cannot substitute (or encapsulate) PUFs created by some party in a different part of the
OT protocol as their own.

We prove correctness here and defer the formal proof of security of our protocol to Appendix I.

Correctness.

Claim 1. For all (m0,m1) ∈ {0, 1}2 and b ∈ {0, 1}, the output of R equals mb.

Proof. If b = 0, bci = bi for all i, and the receiver computes:
m′0 = S0

⊕
i∈n\I r

i = S0

⊕
i∈n\I PUFs(c

i) = S0

⊕
i∈n\I PUFs(val

i ⊕ xibi)
= m0

⊕
i∈n\I PUFs(val

i ⊕ xibci)
⊕

i∈n\I PUFs(val
i ⊕ xibi) = m0.

If b = 1, 1− bci = bi for all i, and the receiver computes:
m′1 = S1

⊕
i∈n\I r

i = S1

⊕
i∈n\I PUFs(c

i) = S1

⊕
i∈n\I PUFs(val

i ⊕ xibi)
= m1

⊕
i∈n\I PUFs(val

i ⊕ xi1−bci)
⊕

i∈n\I PUFs(val
i ⊕ xibi) = m1.
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Inputs: Sender S has private inputs (m0,m1) ∈ {0, 1}2n and ReceiverR has private
input b ∈ {0, 1}.

1. Coin Flip I: For i ∈ [n], R picks ci1
$←{0, 1}n, sends di = UC-Com.Commit(ci1)

to S. S chooses ci2
$←{0, 1}n, sends ci2 to R. R computes ci = ci1 ⊕ ci2.

2. Sender Message: S generates PUFs : {0, 1}n → {0, 1}n, and does:

• Test Queries: For each i ∈ [n], choose TQi
$← {0, 1}n and compute

TRi = PUFs(TQi). Store the pair (TQi,TRi).

• For each i ∈ [n], choose a pair of random strings (xi0, x
i
1)

$←{0, 1}2n. Com-
pute (ti0, t

i
1) = UC-Com.Commit(xi0, x

i
1). Send (ti0, t

i
1) and PUFs to R.

3. Receiver Message: For each i ∈ [n], choose a random string (ci0)
$← {0, 1}n

and obtain rri = PUFs(c
i), rri0 = PUFs(c

i
0). Abort if PUFs aborts, else send

PUFs to S. Pick and send (x̂i0, x̂
i
1)

$←{0, 1}2n
2

.

4. Sender Message: S does the following.

• Verification of TQ: For each i ∈ [n], if TRi 6= PUFs(TQi), abort.

• For each i ∈ [n], send (xi0, x
i
1) = UC-Com.Decommit(ti0, t

i
1) to R.

5. Receiver Message: Abort if UC-Com.Decommit(ti0, t
i
1) does not verify for any

i ∈ [n]. Else pick bi
$←{0, 1}, compute and send vali = ci ⊕ xibi ⊕ x̂ibi to S.

6. Cut-and-choose:

• Coin Flip II: S picks rS
$←{0, 1}2K , sends tS = UC-Com.Commit(rS). R

picks and sends rR
$←{0, 1}2K . S sends rS = UC-Com.Decommit(tS), and

(S,R) use (rS ⊕ rR) to pick a subset I of indices i ∈ [n], of size K
2 .

• For i ∈ [I], R sends ci1 = UC-Com.Decommit(di).

• Verification: S computes ci = ci1⊕ci2 and checks if either vali = ci⊕xi0⊕x̂i0
OR vali = ci ⊕ xi1 ⊕ x̂i1. If not, S aborts.

7. Receiver Message: For each i ∈ [n] \ I, R sends bci = bi ⊕ b to S.

8. Sender Message: S computes S0 = m0
⊕

i∈n\I PUFs(val
i ⊕ xibci ⊕ x̂ibci), S1 =

m1
⊕

i∈n\I PUFs(val
i ⊕ xi1−bci ⊕ x̂i1−bci). S sends (S0, S1) to R.

Outputs: S has no output. R outputs mb := (Sb ⊕ r1 ⊕ . . .⊕ rn).

Figure 4: OT in the malicious stateless PUF model with encapsulation. We mark with red
all differences from the protocol in the stateless malicious PUF model.
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7 UC Commitments in the Malicious Encapsulation Model

In this section, we construct UC commitments using stateless PUFs, that are secure in an incom-
parable model, (with respect to [DS13]) where an adversary can encapsulate honest PUFs (refer
Section 2.1), to create malicious stateless encapsulated PUFs. Note that the protocol does not
require any honest party to have the ability to encapsulate PUFs, but is secure against parties that
do have this ability.

We note that it suffices to construct an extractable commitment scheme that is secure against
encapsulation. Given such a scheme, Damg̊ard-Scafuro [DS13] show that it is possible to compile the
extractable commitment scheme using an additional ideal commitment scheme (refer Appendix J
for details), to obtain a UC commitment scheme that is secure in the malicious stateless PUF
model. Since the compiler in [DS13] does not require any additional PUFs at all, if the extractable
commitment and the ideal commitment are secure against encapsulation attacks, then so is the
resulting UC commitment.

Extractable Commitments. We describe how to construct an extractable bit commitment
scheme ExtCom = (ExtCom.Commit,ExtCom.Decommit,ExtCom.Extract) that is secure in the mali-
cious stateless PUFs model with encapsulation. We start with the extractable commitment scheme
of [DS13] that is secure against malicious PUFs in the non-encapsulated setting. They crucially
rely on the fact that the initial PUF (let’s call it PUFr) sent by the receiver can not be replaced
by the committer (as that would be caught using a previously computed test query). To perform
extraction, the simulator against a malicious committer looks at the queries made by the commit-
ter to PUFr and extracts the committer’s bit. However, in the encapsulated setting, the malicious

committer could encapsulate the receiver’s PUF inside another PUF (let’s call it P̂UFr) that, for
all but one query, answers with the output of PUFr. For the value that the committer is actually

required to query on, P̂UFr responds with a maliciously chosen value. Observe that in the protocol
description, this query is chosen only by the committer and hence this is an actual attack. There-

fore, except with negligible probability, all the receiver’s test queries will be answered by P̂UFr with
the output of the receiver’s original PUF - PUFr. On the other hand, since the target query is no

longer forwarded by P̂UFr to the receiver’s original PUF, the simulator does not get access to the
target query and hence can not extract the committer’s bit.

To overcome this issue, we develop a new technique that forces the malicious committer to
reveal the target query to the simulator (but not to the honest receiver). After the committer

returns P̂UFr, the receiver creates a new PUF (let’s call it PUFR). Now, using the commitment,

the receiver queries PUFR on two values, one of which is guaranteed to be the output of P̂UFr
on the target query. The receiver stores these two outputs and sends PUFR to the committer.

The malicious committer now has to query PUFR with P̂UFr’s output on his target query and
commit to the value that is given in output by PUFR (using an ideal commitment scheme). In the
decommitment phase, using the previously stored values and the committer’s input bit, the receiver
can verify that the committer indeed queried PUFR on the correct value. Observe that since the
receiver has precomputed the desired output, the malicious committer will not be able to produce
an honest decommitment if he tampers with PUFR and produces a different output. Therefore, the
malicious committer must indeed query PUFR and this can be observed by the simulator and used
to extract the committer’s bit. Our scheme is described in Figure 5. We show that this scheme is
correct, statistically hiding, and extractable; and give further details in Appendix J.
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Inputs: Committer C has private input b ∈ {0, 1} and receiver R has no input.
Commitment Phase:

1. Receiver Message: R does the following:

• Generate a PUF PUFr : {0, 1}3n → {0, 1}3n.

• Test Queries : For each i ∈ [n], choose TQi
$← {0, 1}3n, and compute

TRi = PUFr(TQi). Store the pair (TQi,TRi). Send PUFr to C.

2. Committer Message: C does the following:

• Generate a PUF PUFs : {0, 1}n → {0, 1}3n.

• For each i ∈ [n], choose si ∈ {0, 1}n. Compute σsi = PUFs(si) and
σri = PUFr(σsi). Send PUFs,PUFr to R.

3. Receiver Message: R does the following:

• Verification : For each i ∈ [n], if TRi 6= PUFr(TQi), abort.

• For each i ∈ [n], choose a random string ri
$←{0, 1}3n and send ri to C.

4. Committer Message: C does the following: If b = 0, set ci = σsi for i ∈ [n],
else set ci = (σsi ⊕ ri) for i ∈ [n]. Send ci to R.

5. Receiver Message: R does the following:

• Generate a PUF PUFR : {0, 1}3n → {0, 1}3n.

• For i ∈ [n], set yi = PUFR(PUFr(ci)), zi = PUFR(PUFr(ci ⊕ ri)), send
PUFR to C.

6. Committer Message: For each i ∈ [n], C computes xi = PUFR(σri). C
computes and sends ti = IdealCom.Commit(xi) to R.

Decommitment Phase:

1. Committer Message: C does the following:

• Send b to R and for each i ∈ [n], send si, IdealCom.Decommit(xi) to R.

2. Receiver R does the following:

• For any i ∈ [n], if IdealCom.Decommit(xi) does not verify, output ⊥.

• If b = 0, ci = PUFs(si) and xi = yi for all i ∈ [n], output 0, else ⊥.

• If b = 1, ci = (PUFs(si)⊕ ri) and xi = zi for all i ∈ [n], output 1, else ⊥.

Figure 5: Protocol for Extractable Commitment in the malicious stateless PUF model with
encapsulation.
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A Physically Unclonable Functions: Modeling

In this section we follow definitions given in [BFSK11]. A PUF is a noisy physical source of
randomness. The randomness property comes from an uncontrollable manufacturing process. A
PUF is evaluated with a physical stimulus, called the challenge, and its physical output, called
the response, is measured. Since the processes involved are physical, the function implemented by
a PUF can not (necessarily) be modeled as a mathematical function, neither can be considered
computable in PPT. Moreover, the output of a PUF is noisy, namely, querying a PUF twice with
the same challenge, could yield to different outputs. The mathematical formalization of a PUF due
to [BFSK11] is the following.

A PUF-family P is a pair of (not necessarily efficient) algorithms Sample and Eval, and is
parameterized by the bound on the noise of PUF’s response dnoise and the range of the PUF’s
output rg. Algorithm Sample abstracts the PUF fabrication process and works as follows. On
input the security parameter, it outputs a PUF-index id from the PUF-family satisfying the security
property (that we define soon) according to the security parameter. Algorithm Eval abstracts the
PUF-evaluation process. On input a challenge q, it evaluates the PUF on q and outputs the response
a of length rg. The output is guaranteed to have bounded noise dnoise, meaning that, when running
Eval(1K , id, q) twice, the Hamming distance of any two responses a1, a2 is smaller than dnoise(K).
Without loss of generality, we assume that the challenge space of a PUF is a full set of strings of a
certain length.

Definition 3 (Physically Unclonable Functions). Let rg denote the size of the range of the PUF
responses of a PUF-family and dnoise denote a bound of the PUF’s noise. P = (Sample,Eval) is a
family of (rg, dnoise)-PUF if it satisfies the following properties.

• Index Sampling. Let IK be an index set. On input the security parameter K, the sampling
algorithm Sample outputs an index id ∈ IK following a not necessarily efficient procedure.
Each id ∈ IK corresponds to a set of distributions Did. For each challenge q ∈ {0, 1}K , Did

contains a distribution Did(q) on {0, 1}rg(K)
. Did is not necessarily an efficiently sampleable

distribution.
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• Evaluation. On input the tuple (1K , id, q), where q ∈ {0, 1}K , the evaluation algorithm Eval

outputs a response a ∈ {0, 1}rg(K)
according to distribution Did(q). It is not required that

Eval is a PPT algorithm.

• Bounded Noise. For all indexes id ∈ IK , for all challenges q ∈ {0, 1}K , when run-
ning Eval(1K , id, q) twice, the Hamming distance of any two responses a1, a2 is smaller than
dnoise(K).

In the paper we use PUFid(q) to denote Did(q). When not misleading, we omit id from PUFid,
using only the notation PUF.
Security of PUFs. We assume that PUFs enjoy the properties of unclonability and unpredictabil-
ity. Unpredictability is modeled via an entropy condition on the PUF distribution. Namely, given
that a PUF has been measured on a polynomial number of challenges, the response of the PUF
evaluated on a new challenge has still a significant amount of entropy. Notice that unpredictability
as defined here implies mild forms of unclonability [BFSK11]. In the following we recall the concept
of average min-entropy.

Definition 4 (Average min-entropy). The average min-entropy of the measurement PUF(q) con-
ditioned on the measurements of challenges Q = (q1, . . . , qpoly(n)) is defined by

H̃∞(PUF(q)|PUF(Q))

= − log
(
Eak←PUF(qk)[max

a
Pr
[
PUF(q) = a|a1 = PUF(q1), . . . , apoly(n) = PUF(qpoly(n))

]
]
)

= − log
(
Eak←PUF(qk)[2

H∞(PUF(q)=a|a1=PUF(q1),...,apoly(n)=PUF(qpoly(n))]
)

where the probability is taken over the choice of id from IK and the choice of possible PUF responses
on challenge q. The term PUF(Q) denotes a sequence of random variables PUF(q1), . . . ,PUF(qpoly(n))
each corresponding to an evaluation of the PUF on challenge qk, for 1 ≤ k ≤ poly(n).

Unpredictability. A (rg, dnoise)-PUF family P = (Sample,Eval) for security parameter K is

(dmin(K),m(K))-unpredictable if for any q ∈ {0, 1}K and challenge list Q = (q1, . . . , qpoly(n)), one
has that, if for all 1 ≤ k ≤ poly(n) the Hamming distance satisfies disham(q, qk) ≥ dmin(K), then
the average min-entropy satisfies H̃∞(PUF(q)|PUF(Q)) ≥ m(K), where PUF(Q) denotes a sequence
of random variables PUF(q1), . . . ,PUF(qpoly(n)) each corresponding to an evaluation of the PUF on
challenge qk. Such a PUF-family is called a (rg, dnoise, dmin,m)-PUF family.

Fuzzy Extractors. The output of a PUF is noisy, that is, feeding it with the same challenge
twice may yield distinct, but still close, responses. Fuzzy extractors of Dodis et al. [DORS08]
are applied to the outputs of the PUF to convert such noisy, high-entropy measurements into
reproducible randomness.

Let U` denote the uniform distribution on `-bit strings. Let M be a metric space with the
distance function dis: M×M→ R+.

Definition 5 (Fuzzy Extractors). A (m, `, t, ε)-fuzzy extractor is a pair of efficient randomized
algorithms (FuzGen,FuzRep). The algorithm FuzGen on input w ∈M, outputs a pair (p, st), where

st ∈ {0, 1}` is a secret string and p ∈ {0, 1}∗ is a helper data string. The algorithm FuzRep, on
input an element w′ ∈M and a helper data string p ∈ {0, 1}∗ outputs a string st. A fuzzy extractor
satisfies the following properties.
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• Correctness. For all w,w′ ∈M, if dis(w,w′) ≤ t and (st, p)
$← FuzGen, then FuzRep(w′, p) =

st.

• Security. For any distribution W on the metric space M, that has min-entropy m, the first
component of the random variable (st, p), defined by drawing w according to W and then
applying FuzGen, is distributed almost uniformly, even given p, i.e., SD((st, p), (U`, p)) ≤ ε.

Given a (rg(K), dnoise(K), dmin(K),m(K))-PUF family with dmin(K) = o(K/ logK), a matching
fuzzy extractor has as parameters `(K) = K and t(K) = dnoise(K). The metric space M is the
range {0, 1}rg with Hamming distance disham. We call such PUF family and fuzzy extractor as
having matching parameters, and the following properties are guaranteed.

• Well-Spread Domain. For all polynomial p(K) and all set of challenges q1, . . . , qp(K), the
probability that a randomly chosen challenge is within distance smaller than dmin with any
qk, for 1 ≤ k ≤ K is negligible.

• Extraction Independence. For all challenges q1, . . . , qp(K), and for a challenge q such that
dis(q, qk) > dmin for 1 ≤ k ≤ p(K), it holds that the PUF evaluation on q and subsequent
application of FuzGen yields an almost uniform value st even if p is observed.

• Response consistency. Let a, a′ be the responses of PUF when queried twice with the

same challenge q, then for (st, p)
$← FuzGen(a) it holds that st← FuzRep(a′, p).

Unclonability. We define unclonability as in [BFSK11]. Consider an adversary A that wishes
to clone a PUF PUF1 sampled from a PUF family PUF while having access to several other PUFs
PUF2, . . . ,PUFn from the same family. A family PUF is said to be clonable if there exists a proba-
bilistic polynomial time algorithm (PPT) A such that for all PPT distinguishers D, the advantage
of the distinguisher in the following game is negligible in λ.
Unc(PUF,A, λ)

• Learning Phase: Proceeding adaptively, the adversary A has access to an oracle Sample
which, given an index i, draws a PUF PUFi from the family according to Sample as well as
to Eval oracles that evaluate PUFi. The index of the first sampling query is denoted by i0.

• Challenge Phase: Eventually, we withdraw the adversarys possibility to query PUFi0 by
withdrawingA’s access to the Eval oracle of PUFi0 . A can now be queried with input challenge
values c. For all challenges c, A is required to output answers r that are (computationally)
indistinguishable from answers given by PUFi0 . That is, for any distinguisher D that is given
two oracles that are either both equal to the Eval algorithm of PUFi0 , or one oracle is A and
one oracle is the Eval algorithm of PUFi0 , the advantage of D is equal to:

Pr[ DPUFi0
,A = 1]− Pr[ DPUFi0

,PUFi0 = 1].

Definition 6. (Unclonability) A family of PUFs PUF = (Sample,Eval) is said to be unclonable if
it is not clonable.

The ideal functionality for honest PUFs is described in Figure 6.
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FHPUF uses PUF family P = (Sample,Eval) with parameters (rg, dnoise, dmin,m). It runs
on input the security parameter 1K , with parties P = {P1, . . . , Pn} and adversary S.

• When a party P̂ ∈ P∪{S} writes (initPUF, sid, P̂ ) on the input tape of FHPUF, FHPUF

checks whether L already contains a tuple (sid, ∗, ∗, ∗, ∗):
– If this is the case, then turn into the waiting state.

– Else, draw id← Samplemode(1
K) from the PUF family. Put (sid, id, P̂ , notrans)

in L and write (initializedPUF, sid) on the communication tape of P̂ .

• When party Pi writes (evalPUF, sid, Pi, q) on FHPUF’s input tape, FHPUF checks if
there exists a tuple (sid, id, Pi, notrans) in L.

– If not, then turn into waiting state.

– Else, run a← Evalmode(1
K , id, q). Write (responsePUF, sid, q, a) on Pi’s commu-

nication input tape.

• When a party Pi sends (handoverPUF, sid, Pi, Pj) to FHPUF, check if there exists a
tuple (sid, ∗, Pi, notrans) in L.

– If not, then turn into waiting state.

– Else, modify the tuple (sid, id, Pi, notrans) to the updated tuple (sid, id, ⊥,
trans(Pj)). Write (invokePUF, sid, Pi, Pj) on S’s communication input tape.

• When the adversary sends (evalPUF, sid,S, q) to FHPUF, check if L contains a tuple
(sid, id, ⊥, trans(∗)).

– If not, then turn into waiting state.

– Else, run a← Evalmode(1
K , id, q) and return (responsePUF, sid, q, a) to S.

• When S sends (readyPUF, sid,S) to FHPUF, check if L contains the tuple (sid, id, mode,
⊥, trans(Pj)).

– If not found, turn into the waiting state.

– Else, change the tuple (sid, id, mode, ⊥, trans(Pj)) to (sid, id, mode, Pj , notrans)
and write (handoverPUF, sid, Pi) on Pj ’s communication input tape and store
the tuple (receivedPUF, sid, Pi).

• When the adversary sends (receivedPUF, sid, Pi) to FHPUF, check if the tuple
(receivedPUF, sid, Pi) has been stored. If not, return to the waiting state. Else,
write this tuple to the input tape of Pi.

Figure 6: The ideal functionality FHPUF for honest PUFs.
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Modeling Malicious PUFs. We model malicious PUFs as in [OSVW13]. The ideal function-
ality for malicious PUFs is shown in Figure 7. We refer the reader to [OSVW13] for more details
on the different properties of malicious PUFs.

FMPUF uses PUF families P1 = (Samplenormal,Evalnormal) with parameters
(rg, dnoise, dmin,m), and P2 = (Samplemal,Evalmal). It runs on input the security parameter
1K , with parties P = {P1, . . . , Pn} and adversary S.

• When a party P̂ ∈ P∪{S} writes (initPUF, sid, mode, P̂ ) on the input tape of FMPUF,
where mode ∈ {normal, mal}, then FMPUF checks whether L already contains a
tuple (sid, ∗, ∗, ∗, ∗): If this is the case, then turn into the waiting state. Else, draw
id ← Samplemode(1

K) from the PUF family. Put (sid, id, mode, P̂ , notrans) in L and
write (initializedPUF, sid) on the communication tape of P̂ .

• When party Pi ∈ P writes (evalPUF, sid, Pi, q) on FMPUF’s input tape, check if there
exists a tuple (sid, id, mode, Pi, notrans) in L. If not, then turn into waiting state.
Else, run a ← Evalmode(1

K , id, q). Write (responsePUF, sid, q, a) on Pi’s communica-
tion input tape.

• When a party Pi sends (handoverPUF, sid, Pi, Pj) to FPUF, check if there exists a
tuple (sid, ∗, ∗, Pi, notrans) in L. For each tuple that If not, then turn into waiting
state. Else, modify the tuple (sid, id, mode, Pi, notrans) to the updated tuple (sid, id,
mode, ⊥, trans(Pj)). Write (invokePUF, sid, Pi, Pj) on S’s communication input tape.

• When the adversary sends (evalPUF, sid,S, q) to FMPUF, check if L contains a tuple
(sid, id, mode, ⊥, trans(∗)) or (sid, id, mode,S, notrans). If not, then turn into waiting
state. Else, run a← Evalmode(1

K , id, q) and return (responsePUF, sid, q, a) to S.

• When S sends (readyPUF, sid,S) to FMPUF, check if L contains the tuple
(sid, id, mode, ⊥, trans(Pj)). If not found, turn into the waiting state. Else,
change the tuple (sid, id, mode, ⊥, trans(Pj)) to (sid, id, mode, Pj , notrans) and
write (handoverPUF, sid, Pi) on Pj ’s communication input tape and store the tuple
(receivedPUF, sid, Pi).

• When the adversary sends (receivedPUF, sid, Pi) to FMPUF, check if the tuple
(receivedPUF, sid, Pi) has been stored. If not, return to the waiting state. Else,
write this tuple to the input tape of Pi.

Figure 7: The ideal functionality FMPUF for malicious PUFs.

Modeling Encapsulating PUFs. We model malicious PUFs that can encapsulate function-
alities as in [OSVW13, CGS08]. This functionality formalizes the intuition that an honest user can
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create a PUF implementing a random function, but an adversary given the PUF can only observe
its input/output characteristics.
FE-PUF models the PUF (sent by party Pi to party Pj) encapsulating some functionality Mij .

The changes from the previous definition [OSVW13] that we make is that Mij is now an oracle
machine (instead of a functionality) which can make evaluation calls to other PUFs itself. The
ideal functionality for malicious PUFs that could possibly encapsulate honest PUFs, is described
in Figure 8. FE-PUF models the following sequence of events: (1) a party Pi samples a random PUF
from the challenge space, (2) Pi then gives this PUF to another party Pj (the receiver) who can use
the PUF as a black-box implementing Mij , (3) On giving Mij , Pi loses oracle access to all PUFs
of which it was previously the owner but which Mij has oracle access to. Figure 8 has the formal
description of FE-PUF based on such an algorithm Mij .

We assume that every PUF has a single calling procedure known as its owner. This owner can
either be a party, or another PUF (in the case of adversarially generated PUFs). This models (refer
to the first bullet in Figure 8) the fact that an adversary that receives a PUF implementing Mxy can
either keep the PUF to make calls later or incorporate the functionality of this PUF in a black-box
manner into another (maliciously created) PUF, but cannot do both. The evaluation procedure for
a malicious encapsulating outer PUF, carefully checks that the outer PUF has ownership of inner
PUFs (refer the second bullet in Figure 8), before allowing the malicious outer evaluation procedure
oracle access to any inner PUF. The handover operation (described in the third bullet in Figure 8)
is similarly carefully modified to ensure that the party that receives an encapsulated PUF can only
access the inner PUF via evaluation queries to the outer PUF. Each PUF is uniquely identified by
an identifier known as PUFid and ownerPUFid

.
Finally, we note that our model may also allow an adversary to “dismount” a PUF, i.e., separate

out its inner component PUFs. For simplicity, we choose to not formalize this requirement. Our
protocols trivially remain secure in this model since we never require the honest parties to hand
over any “encap”-PUFs back to the adversary, where an “encap”-PUF is a malicious PUF that may
be encapsulating honest PUFs.

B The UC Framework and the Ideal Functionalities

For simplicity, we define the two-party protocol syntax, and then informally review the two-party
UC-framework, which can be extended to the multi-party case. For more details, see [Can01].

Protocol syntax. Following [GMR89] and [Gol01], a protocol is represented as a system of
probabilistic interactive Turing machines (ITMs), where each ITM represents the program to be
run within a different party. Specifically, the input and output tapes model inputs and outputs that
are received from and given to other programs running on the same machine, and the communication
tapes model messages sent to and received from the network. Adversarial entities are also modeled
as ITMs.

The construction of a protocol in the UC-framework proceeds as follows: first, an ideal func-
tionality is defined, which is a “trusted party” that is guaranteed to accurately capture the desired
functionality. Then, the process of executing a protocol in the presence of an adversary and in a
given computational environment is formalized. This is called the real-life model. Finally, an ideal
process is considered, where the parties only interact with the ideal functionality, and not amongst
themselves. Informally, a protocol realizes an ideal functionality if running of the protocol amounts
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FE-PUF uses PUF families P1 = (Samplenormal,Evalnormal) with parameters
(rg, dnoise, dmin,m), and P2 = (Samplemal,Evalmal). It runs on input the security parameter
1K , with parties P = {P1, . . . , Pn} and adversary S.

• When a party P̂ ∈ P ∪ {S} writes (initPUF, sid, mode, P̂ ) on the input tape of
FMPUF, where mode ∈ {normal, mal}, then FE-PUF checks whether L already
contains a tuple (sid, ∗, ∗, ∗, ∗, ∗): If this is the case, then turn into the wait-
ing state. Else, draw PUFid, id ← Samplemode(1

K) from the PUF family. Put
(sid,PUFid, id, mode, P̂ , notrans) in L and write (initializedPUF, sid) on the commu-
nication tape of P̂ . Also record that owner(PUFid) = ⊥.

If party P̂ then immediately writes (encapPUF, sid,PUFid, id∗,PUFid∗), check if
owner(id∗) = P̂ and then set owner(PUFid∗) = PUFid, and owner(id∗) = ⊥a.

• When party Pi ∈ P writes (evalPUF, sid,PUFid, Pi, q) on FE-PUF’s input tape, check
if there exists a tuple (sid, id, mode, Pi, notrans) in L. For every call Evalmal makes
to Evalnormal say (Evalnormal, sid,PUF

′
id, ∗, ∗), check that owner(PUF′id) = PUFid.

If not, then turn into waiting state. Else, run a ← Evalmode(1
K , id, q). Write

(responsePUF, sid, q, a) on Pi’s communication input tape.

• When Pi sends (handoverPUF, sid,PUFid, Pi, Pj) to FE-PUF, check if there exists a
tuple (sid,PUFid, ∗, Pi, notrans) in L. If not, then turn into waiting state. Else,
modify the tuple (sid, id, mode, Pi, notrans) to (sid, id, mode, ⊥, trans(Pj)). Write
(invokePUF, sid, Pi, Pj) on S’s communication input tape and set owner(id) = Pj

b.

• When the adversary sends (evalPUF, sid,PUFid,S, q) to FE-PUF, check if L contains
a tuple (sid, PUFid, id, mode, ⊥, trans(∗)) or (sid,PUFid, id, mode,S, notrans), and
owner(PUFid) is the adversary. If not, then turn into waiting state. Else, run
a← Evalmode(1

K , id, q) and return (responsePUF, sid, q, a) to S.

• When S sends (readyPUF, sid,S) to FE-PUF, check if L contains (sid, id, mode, ⊥,
trans(Pj)). If not found, turn into waiting state. Else, change (sid, id, mode, ⊥,
trans(Pj)) to (sid, id, mode, Pj , notrans), write (handoverPUF, sid, Pi) on Pj ’s commu-
nication input tape and store (receivedPUF, sid, Pi). When the adversary sends
(receivedPUF, sid, Pi) to FE-PUF, check if (receivedPUF, sid, Pi) has been stored. If
not, return to waiting state. Else, write this tuple to the input tape of Pi.

aIntuitively, when a (malicious) party encapsulates a PUF, this sets the outer PUF as owner of the
inner PUF. Even the adversary can only access the inner PUF via evaluation queries to outer PUF. This
step is allowed iteratively to permit multiple encapsulations.

bNote that handover does not change the owner (outer PUF) of an (inner) encapsulated PUF.

Figure 8: The ideal functionality FE-PUF for malicious PUFs that may encapsulate PUFs.
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to “emulating” the ideal process for that functionality.
Let Π = (P1, P2) be a protocol, and F be the ideal-functionality. We describe the ideal and

real world executions.

The real-life process. The real-life process consists of the two parties P1 and P2, the environ-
ment Z, and the adversary A. Adversary A can communicate with environment Z and can corrupt
any party. When A corrupts party Pi, it learns Pi’s entire internal state, and takes complete control
of Pi’s input/output behavior. The environment Z sets the parties’ initial inputs. Let REALΠ,A,Z
be the distribution ensemble that describes the environment’s output when protocol Π is run with
adversary A.

We also consider a G-hybrid model, where the real-world parties are additionally given access to
an ideal functionality G. During the execution of the protocol, the parties can send inputs to, and
receive outputs from, the functionality G. We will use REALGΠ,A,Z to denote the distribution of the
environment’s output in this hybrid execution.

The ideal process. The ideal process consists of two “dummy parties” P̂1 and P̂2, the ideal
functionality F , the environment Z, and the ideal world adversary Sim, called the simulator. In
the ideal world, the uncorrupted dummy parties obtain their inputs from environment Z and
simply hand them over to F . As in the real world, adversary Sim can corrupt any party. Once
it corrupts party P̂i, it learns P̂i’s input, and takes complete control of its input/output behavior.
Let IDEALFSim,Z be the distribution ensemble that describes the environment’s output in the ideal
process.

Definition 7. (UC-Realizing an Ideal Functionality) Let F be an ideal functionality, and Π be a
protocol. We say that Π UC-realizes F in the G-hybrid model if for any hybrid-model PPT
adversary A, there exists an ideal process expected PPT adversary Sim such that for every PPT
environment Z:

{IDEALF,Sim,Z(n, z)}n∈N,z∈{0,1}∗ ∼ {REALGΠ,A,Z(n, z)}n∈N,z∈{0,1}∗ (1)

Note that the above equation, says that in the ideal world, the simulator Sim has no access to the
ideal functionality G. However, when G is a set-up assumption, this is not necessarily true and the
simulator may have access to G even in the ideal world. Indeed, there exist different formulations
of the UC framework, capturing different requirements on the set-assumptions (e.g., [CDPW07,
BFSK11]). In [CDPW07] for example, the set-up assumption is global, which means that the
environment has direct access to the set-up functionality G. Hence, the simulator Sim needs to have
oracle access to G as well. In [BFSK11] they assume that Sim cannot simulate (program) a PUF,
and thus it needs access to the ideal functionality FPUF. [BFSK11] however restricts the access of
the environment to FPUF. Z has not permanent access to FPUF.

Oblivious Transfer Functionality. Oblivious Transfer (OT) is a two-party game in which
a sender holds a pair of strings (s0, s1), and a receiver needs to obtain one string according to its
input bit b. The transfer of the desired string is oblivious in the sense that the sender does not know
the string obtained by the receiver, while the receiver obtaining one string gains no information
about the other one. The OT Functionality Fot is shown in Fig. 9.
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Functionality Fot

Fot running with an oblivious sender S a receiver R and an adversary Sim proceeds as
follows:

• Upon receiving a message (send, sid, s0, s1, S,R) from S where each s0, s1 ∈ {0, 1}K ,
record the tuple (sid,s0, s1) and send (send, sid) to R and Sim. Ignore any subse-
quent send messages.

• Upon receiving a message (receive, sid, b) from R, where b ∈ {0, 1} send (sid, sb) to
R and Sim and halt. (If no (send,·) message was previously sent do nothing).

Figure 9: The Oblivious Transfer Functionality Fot.

Commitment Functionality. The ideal functionality for a commitment scheme as presented
in [CF01], is depicted in Fig. 10.

Functionality Fcom

Fcom running with parties P1, . . . , Pm and an adversary Sim proceeds as follows:

• Commitment Phase: Upon receiving a message (commit, sid, Pi, Pj , b) from Pi

where b ∈ {0, 1}, record the tuple (sid, Pi, Pj , b) and send the message (receipt,
sid, Pi, Pj) to Pj and Sim. Ignore any subsequent commit messages.

• Decommit Phase: Upon receiving (open,sid, Pi, Pj) from Pi, if the tuple
(sid, Pi, Pj , b) is recorded then send (open,sid, Pi, Pj , b) to Pj and to Sim and halt.
Otherwise ignore the message.

Figure 10: The Commitment Functionality Fcom.

C UC-Secure Commitments

We denote by Faux an auxiliary setup functionality accessed by the real world parties and the
extractor.

Definition 8. (Ideal Commitment Scheme in the Faux-hybrid model). A commitment scheme run by
two parties - the sender S and receiver R is a tuple of PPT algorithms Com = (Commit,Decommit)
(which may be interactive) having access to an ideal setup functionality Faux, implementing the fol-
lowing two-phase functionality. Given an input b ∈ {0, 1} to S, in the first phase called commitment
phase, S runs the algorithm Commit on input b to produce the commitment c and sends this to R.
In the second phase, called the decommitment phase, S runs the algorithm Decommit on inputs
(b, c) to produce an output (d, b) that is sent to R. R finally outputs “accept” or “reject” depending
on the values of (c, d, b). Com is an ideal commitment scheme if it satisfies the following.
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1. Completeness: For any b ∈ {0, 1}, if S and R are honest, R accepts the commitment c
and the decommitment (d, b) with probability 1.

2. Statistical Hiding: For any malicious receiver R∗, after the commitment phase, the view
of R∗ when S commits to bit 0 is statistically indistinguishable from the view of R∗ when S
commits to bit 1.

3. Statistical Binding: For any malicious committer S∗, there exists a negligible function
ε, such that S∗ succeeds in the following game with probability at most ε(n) where n is
the security parameter: On security parameter n, S∗ interacts with R in the commitment
phase to obtain the commitment c. Then, in the decommitment phase, in one case S∗ runs
Decommit(0, c) to produce (d0, 0) and in the other case runs Decommit(1, c) to produce (d1, 1).
S∗ succeeds if R outputs ”accept” in both cases.

Definition 9 (Interface Access to an Ideal Functionality Faux). Let π = (P1,P2) be a two party
protocol in the Faux-hybrid model. That is, parties P1 and P2 need to query the ideal functionality
Faux in order to carry out the protocol. An algorithmM has interface access to the ideal functionality
Faux with respect to protocol π if all queries made by either party P1 or P2 to Faux during the protocol
execution can be observed (but not answered) byM andM has oracle access to Faux. Consequently,
Faux can be a non programmable and non PPT functionality.

Definition 10 (Ideal Extractable Commitment Scheme in the Faux Model). ExtCom = (ExtCom.Commit,
ExtCom.Decommit,ExtCom.Extract) is an Ideal Extractable Commitment Scheme in the Faux model
if (ExtCom.Commit,ExtCom.Decommit) is an ideal commitment scheme and there exists a straight
line strict polynomial time extractor E having interface access to Faux, that runs the commitment
phase only and outputs a value b∗ ∈ {0, 1,⊥} such that, for all malicious committers S∗, the
following properties are satisfied:

1. Simulation: The view generated by the interaction between E and S∗ is statistically indis-
tinguishable from the view generated when S∗ interacts with the honest receiver R.

2. Extraction: Let c be a valid output of the commitment phase run between S∗ and E. If E
outputs ⊥, then the probability that S∗ will provide an accepting decommitment is negligible.

3. Binding: If b∗ 6= ⊥, then the probability that S∗ decommits to a bit b 6= b∗ is negligible.

Definition 11 (Ideal Equivocal Commitment Scheme in the Faux Model). EqvCom = (EqvCom.Commit,
EqvCom.Decommit,EqvCom.Equivocate) is an Ideal Equivocal Commitment Scheme in the Faux

model if (EqvCom.Commit,EqvCom.Decommit) is an ideal commitment scheme and there exists a
straight line strict polynomial time simulator Sim having interface access to Faux, that runs the com-
mitment phase only such that, for all malicious receivers R∗, the following properties are satisfied:

1. Simulation: The view generated by the interaction between Sim and R∗ is statistically in-
distinguishable from the view generated when R∗ interacts with the honest committer S.

2. Equivocation: Let c be a valid output of the commitment phase run between Sim and R∗.
For all b ∈ {0, 1}, probability that Sim generates an invalid decommitment of c with respect
to b is negligible.
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3. Hiding: Let c be a valid output of the commitment phase. The probability that R∗ can
compute b ∈ {0, 1} just given c such that there exists a decommitment of c with respect to
input b is ε-close to 1

2 where ε is a negligible function.

Definition 12 (UC-Secure Commitment Scheme in the Faux Model). UC-Com = (UC-Com.Commit,
UC-Com.Decommit,UC-Com.Extract,UC-Com.Equivocate) is a UC-Secure Commitment Scheme in
the Faux model if (UC-Com.Commit,UC-Com.Decommit,UC-Com.Extract) is an ideal extractable
commitment scheme and (UC-Com.Commit,UC-Com.Decommit,UC-Com.Equivocate) is an ideal equiv-
ocal commitment scheme according to the above definitions.

D Proof of Security for OT in Malicious Bounded Stateless
PUF Model

In this section, we give the formal proof of Theorem 1.

Claim 2 (Correctness). For all (m0,m1) ∈ {0, 1}2n and b ∈ {0, 1}, the output of R equals mb.

Proof. The honest receiver computes Sb⊕r = (mb ⊕ PUFs(val⊕ xb))⊕r = (mb ⊕ PUFs(c⊕ xb ⊕ xb))⊕
r = (mb ⊕ PUFs(c))⊕ r = mb ⊕ r ⊕ r = mb.

Receiver Security. Let the environment be denoted by ZS . Initially, the environment chooses
a bit b ∈ {0, 1} and sends it to the honest receiver R as his input. The strategy for the simulator
SimS against a malicious sender is described in Figure 11.

Claim 3. The simulation against a malicious sender is statistically secure for the strategy given in
Figure 11.

Proof. Let random variable abort denote whether the protocol is aborted in step 4. The view of ZS is

the joint distribution
(
PUFs, abort, val,mb

)
. We show that this view is statistically indistinguishable

in the real and ideal worlds.
PUFs is created by ZS . Note that in step 2, SimS uses the honest receiver strategy to return

PUFs. Therefore, PUFs received by ZS is identical in both worlds. In the real world, the protocol
aborts in step 4 only if the decommitment does not verify. In the ideal world, SimS aborts in step 4
only if the values (x′0, x

′
1) 6= (x0, x1). The extraction property of the commitment scheme guarantees

that if the real world does not abort, then in the ideal world (x′0, x
′
1) = (x0, x1) with probability

at least (1 − 2−n), and vice versa. Hence, the value of the abort variable is (1 − 2−n)-close in the
real and ideal worlds even conditioned on the previous view. The real and ideal views are clearly
statistically indistinguishable conditioned on aborting. Next, we also show that the views in the
real and ideal world are statistically indistinguishable conditioned on not aborting.

Observe that SimS uses honest receiver strategy to choose a random string c. Moreover, since
the sender cannot predict prior receiver queries to PUFs even given PUFs, c is identically distributed
in both worlds. Since PUFs is stateless and independent of (x0, x1), the distribution of simulator
queries is identically distributed to honest receiver queries. Additionally, observe that in the case of
the honest receiver, he queries the PUF on two random strings and picks one of them as his desired
string c based on the value of p. Therefore, the PUF can not self-destruct after the first query it
receives and thus in the ideal world, the simulator can query it on both c and c⊕ x′0 ⊕ x′1.
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1. Sender Message:

• SimS obtains (t0, t1) = UC-Com.Commit(x0, x1) along with PUFs from ZS .

2. Receiver Message:
SimS does the following:

• Run UC-Com.Extract(t0, t1) to obtain (x′0, x
′
1).

• Choose a random string c
$←{0, 1}n.

• Compute r = PUFs(c) and r′ = PUFs(c⊕ x′0 ⊕ x′1).

• Store the pairs (c, r) and (c⊕ x′0 ⊕ x′1, r
′) and send PUFs to ZS .

3. Sender Message:

• ZS sends (x0, x1) = UC-Com.Decommit(t0, t1) to SimS .

4. Receiver Message:
SimS does the following:

• If (x′0, x
′
1) 6= (x0, x1), abort.

• Compute and send val = c⊕ x0 to ZS .

5. Sender Message:

• ZS sends (S0,S1) to SimS .

6. Message to Fot:

• SimS computes m0 = (S0 ⊕ r) and m1 = (S1 ⊕ r′).

• Send (m0,m1) to Fot which then outputs mb to the receiver.

Figure 11: Simulation strategy against a malicious sender.

Now, val = (c⊕x0) in the ideal world and val = (c⊕xb) in the real world, but c acts as a random
mask (i.e., there exists c′ = (c ⊕ x0 ⊕ x1) that is statistically indistinguishable from c). Thus, val
is statistically indistinguishable in both worlds. For the same reason, (c⊕ x1) in the ideal world is
also statistically indistinguishable from the random variable val in the real world.

It remains to show that mb (forwarded to ZS by the honest receiver) is identical in both worlds.
Equivalently, we must prove that both m0 and m1 are extracted correctly by the simulator. It is
straightforward to see that m0 = S0 ⊕ PUFs(val ⊕ x0) is correct. Moreover, because of the sender
simulation strategy, m1 = S1⊕PUFs(val⊕x1) = S1⊕PUFs(c⊕x0⊕x1) is correctly extracted. This
completes the proof.
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Sender Security. Let the environment be denoted by ZR. Initially, the environment chooses a
pair of messages {m0,m1} ∈ {0, 1}2n and sends it to the honest sender S as his input. The strategy
for the simulator SimR against a malicious receiver is described in Figure 12.

Claim 4. The simulation against a malicious receiver is statistically secure for the strategy given
in Figure 12.

Proof. The view of ZR is the joint distribution
(
PUFs, (t0, t1), (x0, x1), (S0,S1)

)
. We show that

this view is statistically indistinguishable in the real and ideal worlds. First, note that SimR uses
the honest sender’s strategy to generate PUFs. Therefore, PUFs received by ZR is identical in
both worlds. Also, observe that SimR uses the honest sender’s strategy to choose and commit to
a pair of uniform random strings (x0, x1). Since (t0, t1) are commitments to this pair of random
strings, (t0, t1) are statistically indistinguishable in both worlds even given PUFs. The decommit-
ment (x0, x1) in step 3 is statistically indistinguishable in the real and ideal worlds because of the
equivocation property of UC-Com.

Recall that C = {c1, c2, . . . , cpoly(n)} is the set of queries made by ZR to PUFs. If (val⊕x0), (val⊕
x1) ∈ C, then there exists ci, cj ∈ C such that (ci ⊕ cj) = (x0 ⊕ x1). However, since (x0, x1) are
chosen by SimR uniformly at random and independent of all previous messages sent or received,

Pr [ ∃ ci, cj ∈ C s.t (ci ⊕ cj) = (x0 ⊕ x1)] = |C|2
2n ≤ 1

2n/2 .

Thus, there exists at most one b such that (val⊕xb) ∈ C except with probability 1
2n/2 . Note that

SimR extracts b by comparing (val⊕ x0) and (val⊕ x1) with every ci ∈ C. Therefore, Sb, computed
as Sb = mb ⊕ PUFs(val⊕ xb) in both worlds is at most 1

2n/2 -far even given the previous view.
It remains to show that Sb is close in the real and ideal worlds even given the previous view.

Note that (val ⊕ xb) /∈ C. Since PUFs is unpredictable, ZR cannot learn the output of PUFs on
(val ⊕ xb) without having queried it and since PUFs is unclonable, ZR cannot create a clone of
PUFs and query it on (val⊕ xb) after having sent back PUFs in step 2. Therefore, PUFs(val⊕ xb) is
(1− 2−n/2)-close to uniform, and Sb is (1− 2−n/2)-close to uniform even given the previous view.
Thus, Sb is statistically independent from the rest of ZR’s view, unless ZR queried PUFs on a value
which it can guess with probability only 2−n. This completes our proof.

E Proof of Security for OT in Malicious Bounded Stateful
PUF Model

In this section, we give the formal proof of Theorem 2.

Claim 5 (Correctness). For all (m0,m1) ∈ {0, 1}2n and b ∈ {0, 1}, the output of R equals mb.

Proof. R outputs (Sb ⊕ r), where Sb = mb ⊕ PUFs(val⊕ xb ⊕ x̂b) = mb ⊕ PUFs(c) = mb ⊕ r. Thus,
R outputs mb.

Receiver Security. Let the environment be denoted by ZS . The environment chooses a bit
b ∈ {0, 1} and sends it to the honest receiver as his input. The strategy for the simulator SimS
against a malicious sender is described in Figure 13.
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1. Sender Message:
SimR does the following:

• Generate a PUF PUFs.

• Choose a pair of random strings (x0, x1)
$←{0, 1}2n.

• Send (t0, t1) = UC-Com.Commit(x0, x1) along with PUFs to ZR.

2. Receiver Message:

• ZR returns PUFs to SimR.

3. Sender Message:
SimR does the following:

• Choose a pair of random strings (x0, x1)
$←{0, 1}2n.

• Send (x0, x1) = UC-Com.Equivocate(t0, t1) to ZR.

4. Receiver Message:

• ZR sends val to SimR.

5. Message to Fot:
SimR does the following:

• Record C where C = {c1, c2, . . . , cpoly(n)} is the set of queries made by ZR
to PUFs.

• If ∃ c ∈ C, b′ ∈ {0, 1} such that val = c⊕xb′ , set b = b′. Else, set b
$←{0, 1}.

• Send b to Fot and obtain mb.

6. Sender Message:
SimR does the following:

• Compute Sb = mb ⊕ PUFs(val⊕ xb).

• Compute Sb = y ⊕ PUFs(val⊕ xb) where y
$←{0, 1}n.

• Send (S0,S1) to ZR.

Figure 12: Simulation strategy against a malicious receiver.

Claim 6. The sender simulation is statistically secure, for the strategy in Figure 13.

Proof. Since the pairs (x̂0, x̂1) are chosen independently of PUFs, in the view of a (possibly stateful)
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Repeat the following protocol K times in parallel for fresh inputs.
Given: Malicious stateful PUFs.

1. Sender Message: Obtain PUFs and (t0, t1) from ZS .

2. Receiver Message: SimS does the following.

• Obtain (x0, x1) using UC-Com.Extract(t0, t1).

• Pick (x̂0, x̂1)
$←{0, 1}2n (following honest strategy).

• Choose a pair of random strings (c0, c1)
$← {0, 1}2n such that (c0 ⊕ c1) =

(x0 ⊕ x1 ⊕ x̂0 ⊕ x̂1).

• Compute r0 = PUFs(c0), r1 = PUFs(c1).

• Set c = cp and r = rp for p
$←{0, 1} and store the pair (c, r).

• Send (x̂0, x̂1) with PUFs, to ZS .

3. Sender Message: Sa sends (x0, x1) = UC-Com.Decommit(t0, t1) to SimS .

4. Receiver Message: SimS does the following.

• If UC-Com.Decommit(t0, t1) does not verify, abort. Else, pick b
$← {0, 1}

and compute val = c⊕ xb ⊕ x̂b.

• Send (val) to ZS .

5. Simulator Message to Fot: Obtain (S0, S1) from ZS .

• Compute m0 = S0 ⊕ PUFs(val⊕ x0 ⊕ x̂0).

• Compute m1 = S1 ⊕ PUFs(val⊕ x1 ⊕ x̂1).

• Send (m0,m1) to Fot, such that Fot sends mb to the honest receiver.

aWe abuse notation in some places and use S and ZS interchangeably. Similarly, for R and ZR.

Figure 13: Sender simulation forK 2-choose-1 OTs (with at most ` leakage) in the malicious
stateful PUF model.

PUFs, the distribution of simulator queries are statistically indistinguishable from the distribution
of honest sender queries – thus the probability of aborting in Step 2 (owing to a malicious aborting
stateful PUFs) is statistically close in both the worlds.

The simulator follows honest receiver strategy for all the next messages. By correctness of
UC-Com.Extract(·) and because the distribution of PUFs queries are statistically indistinguishable
in the real and ideal worlds; it follows (using a similar argument as Section 3) that the simulator
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extracts (m0,m1) correctly, conditioned on not aborting in Step 2. This proves that the view of the
malicious sender is close in the real and ideal worlds, except the receiver queries to PUFs (which
may be recorded by a malicious stateful PUFs). However, since PUFs can have at most ` bits of
state, it obtains at most ` bits joint leakage over all K OTs.

Repeat the following protocol K times in parallel for fresh inputs.
Given: Malicious stateful PUFs.

1. Sender Message: The simulator SimR follows honest sender strategy to:

• Generate a PUF PUFs : {0, 1}n → {0, 1}n.

• Choose a pair of random strings (x0, x1)
$←{0, 1}2n.

• Compute (t0, t1) = UC-Com.Commit(x0, x1) and send (t0, t1) to ZR.

• Send PUFs to ZR.

2. Receiver Message:

ZR sends (x̂0, x̂1)
$←{0, 1}2n along with PUFs, to SimR.

3. Sender Message: SimR follows honest sender strategy to send (x0, x1) =
UC-Com.Decommit(t0, t1) to ZR.

4. Receiver Message: Obtain val from ZR.

5. Simulator Message to Ideal OT: SimR does the following.

• If there exists b′ such that for each query to PUFs by ZR, val and x ∈
{(x0 ⊕ x̂0), (x1 ⊕ x̂1)}, val = c⊕ xb′ ⊕ x̂b′), set b = b′. Else set b = 1.

• Send b to Fot and obtain output mb. Pick mb̄
$←{0, 1}.

6. Sender Message:

• Compute: S0 = m0⊕PUFs(val⊕x0⊕x̂0), and S1 = m1⊕PUFs(val⊕x1⊕x̂1).

• Send (S0,S1) to ZR.

Figure 14: Receiver Simulation for K OTs (with ≤ ` leakage).

Sender Security. Let the environment be denoted by ZR. The environment chooses a pair
of messages {m0,m1} and sends them to the honest sender as his input. The simulation strategy
SimR against a malicious receiver is described in Figure 14.

Claim 7. The receiver simulation is statistically secure for the strategy in Figure 14.
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Proof. Recall that the only modification in this section is to add security against a sender that
maliciously creates stateful PUFs. The argument against a malicious receiver remains essentially
the same.

Following the same arguments as Section 3 , we can now show that the simulator extracts the
correct input bit b in Step 5, such that the distribution of (Sb, Sb̄) is at most 2−

n
2 -far in the real

and ideal worlds.

This completes the proof of Theorem 2.

F One-Sided Correlation Extractors with Malicious Secu-
rity: Proofs

In this section, we give the proof of security of the one-sided malicious OT-extractor described in
Figure 3.

Correctness.

Claim 8. For all (m0,m1) ∈ {0, 1}2 and b ∈ {0, 1}, the output of R equals xb.

Proof. The receiver computes: yb ⊕ E .Ext(m1
b ||m2

b ||m3
b . . .m

K
b , s)

= xb ⊕ E .Ext(m1
b ||m2

b ||m3
b . . .m

K
b , s)⊕ E .Ext(m1

b ||m2
b ||m3

b . . .m
K
b , s) = xb.

Receiver Security. Let the environment be denoted by ZS . The environment chooses a bit
b ∈ {0, 1} and sends it to the honest receiver as his input. The strategy for the simulator SimS
against a malicious sender is described in Figure 15.

Let E : {0, 1}K×{0, 1}n → {0, 1} be a strong randomness (K, 2−n)-extractor for seed
length d = O(n).

1. Invoking OT Correlations:

• For i ∈ [K], S sends input mi
0,m

i
1 to the ith OT.

• For i ∈ [K], SimS honestly emulates the ith OT, and sets receiver input
(the same) choice bit b.

2. Sender Message:

• SimS obtains (y0, y1, s) from S.

• For b ∈ {0, 1}, SimS computes xb = yb ⊕ E .Ext(m1
b||m2

b||m3
b . . . ||mK

b , s).

• SimS sends (x0, x1) to Fot, which generates the output for R.

Figure 15: Sender Simulator for Malicious Correlation Extractor.
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Claim 9. The simulation against a malicious receiver is perfectly secure for the strategy given in
Figure 15.

Proof. Since the sender obtains no message from the receiver, it suffices to show that the simulator
correctly extracts the sender’s input. Note that the simulator extracts y0⊕E .Ext(m1

0||m2
0||m3

0 . . .m
K
0 , s)

which equals x0, and y0 ⊕ E .Ext(m1
1||m2

1||m3
1 . . .m

K
1 which equals x1. Thus, extraction occurs cor-

rectly, and the joint distribution (x0, x1, b, xb) is identical in the real and ideal worlds.

Sender Security. Let the environment be denoted by ZR. The environment chooses inputs
(x0, x1) ∈ {0, 1}2 and sends them to the honest sender as his input. The strategy for the simulator
SimR against a malicious receiver is described in Figure 16.

Let E : {0, 1}K×{0, 1}n → {0, 1} be a strong randomness (K, 2−n)-extractor for seed
length d = O(n).

1. Invoking OT Correlations:

• For i ∈ [K], SimR picks inputs mi
0,m

i
1

$← {0, 1}2 and sends (mi
0,m

i
1) as

input to the ith OT.

• Receiver Leakage. R requests L as an `-bit leakage function on
the joint distribution of (m1

0,m
1
1,m

2
0,m

2
1, . . .m

K
0 ,m

K
1 ). SimR sends

L(m1
0,m

1
1,m

2
0,m

2
1, . . .m

K
0 ,m

K
1 ) to R.

• For i ∈ [K], SimR obtains inputs bi (not necessarily all equal) from R.
SimR honestly emulates the ith OT and outputs mi

bi
to R.

2. Sender Message:

• SimR finds the value of bit ∈ {0, 1} such that |{i : bi = bit}| ≤ `+ n.

• SimR sends bit′ = 1 − bit to Fot and obtains xbit′ . It picks random seed
s and compute ybit′ = E .Ext(m1

bit′
||m2

bit′
||m3

bit′
. . . ||mK

bit′
, s) ⊕ xbit′ . It sets

ybit
$←{0, 1}, and sends (s, y0, y1) to R.

Figure 16: Receiver Simulator for Malicious Correlation Extractor.

Claim 10. The simulation against a malicious sender is statistically secure for the strategy given
in Figure 16.

Proof. Until Step 1, the view of the receiver is identical in the real and ideal worlds, because the
simulator follows honest sender strategy. Note that for any receiver strategy ZR, there must exist
some bit ∈ {0, 1} such that |{i : bi = bit}| ≤ ` + n. SimR sends bit′ = (1 − bit) to Fot and obtains
xbit′ . It uses honest sender strategy to compute ybit′ . Thus, ybit′ is identically distributed in the
real and ideal worlds.
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Moreover, with ` bits of additional universal leakage over all pairs of sender inputs (m1
0,m

1
1,m

2
0,

m2
1, . . .m

K
0 ,m

K
1 ), the receiver obtains ≤ 2` + n bits of entropy over the K = (2` + 2n) bit string

(m1
bit||m2

bit|| . . .mK
bit).

The distribution of the seed s is identical in the real and simulated worlds, because SimR follows
honest sender strategy. Therefore, (E .Ext((m1

bit||m2
bit|| . . .mK

bit), s), s) is at most 2−n far from (Un, s),
where Un denotes the uniform distribution over {0, 1} (which is the distribution from which ybit is
picked by SimR). Therefore, ybit is at most 2−n-far in the real and ideal worlds.

G High Production Rate

Here, we show how to obtain an improved production rate at the cost of higher simulation error. We
sample small disjoint subsets with sufficiently high entropy, and then run the protocol in Figure 3
independently on these subsets to obtain a single OT from each subset.

In our case, we use the trivial sub-sampling technique of picking random indices with suitable
probability. In case a sample repeats itself, we discard it and re-sample. We work in the setting
where N/2− ` ≥ K. Our main technical lemma is the following.

Imported Lemma 1 (Sub-sampling [Vad04, GIMS15]). Let (A[n], L) be a joint distribution such

that, there exists a constant µ ∈ {0, 1} such that, H̃∞(A[n], L) ≥ µn. For every constant ε ∈ (0, µ)

and ρ = ω(log n), there exists an efficient algorithm which outputs (S1, . . . Sm) ∈
(
2[n]
)[m]

such that
m = n/ρ and with probability 1− negl(n), the following holds:

1. Large and Distinct: There exists a constant λ ∈ {0, 1} such that |Si| = λρ. We have Si∩Sj =
φ, for all i, j ∈ [m] and i 6= j.

2. High Entropy: H̃∞(Si+1|S[i], L) ≥ (µ− ε)|Si+1.

Now, the result of Theorem 4 can be obtained as a direct application of Imported Lemma 1.
We will be working in the setting when N

2 −` ≥ n. Now, we apply Imported Lemma 1 to obtain the

disjoint sets S1, S2, . . . Sm for m = n/log2n and ρ = log2 n. Next, we apply the protocol in Figure 3
to each of the sets independently for the following choice of parameters: n′ = |Si| = λρ, t′R =

( tRn + ε)|Si|. Then, the simulation error is bounded by 2−θ(log2 n) = negl(n).

H From UC Oblivious Transfer to UC Two-Party Compu-
tation

In this section, we show that given UC oblivious transfer, we can obtain UC secure two party
computation of any functionality. This section is taken almost verbatim from [DFK+14]. The main
idea is to first construct a semi-honest secure two-party computation protocol using Yaos garbled-
circuit protocol, and to then apply the compiler of Ishai, Prabhakaran, and Sahai [IPS08].
Semi-honest secure two-party computation. Lindell and Pinkas presented a proof for Yaos
two-party secure-computation protocol[LP09]. They show how to instantiate the garbling part of the
protocol with a private-key encryption scheme having certain properties. In addition, the authors
show that any pseudorandom function is sufficient to instantiate such a private-key encryption
scheme. Our main observation is that we can replace the pseudorandom function with a PUF. This
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has already been observed before by Brzuska et al. [BFSK11] in a different context. With this
observation, we can apply the result of [LP09] to obtain a protocol for semi-honest secure two-party
computation based on PUFs only (and no computational assumptions).

Imported Theorem 1. Let f be any functionality. Then there is a (constant-round) protocol that
securely computes f for semi-honest adversaries in the (FPUF,Fot)- hybrid model.

We omit the proof since it follows easily from prior work.

Universally composable two-party computation. In the next step we apply the IPS
compiler[IPS08], a black-box compiler that takes

• An “outer” MPC protocol π with security against a constant fraction of malicious parties.

• An “inner” two-party protocol ρ, in the Fot-hybrid model, where the security of ρ only needs
to hold against semi-honest parties.

and transforms them into a two-party protocol φπ,ρ which is secure in the Fot-hybrid model against
malicious corruptions.
In our setting, we must be careful to give information-theoretic instantiations of the outer and in-
ner protocols so that our final protocol φπ,ρ will be unconditionally secure in the Fot-hybrid model.
Fortunately, we may instantiate the outer protocol, π, with the seminal BGW protocol [BOGW88]
and may instantiate the inner protocol, ρ, with the protocol from the previous section. Alterna-
tively, the inner protocol can be instantiated with the semi-honest version of the two-party GMW
protocol [GMW87] in the Fot-hybrid model.
Let ψ denote any OT-protocol described in this paper and let ψφπ,ρ(f) denote the IPS-compiled pro-
tocol which makes subroutine calls to ψ instead of Fot and computes the functionality f . Therefore,
using the above theorem, along with the UC composition theorem, we obtain the following result:

Imported Theorem 2. For any functionality f , protocol ψφπ,ρ(f) securely computes f in the
(FPUF,Faux)-hybrid model.

I UC Computation with Encapsulated Malicious PUFs: Proofs

In this section, we describe the proof of security of the UC secure OT protocol in the malicious
encapsulated stateless PUF model shown in 4.

Receiver Security. Let the environment be denoted by ZS . The environment chooses bit
b ∈ {0, 1} and sends it to the honest receiver as his input. The strategy for simulator SimS against
a malicious sender is described in Figure 17.

Claim 11. The sender simulation is statistically secure, for the strategy in Figure 17.

Proof. Since the pairs (x̂i0, x̂
i
1) are chosen independently of PUFs and the simulator follows honest

receiver strategy for all other messages, the view of the sender is statistically indistinguishable in
both worlds. By the correctness of UC-Com.Extract(·) and because the distribution of PUFs queries
is statistically indistinguishable in the real and ideal worlds; it follows (using a similar argument
as Section 3) that the simulator extracts (m0,m1) correctly, conditioned on not aborting in Step
2.
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1. Coin Flipping: For each i ∈ [n], SimS does the following:

• Choose ci1
$←{0, 1}n and send di = UC-Com.Commit(ci1) to ZS .

• Obtain ci2 from ZS and compute ci = ci1 ⊕ ci2.

2. Sender Message: SimS obtains PUFs and (ti0, t
i
1) for i ∈ [K], from ZS .

3. Receiver Message: SimS does the following.

• Obtain (xi0, x
i
1) using UC-Com.Commit(ti0, t

i
1). For all i ∈ [n], pick (x̂i0, x̂

i
1)

$←
{0, 1}2n

2

.

• For each i ∈ [n], set ci0 = (ci ⊕ xi0 ⊕ xi1 ⊕ x̂i0 ⊕ x̂i1). Compute rri0 =
PUFs(c

i
0), rri = PUFs(c

i). Send PUFs to ZS .

4. Sender Message: Obtain (xi0, x
i
1) = UC-Com.Decommit(ti0, t

i
1) from ZS .

5. Receiver Message: SimS does the following using honest receiver strategy.

• For each i ∈ [n], if UC-Com.Decommit(ti0, t
i
1) does not verify, abort. Else

pick bi
$←{0, 1}, compute vali = ci ⊕ xibi Send (val1, val2, . . . , valn) to ZS .

6. Cut-and-choose: SimS follows honest receiver strategy.

• Obtains tS from ZS . SimS picks and sends rR
$← {0, 1}2K . SimS obtains

rS = UC-Com.Decommit(tS) from S and (S,SimS) use (rS ⊕ rR) to pick
a subset I of indices i ∈ [n], of size K

2 .

• For i ∈ [I], SimS sends ci1 = UC-Com.Decommit(di).

7. Receiver Message: SimS picks b′
$← {0, 1}, and for all i ∈ [n] \ I, sends

bci = bi ⊕ b′.

8. Sender Message: Obtain (S0, S1) from ZS .

• Compute m0 = S0
⊕

i∈n\I PUFs(val
i ⊕ xibci ⊕ x̂ibci) and m1 =

S1
⊕

i∈n\I PUFs(val
i ⊕ xi1−bci ⊕ x̂i1−bci). Note that SimS knows, for each i,

PUFs(val
i ⊕ xi0 ⊕ x̂i0) and PUFs(val

i ⊕ xi1 ⊕ x̂i1).

• Send (m0,m1) to Fot, such that Fot sends mb to the honest receiver.

Figure 17: Sender simulation for malicious stateless PUFs with encapsulation
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Sender Security. Let the environment be denoted by ZR. The environment chooses inputs
(m0,m1) ∈ {0, 1}K and sends them to the honest sender as his input. The strategy for simulator
SimR against a malicious receiver is described in Figure 18.

Claim 12. The receiver simulation is statistically secure, for the strategy in Figure 18.

Proof. Let random variable abort denote whether the protocol is aborted in step 4. The view of

ZR is
(
PUFs, (t

i
0, t

i
1), abort, (xi0, x

i
1), (x̂i0, x̂

i
1), (S0,S1)

)
for all i ∈ [n]. We show that this view is

statistically indistinguishable in the real and ideal worlds. First, note that SimR uses the honest
sender’s strategy to generate PUFs. Therefore, PUFs received by ZR is identical in both worlds.
Also, observe that, for all i ∈ [n], SimR uses the honest sender strategy to choose and commit
to pair of uniform random strings (xi0, x

i
1). Since (ti0, t

i
1) are commitments to this pair of random

strings, (ti0, t
i
1) are statistically indistinguishable in both worlds even given PUFs. Observe that the

protocol aborts only if any of the test queries do not verify. Since all the test queries are picked from
an identical distribution in both worlds (independent of sender input) and the entire view of the
receiver is statistically indistinguishable so far, the probability of verification is statistically close in
both worlds. Hence, the value of the abort variable is statistically close. Conditioned on aborting,
the view is statistically indistinguishable in both worlds and it remains to show that the view is
close even conditioned on not aborting in Step 4. For every i ∈ [n], the decommitment (xi0, x

i
1)

in step 3 is statistically indistinguishable in the real and ideal worlds because of the equivocation
property of UC-Com.

Recall that C = {c1, c2, . . . , cpoly(n)} is the set of queries made by ZR to PUFs. If there exists

i ∈ [n] such that (vali⊕xi0), (vali⊕xi1) ∈ C, then there exists ci, cj ∈ C such that (ci⊕cj) = (xi0⊕xi1).
However, since (xi0, x

i
1) are chosen by SimR uniformly at random and independent of all previous

messages sent or received, Pr [ ∃ ci, cj ∈ C s.t (ci ⊕ cj) = (xi0 ⊕ xi1)] = |C|2
2n ≤ 1

2n/2 .

Thus, there exists at most one b such that (vali⊕ xib) ∈ C for all i except with probability 1
2n/2 .

Note that SimR extracts b by comparing, for every i ∈ [n], (vali ⊕ xi0) and (vali ⊕ xi1) with every
ci ∈ C. Therefore, Sb, computed as Sb = mb ⊕ PUFs(val

1 ⊕ x1
b) ⊕ . . . ⊕ PUFs(val

n ⊕ xnb ) in both
worlds is at most 1

2n/2 -far even given the previous view.
It remains to show that Sb is close in the real and ideal worlds even given the previous view.

Note that for all i ∈ [n], (vali ⊕ xi
b
) /∈ C except with probability 1

2n/2 . We split the rest of our
analysis into two cases.

Case 1 : Suppose ZR returned the original PUFs in step 2. Since PUFs is unpredictable,
ZR cannot learn the output of PUFs on (vali ⊕ xi

b
) without having queried it and since PUFs is

unclonable, ZR cannot create a clone of PUFs and query it on (vali ⊕ xi
b
) after having sent back

PUFs in step 2. Therefore, PUFs(val
i ⊕ xi

b
) is at least (1− 2−n/2)-close to uniform and hence Sb is

at least (1− 2−n/2)-close to uniform even given the previous view.

Case 2 : Suppose ZR returned a different malicious stateless PUF P̂UF s in step 2 that possibly

internally encapsulated PUFs. In step 6, SimR makes n queries to P̂UF s to compute Sb. These

queries are (vali⊕xi
b
) for each i ∈ [n]. Equivalently, these queries are (ci, ci⊕xi0⊕xi1). We note that

ci is chosen to be an independent random variable via coin flipping (and therefore, (ci ⊕ xi0 ⊕ xi1)
is also an independent random variable). Furthermore, because of the cut-and-choose test, R must
use this correctly generated ci in most parallel executions (i.e., for most indices i). Therefore even
though vali is known to (and can be selected by) ZR, the distribution of the evaluation queries is

uniformly random even from the point of view of P̂UF s.
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1. Coin Flipping: For each i ∈ [n], SimR obtains di from R, extract ci1 =

UC-Com.Extract(di). It picks and sends ci2
$←{0, 1}n to ZR.

2. Sender Message: SimR follows honest sender strategy to do the following.

• Generate a PUF PUFs : {0, 1}n → {0, 1}n.

• Test Queries : For each i ∈ [n], choose TQi
$← {0, 1}n and compute

TRi = PUFs(TQi). Store the pair (TQi,TRi).

• For i ∈ [n], choose a pair of random strings (xi0, x
i
1)

$← {0, 1}2n. Compute
(ti0, t

i
1) = UC-Com.Commit(xi0, x

i
1). Send (ti0, t

i
1) and PUFs to ZR.

3. Receiver Message: Obtain P̂UF s and (x̂i0, x̂
i
0) for i ∈ [n] from ZR.

4. Sender Message: SimR follows honest sender strategy to do the following.

• Verification: For each i ∈ [n], if TRi 6= P̂UFs(TQi), abort.

• For each i ∈ [n], send (xi0, x
i
1) = UC-Com.Decommit(ti0, t

i
1) to ZR.

5. Receiver Message: Obtain (val1, val2, . . . , valn) from ZR.

6. Cut-and-choose: SimR follows honest sender strategy to do the following.

• SimR picks rS
$← {0, 1}2K and sends tS = UC-Com.Commit(rS) to ZR.

SimR obtains rR from ZR. SimR sends rS = UC-Com.Decommit(tS) to
ZR, and (SimR,ZR) use (rS ⊕ rR) to pick a subset I of indices of size K

2 .

• For all i ∈ [I], obtain ci1 from ZR and check that the decommitment is
correct.

• SimR uses honest strategy to compute ci = ci1 ⊕ ci2, and check if either
vali = ci ⊕ xi0 ⊕ x̂i0 or vali = ci ⊕ xi1 ⊕ x̂i1. If not, SimR aborts.

7. Receiver Message: For each i ∈ [n] \ I, obtain bci from ZR.

8. Sender Message: SimR does the following.

• For each i ∈ [n], recall that SimR already extracted ci1, and can compute
ci = (ci1 ⊕ ci2). Then SimR computes xi = (ci ⊕ vali), and if xi = xi0, sets
bi = 0 else sets bi = 1. Set b = 0 if

∑
i∈[n]\I(bci ⊕ bi) ≤ n

2 else set b = 1.

• Send b to Fot and obtain mb. Set m1−b ← {0, 1}K . Compute bci = bi⊕b.

• Compute S0 = m0
⊕

i∈n\I PUFs(val
i ⊕ xibci ⊕ x̂ibci), S1 =

m1
⊕

i∈n\I PUFs(val
i ⊕ xi1−bci ⊕ x̂i1−bci). Send (S0, S1) to ZR.

Figure 18: Receiver Simulation for malicious stateless PUFs with encapsulation
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SimR makes n test queries in the verification phase in step 3, each of which is chosen in-
dependently of all other variables, and uniformly at random. These queries appear statistically
indistinguishable from random to ZR, since by the unclonability property, a (malicious) party can-
not predict previous parties’ queries to a PUF that it did not create. Conditioned on the protocol
not aborting, the output of PUFr must be identical to the output of PUFs on all n test queries.
We will show that conditioned on the receiver not aborting after the cut-and-choose in the real
execution, the simulator is able to extract the correct bit b.

First of all, conditioned on not aborting, with overwhelming probability, in all but
√
n of the

indices in [n] \ I, the receiver did send vali = ci ⊕ xi0 ⊕ x̂i0 or vali = ci ⊕ xi1 ⊕ x̂i1. In all these

instances, the simulator is able to extract a bit b. We now show that the output of P̂UF s on
vali ⊕ (xi0 ⊕ x̂i0) ⊕ (xi1 ⊕ x̂i1) is statistically unpredictable to the receiver in all but

√
n of these

remaining instances.
Now, because of statistical hiding of the sender’s commitment to (xi0, x

i
1), the encapsulated PUF

P̂UF s is independent of vali⊕(xi0⊕ x̂i0)⊕(xi1⊕ x̂i1). Therefore, vali⊕(xi0⊕ x̂i0)⊕(xi1⊕ x̂i1) is identically
distributed as a test query and either the sender will thus abort with overwhelming probability, or

the receiver is only able to learn the output of P̂UF s on vali ⊕ (xi0 ⊕ x̂i0)⊕ (xi1 ⊕ x̂i1) in at most
√
n

executions.
Then the bit b, which is extracted as the maximum of all possible values of b over various

indices i, can be wrongly extracted from at most O(
√
n) indices, with overwhelming probability.

Therefore, b is extracted correctly by the simulator with overwhelming probability. At this point,
since the simulator uses honest sender strategy to create sets (S0, S1) the view of the receiver
remains statistically close.

J UC Commitments with Encapsulated Malicious PUFs:
Full Proofs

Recall that Damg̊ard and Scafuro [DS13] construct UC commitments using stateless PUFs, secure
in the malicious stateful PUF model. Their scheme becomes insecure when parties are allowed to
create malicious encapsulated PUFs. In this section, we construct UC commitments using stateless
PUFs, that are secure in an incomparable model, where an adversary can encapsulate honest PUFs
(refer Section 2.1), to create malicious stateless encapsulated PUFs. Note that the protocol does
not require any party to have the ability to encapsulate PUFs, but is secure against parties that do
have this ability.

We begin by observing that it suffices to construct an extractable commitment scheme that is
secure against encapsulation. Given such a scheme, Damg̊ard-Scafuro [DS13] show that it is possible
to compile the extractable commitment scheme using an additional ideal commitment scheme, to
obtain a UC commitment scheme that is secure in the malicious stateless PUF model. Since
the compiler in [DS13] doesn’t require any additional PUFs at all, if the extractable commitment
and the ideal commitment are secure against encapsulation attacks, then so is the resulting UC
commitment. We also observe that the unconditional ideal commitment scheme in [OSVW13] is
already secure against malicious unbounded stateful PUFs that may be encapsulating honest PUFs.
We describe this ideal commitment scheme next.
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Ideal Commitments. Let n denote the security parameter. We describe an ideal bit com-
mitment scheme IdealCom = (IdealCom.Commit, IdealCom.Decommit) from [OSVW13] in Figure 19,
that is statistically hiding and binding even in the malicious fully stateful PUF model.

Inputs: Committer C has private input b ∈ {0, 1} and Receiver R has no input.

Commitment Phase

1. Committer Message: C does the following:

• Generate a PUF PUFs : {0, 1}n → {0, 1}3n.

• Choose a random string s
$←{0, 1}n.

• Compute σs = PUFs(s).

• Send PUFs to R.

2. Receiver Message: R picks and sends a random string r
$←{0, 1}3n to C.

3. Committer Message: C does the following:

• If b = 0, set c = σs. Else if b = 1, set c = (σs ⊕ r).

• Send c to R.

Decommitment Phase

1. Committer Message: C sends (s, b) to R.

2. Receiver R does the following:

• If b = 0 and c = PUFs(s), output 0.

• Else if b = 1 and c = PUFs(s)⊕ r, output 1.

• Else, output ⊥.

Figure 19: Protocol for Ideal Commitment in the malicious stateless PUF model with
encapsulation.

Claim 13. The protocol in Figure 19 is an ideal bit commitment scheme in the encapsulated mali-
cious stateless PUF model.

In this scheme, only a single PUF is used that is created by the committer and sent to the
receiver. Since the receiver never needs to send any PUF to the committer, creating an encapsulated
PUF does not help the receiver in the protocol. Moreover, since the committer already itself creates
the (possibly malicious) PUF it sends to the receiver, the committer binding argument holds even
if C creates an encapsulated PUF.
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Thus, this scheme is secure against PUF encapsulation attacks.
Now, we prove correctness and security of the extractable commitment scheme described in

Figure 5.

Completeness: It can be observed from the protocol description that for any b ∈ {0, 1}, if C
and R are honest, the receiver R accepts the decommitment with probability 1.

Statistical Binding: Consider a malicious committer C∗. We will show that the probability
of C∗ breaking the binding property of the commitment is negligible. In order to break binding,
after committing to a bit b, C∗ must provide a decommitment to b such that R accepts it. In
order to provide a valid decommitment for b = 1, for all i ∈ [n], C∗ must find si, s

′
i ∈ {0, 1}n such

that PUFs(si) = PUFs(s
′
i) ⊕ ri, where ri

$← {0, 1}3n is chosen randomly by the receiver. That is,
PUFs(si) ⊕ PUFs(s

′
i) = ri. The total number of possible pairs of strings (si, s

′
i) is 22n. So, the

number of possible values for PUFs(si)⊕ PUFs(s
′
i) is 22n. However, the number of possible choices

for the random string ri is 23n. Therefore, for each index i, the probability that C∗ can cheat is at
most 2−n, and therefore the probability that the committer violates binding, is negligible.

Statistical Hiding: We want to argue that the view of any malicious receiver R∗ (that may
possibly encapsulate PUFs), the view of R∗ at the end of the commitment phase is statisti-
cally close when the honest committer C commits to 0 versus 1. The view of the receiver is
{PUFs,PUFr, c1, . . . , cn, t1, . . . , tn}.

In both cases, C generates PUFs honestly, and therefore PUFs is identically distributed. C
returns the same PUFr that he got from R∗ in step 1 and since PUFs are stateless, PUFr is
identically distributed in both cases even given PUFs.

Since si is chosen uniformly at random by C for all i, PUFs(si) and (PUFs(si)⊕ri) are identically
distributed irrespective of R∗’s choice of ri. Hence, ci is identically distributed in both cases for all
i ∈ [n] even given the previous view.

By the hiding property of IdealCom, ti = IdealCom.Commit(xi) is statistically indistinguishable
in both cases for all i ∈ [n] even given the previous view.

Extraction: Consider a malicious committer C∗ with input some bit b ∈ {0, 1}. The strategy
for the straight line polynomial time extractor E against a malicious committer is described in
Figure 20. Since E follows the honest receiver’s strategy, the view of the malicious committer C∗
when interacting with E is identical to the view of C∗ when interacting with the honest receiver.

First, we prove that if E outputs ⊥, then the probability that C∗ will provide an accepting
decommitment is negligible. Let Q = {Q1, . . . ,Qpoly(n)} be the set of queries made by C∗ to PUFR.

Suppose C∗ provides an accepting decommitment of b = 0. Since the decommitment accepts,
we know that for all i ∈ [n], xi = yi. However, since yi is the output of an honest PUF generated by
E and yi is already known to E, by the unpredictability of PUFs, except with negligible probability,
unless C∗ queries PUFR, yi is distributed uniformly at random in the view of C∗. Observe that
encapsulating or changing PUFR doesn’t help since PUFR is never sent back to E. Now, since
E outputs ⊥, there does not exist (q1, . . . , qn) ∈ Q such that for all i ∈ [n], PUFR(qi) = yi.
Therefore, there exists at least i ∈ [n] such that xi 6= yi except with negligible probability which is
a contradiction.
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Suppose C∗ provides an accepting decommitment of b = 1. Since the decommitment accepts,
we know that for all i ∈ [n], xi = zi. However, since zi is the output of an honest PUF generated by
E and zi is already known to E, by the unpredictability of PUFs, except with negligible probability,
unless C∗ queries PUFR, zi is distributed uniformly at random in the view of C∗. Observe that
encapsulating or changing PUFR doesn’t help since PUFR is never sent back to E. Now, since
E outputs ⊥, there does not exist (q1, . . . , qn) ∈ Q such that for all i ∈ [n], PUFR(qi) = zi.
Therefore, there exists at least i ∈ [n] such that xi 6= zi except with negligible probability which is
a contradiction.

Next, we prove that if E outputs b∗ 6= ⊥, then the probability that C∗ decommits to a bit b 6= b∗

is negligible. First, observe that encapsulating or changing PUFR doesn’t help since PUFR is never
sent back to E.

• Case 1: b∗ = 0. Suppose C∗ decommits to b = 1. Since the decommitment is accepting,
for all i ∈ [n], IdealCom.Decommit(xi) verifies correctly, ci = (PUFs(si) ⊕ ri) and xi = zi.

Now, we know that for all i ∈ [n], zi = PUFR(P̂UFr(ci ⊕ ri)). Therefore, there exists

(q1, . . . , qn) ∈ Q such that qi = P̂UFr(ci ⊕ ri) = P̂UFr(PUFs(si)). Also, since b∗ = 0,
there exists (q1, . . . , qn) ∈ Q such that for all i ∈ [n], PUFR(qi) = yi. We know that

zi = PUFR(P̂UFr(ci)). Therefore, qi = P̂UFr(ci) = P̂UFr(PUFs(si)⊕ ri).

• Case 2: b∗ = 1. Suppose C∗ decommits to b = 0. Since the decommitment is accepting,
for all i ∈ [n], IdealCom.Decommit(xi) verifies correctly, ci = PUFs(si) and xi = yi. Now, we

know that for all i ∈ [n], yi = PUFR(P̂UFr(ci)). Therefore, there exists (q1, . . . , qn) ∈ Q such

that qi = P̂UFr(ci) = P̂UFr(PUFs(si)). Also, since b∗ = 1, there exists (q1, . . . , qn) ∈ Q such

that for all i ∈ [n], PUFR(qi) = zi. We know that zi = PUFR(P̂UFr(ci ⊕ ri)). Therefore,

qi = P̂UFr(ci ⊕ ri) = P̂UFr(PUFs(si)⊕ ri).

In both cases, there exists (q1, . . . , qn) ∈ Q such that qi = P̂UFr(PUFs(si) ⊕ ri). Since ri is

chosen uniformly at random by E after P̂UFr was sent by C∗, C∗ could not have queried P̂UFr
on (PUFs(si) ⊕ ri) before sending P̂UFr. So, the only way C∗ might be able to know the output

of P̂UFr on (PUFs(si) ⊕ ri) is if C∗ sends an encapsulated PUF P̂UFr in step 2 that encapsulates
PUFr. Note that E makes n test queries in the verification phase in step 3, each of which is chosen
independently of all other variables, and uniformly at random. These queries are not known to C∗
since we assume that a (malicious) party cannot predict previous parties’ queries to a PUF that it

did not create. Conditioned on the protocol not aborting, the output of P̂UFr must be identical to
the output of PUFr on all n test queries.

Also, since ri is chosen uniformly at random by E after P̂UFr was sent by C∗, the queries
(PUFs(si)⊕ ri) for i ∈ [n] are distributed uniformly at random, and identically as the test queries,

from the point of view of P̂UFr. Given a set of 2n queries each of which appear to be uniformly

random to P̂UFr, the probability that it correctly picks the answers to the n test queries to all
be equal to the output of PUFr, and the answers to the n evaluation queries to all be different, is

1

(2n
n )
≤ 1

2n . Therefore, the probability that C∗ decommits to b 6= b∗ is 1

(2n
n )
≤ 1

2n which is negligible.

UC-Secure Commitments from Extractable Commitments. We import the follow-
ing theorem from [DS13], which allows us to obtain UC-secure commitments in the malicious en-
capsulated stateless PUF model, based on the ideal commitment and the extractable commitment
described above.
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1. Receiver Message: E does the following:

• Generate a PUF PUFr : {0, 1}3n → {0, 1}3n.

• Test Queries : For each i ∈ [n],

– Choose TQi
$←{0, 1}3n.

– Compute TRi = PUFr(TQi).

– Store the pair (TQi,TRi).

• Send PUFr to C∗.

2. Committer Message: C∗ sends PUFs, P̂UFr to E.

3. Receiver Message: E does the following:

• Verification : For each i ∈ [n], if TRi 6= P̂UFr(TQi), abort.

• For each i ∈ [n], choose a random string ri
$←{0, 1}3n and send ri to C∗.

4. Committer Message: C∗ sends (c1, . . . , cn) to E.

5. Receiver Message: E does the following:

• Generate a PUF PUFR : {0, 1}3n → {0, 1}3n.

• For each i ∈ [n], compute yi = PUFR(P̂UFr(ci)), zi = PUFR(P̂UFr(ci⊕ri)).
• Send PUFR to C∗.

6. Committer Message: C∗ sends (t1, . . . , tn) to E.

7. Extraction: E does the following:

• Let Q = {Q1, . . . ,Qpoly(n)} be the set of queries made by C∗ to PUFR.

• If there exists (q1, . . . , qn) ∈ Q such that PUFR(qi) = yi for all i ∈ [n],
output b∗ = 0.

• Else, if there exists (q1, . . . , qn) ∈ Q such that PUFR(qi) = zi for all i ∈ [n],
output b∗ = 1.

• Else output ⊥.

Figure 20: Extraction Strategy E for UC-Com.

Imported Theorem 3. [DS13] If UC-Com is an ideal extractable commitment scheme in the
Faux-hybrid model, and IdealCom is an ideal commitment scheme in the Faux-hybrid model, there
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exists an unconditional UC-secure commitment scheme in the Faux-hybrid model, where Faux is an
auxiliary setup functionality accessed by the real world parties and the simulator or extractor.

K Bounded Stateful PUFs with a Non-Rewinding Simulator

In this section, we modify the protocol from Section 4 so that the simulator does not have to rewind
the stateful PUF. In order to achieve this, we will use an (n, k) threshold secret sharing scheme,
and we now define that below before describing the protocol.

Definition 13 ((n, k) Threshold Secret Sharing). An (n, k) threshold secret sharing scheme
consists of two algorithms (Share,Recon). The algorithm Share takes as input a secret message m
and outputs a set of n shares. The algorithm Recon takes as input a set of shares and outputs the
secret message m if the size of the set is at least k. The security guarantee is that the secret message
m is impossible to recover from a set of shares with size less than k.

Let (Share,Recon) be a (K,K/2) threshold secret sharing scheme. The protocol ΠK in Figure 21
allows us to use an `-bounded stateful PUF to obtain K secure (but leaky) oblivious transfers, such
that a malicious sender can obtain at most ` bits of additional universal leakage on the joint
distribution of the receiver’s choice input bits (b1, b2, . . . bK). This scheme removes the additional
assumption on the simulator, in particular, the simulator is no longer required to have the ability
to rewind a (malicious, stateful) PUF. This is done by combining standard secret sharing with
cut-and-choose techniques. For clarity, we omit the cut-and-choose from the description of the
protocol in Figure 21, and only prove the security of the protocol against any fully malicious sender,
and a special-malicious receiver. The special-malicious receiver is allowed to behave maliciously
everywhere except in Step 4 of the experiment, where the receiver is required to be semi-honest. It
is easy to see that this semi-honest behavior can be enforced via a standard cut-and-choose on the
views of the receiver.

Theorem 5. The protocol ΠK unconditionally UC-securely realizes F [⊗K]
ot in an `-bounded-stateful

PUF model, except that a malicious sender can obtain at most ` bits of additional universal leakage

on joint distribution of the receiver’s choice bits over all F [⊗K]
ot .

Correctness.

Claim 14. For all (m0,m1) ∈ {0, 1}2n and b ∈ {0, 1}, the output of R equals mb.

Proof. R outputs (Sb⊕Recon(r1, . . . , rK)), where: Sb = mb⊕Recon(PUFs(val
1⊕x1

b⊕x̂1
b), . . . ,PUFs(val

K⊕
xKb ⊕ x̂Kb )) = mb ⊕ Recon(r1, . . . , rK). Thus, R outputs mb.

Receiver Security. Let the environment be denoted by ZS . The environment chooses a bit
b ∈ {0, 1} and sends it to the honest receiver as his input. The strategy for the simulator SimS
against a malicious sender is described in Figure 22.

Claim 15. The sender simulation is statistically secure, for the strategy in Figure 22.
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Inputs: Sender S has private inputs (m0,m1) ∈ {0, 1}2n and R has private input
b ∈ {0, 1}.

1. Sender Message: S does the following.

• Generate a PUF PUFs : {0, 1}n → {0, 1}n.

• For each i ∈ [K] :

– Choose a pair of random strings (xi0, x
i
1)

$←{0, 1}2n.

– Send (ti0, t
i
1) = UC-Com.Commit(xi0, x

i
1) to R.

• Send PUFs to R.

2. Receiver Message:

• For each i ∈ [K], R does the following: Choose a random string (ci)
$←

{0, 1}n and compute ri = PUFs(c
i). Store the pair (ci, ri). Pick and send

(x̂i0, x̂
i
1)

$←{0, 1}2n.

• Send PUFs to S.

3. Sender Message:
For each i ∈ [K], S sends (xi0, x

i
1) = UC-Com.Decommit(ti0, t

i
1) to R.

4. Receiver Message: For each i ∈ [K], R does the following :

• If UC-Com.Decommit(t0, t1) does not verify, abort.

• Else, compute and send vali = ci ⊕ xib ⊕ x̂ib to S.

5. Sender Message: S does the following:

• Consider the values {PUFs(vali⊕xi0⊕x̂i0)}Ki=1 as a set of shares and compute
s0 = Recon(PUFs(val

1 ⊕ x1
0 ⊕ x̂1

0), . . . ,PUFs(val
K ⊕ xK0 ⊕ x̂K0 )).

• Compute s1 = Recon(PUFs(val
1 ⊕ x1

1 ⊕ x̂1
1), . . . ,PUFs(val

K ⊕ xK1 ⊕ x̂K1 )).

• Compute S0 = (m0 ⊕ s0), S1 = (m1 ⊕ s1) and send (S0,S1) to R.

Outputs: S has no output. R outputs mb := (Sb ⊕ Recon(r1, . . . , rn)).

Figure 21: Protocol ΠK for K 2-choose-1 OTs (with at most ` leakage) in the malicious
stateful PUF model.

Proof. First, observe that for each i, the pairs (x̂i0, x̂
i
1) and the string ci are chosen uniformly at

random and independently of PUFs. Therefore, the simulator’s queries are independent of PUFs
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1. Sender Message: Obtain PUFs and (ti0, t
i
1) for each i ∈ [K] from S.

2. Receiver Message: For each i ∈ [K], SimS does the following.

• Obtain (xi0, x
i
1) using UC-Com.Extract(ti0, t

i
1).

• Pick (x̂i0, x̂
i
1)

$←{0, 1}2n (following honest strategy).

• Choose a random string (ci)
$←{0, 1}n.

• If i ≤ K/2, compute ri = PUFs(c
i). Else, compute ri = PUFs(c

i ⊕ xi0 ⊕
x̂i0 ⊕ xi1 ⊕ x̂i1).

• Store the pair (ci, ri) and send (x̂0, x̂1) to S.

Send PUFs to S.

3. Sender Message: For each i ∈ [K], SimS obtains (xi0, x
i
1) =

UC-Com.Decommit(ti0, t
i
1) from S.

4. Receiver Message: SimS picks b
$← {0, 1} and then, for each i ∈ [K], SimS

does the following.

• If UC-Com.Decommit(ti0, t
i
1) does not verify, abort.

• Else, compute vali = ci ⊕ xib ⊕ x̂ib.

• Send (val)i to S.

5. Simulator Message to Fot: Obtain (S0,S1) from S.

• Compute mb = Sb ⊕ Recon(r1, . . . , rK/2).

• Compute m1−b = S1−b ⊕ Recon(rK/2+1, . . . , rK).

• Send (m0,m1) to Fot, such that Fot sends mb to the honest receiver.

Figure 22: Sender simulation forK 2-choose-1 OTs (with at most ` leakage) in the malicious
stateful PUF model.

and not correlated. Thus, in the view of a (possibly stateful) PUFs, the distribution of simulator
queries are statistically indistinguishable from the distribution of honest sender queries – thus the
probability of aborting in Step 2 (owing to a malicious aborting stateful PUFs) is statistically close
in both the worlds.

The simulator follows honest receiver strategy for all the next messages. By correctness of
UC-Com.Extract(·), correctness of the secret sharing scheme and because the distribution of PUFs
queries are statistically indistinguishable in the real and ideal worlds; it follows (using a similar
argument as Section 3) that the simulator extracts (m0,m1) correctly, conditioned on not aborting
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in Step 4. This proves that the view of the malicious sender is close in the real and ideal worlds,
except the receiver queries to PUFs (which may be recorded by a malicious stateful PUFs). However,
since PUFs can have at most ` bits of state, it obtains at most ` bits joint leakage over all K OTs.

Given: Malicious stateful PUFs.

1. Sender Message: The simulator SimR follows honest sender strategy to:

• Generate a PUF PUFs : {0, 1}n → {0, 1}n.

• For each i ∈ [K]:

– Choose a pair of random strings (xi0, x
i
1)

$←{0, 1}2n.

– Compute (ti0, t
i
1) = UC-Com.Commit(xi0, x

i
1) and send (ti0, t

i
1) to ZR.

• Send PUFs to ZR.

2. Receiver Message:

For each i ∈ [K], ZR sends (x̂i0, x̂
i
1)

$←{0, 1}2n to SimR. ZR also sends PUFs to
SimR.

3. Sender Message: SimR follows honest sender strategy to do the following:
For each i ∈ [K], send (xi0, x

i
1) = UC-Com.Decommit(ti0, t

i
1) to ZR.

4. Receiver Message: For each i ∈ [K], obtain vali from ZR.

5. Simulator Message to Ideal OT: SimR does the following.

• If there exists b′ such that for each query to PUFs by ZR, vali and xi ∈
{(xi0 ⊕ x̂i0), (xi1 ⊕ x̂i1)}, vali = ci ⊕ xib′ ⊕ x̂ib′ , set b = b′. Else set b = 1.

• Send b to Fot and obtain output mb. Pick mb̄
$←{0, 1}.

6. Sender Message:

• Compute: s1 = Recon(PUFs(val
1 ⊕ x1

1 ⊕ x̂1
1), . . . ,PUFs(val

K ⊕ xK1 ⊕ x̂K1 )).

• Compute S0 = (m0 ⊕ s0), S1 = (m1 ⊕ s1) and send (S0,S1) to ZR.

Figure 23: Receiver Simulation for K OTs (with ≤ ` leakage).

Sender Security. Let the environment be denoted by ZR. The environment chooses a pair
of messages {m0,m1} and sends them to the honest sender as his input. We consider a special-
malicious receiver, i.e., a receiver that is malicious in all steps except Step 4. The simulation
strategy SimR against a malicious receiver is described in Figure 23.

Claim 16. Assuming that the receiver is semi-honest in step 4, the receiver simulation is statisti-
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cally secure for the strategy in Figure 14.

Proof. Following the same arguments as in Appendix E , we can show that the simulator extracts
the correct input bit b in Step 5, such that the distribution of (Sb, Sb̄) is at most 2−

n
2 -far in the

real and ideal worlds.
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