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Abstract. Most masking schemes used as a countermeasure against
side-channel analysis attacks require an extensive amount of fresh ran-
dom bits on the fly. This is burdensome especially for lightweight cryp-
tosystems. Threshold implementations (T1Is) that are secure against first-
order attacks have the advantage that fresh randomness is not required if
the sharing of the underlying function is uniform. However, finding uni-
form realizations of nonlinear functions that also satisfy other T1I proper-
ties can be a challenging task. In this paper, we discuss several methods
that advance the search for uniformly shared functions for TIs. We focus
especially on three-share implementations of quadratic functions due to
their low area footprint. Our methods have low computational complex-
ity even for 8-bit Boolean functions.
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1 Introduction

Side channel attacks (SCA), which are shown to be a great threat to today’s cryp-
tosystems [1,14, 15], derive sensitive information (e.g. secret key) by correlating
various characteristics of the device such as timing, power consumption and elec-
tromagnetic emanation leakages with intermediate values of the cryptographic
algorithm during execution [15, 16]. In this paper, we consider adversaries that
can only use first-order SCA, i.e. can use only first-order statistical moments
of the side-channel information or equivalently can use information from a sin-
gle wire [13]. The threshold implementation (TI) method is a countermeasure
that is proven to be secure with minimal adversarial and implementation as-
sumptions [4, 19, 21] and is used for symmetric-key algorithms. Being a masking
scheme, its essence lies in splitting the sensitive data into s uniformly distributed
shares and adopting the (round) functions to operate on these shares in a way
that the correct output is calculated. Unlike other masking schemes, first-order
TT additionally requires each output share of a function to be independent of at
least one of its input shares. This enables security on demanding non-ideal (such
as glitchy) circuits and is called the non-completeness property. The uniformly
shared input combined with non-completeness randomizes the calculation, and
hence breaks the linear relation between the side-channel information and the
sensitive data for each function.



In the most generic case, the non-completeness property implies the bound
s > td + 1 on the number of shares where ¢ is the algebraic degree of the func-
tion [4,19] and d is the attack order. Hence, in our setting s increases only with
the degree of the underlying function to be calculated. Fortunately, any high
degree permutation can be represented by a combination of quadratic functions,
by means of sequential combination alone [2] or parallel and sequential combina-
tions together [10,17]. Since more shares typically imply an increase in required
resources such as area, it is desired to keep s as low as possible. Therefore, we
mainly target implementations with three shares while keeping the discussions
generic.

Related work. When the round-based nature of symmetric-key algorithms and
the uniformly shared input requirement are considered, it is useful to construct
the sharing of nonlinear functions in each round such that their output, which
is the input of the following round, is also uniform. A sharing of a function
(realization) satisfying this property is called a uniform sharing (realization).

So far, the strategy for finding uniform realizations has been to exhaustively
check uniformity for all possible non-complete realizations. For some Sboxes [20],
this strategy yields positive results rather quickly. However, even for small, low-
degree Sboxes with few shares the search space of possible realizations is very
large [7]. Therefore, proving the (non-)existence of a non-complete uniform shar-
ing for a particular nonlinear function is a difficult task [2, 3, 18].

Alternative to finding a uniform realization, fresh randomness can be added
to the output shares of a nonuniform realization. This operation, which makes
the sharing uniform, is commonly referred to as remasking. The increased cost
of high throughput fresh random number generation is undesired and sometimes
even unaffordable for a lightweight system.

Contribution. Even though there may not exist a known uniform realization
of a given vectorial Boolean function, it is beneficial to find a subset of outputs
for which the realization can be made jointly uniform since this reduces the ran-
domness cost significantly. Starting from this partially uniform realization idea,
which is described in Section 2.5, we focus on finding uniform realizations for
Boolean functions, then combine them appropriately. Finding uniform realiza-
tions has two main challenges. First, no efficient method to check the uniformity
of a realization has been presented so far. Second, if the realization under test
is not uniform, another realization needs to be checked and a systematic way to
reduce the search space has not been presented yet.

In this paper, we tackle both of these challenges. In Section 3, we introduce
an efficient method to check uniformity. In Sections 4 and 5, we respectively
discuss adding linear and quadratic terms to output shares in order to make the
realization uniform and provide examples. We prove that any realization which
uses a bent function as an output share can not be made uniform by adding
only linear terms. We also re-prove that there exists no uniform realization of a



nonlinear function with two inputs and one output with three shares. This result
was previously shown by exhaustive search [19].

2 Threshold Implementations

2.1 Notation

We denote the vector space of dimension n over the Galois field of order 2
by F™. We use lower case characters for elements of F" and vectorial Boolean
functions from F™ to F™. Superscripts refer to each bit and each coordinate
function, i.e x = (z',...,2") where 2° € F and f = (f!,..., f™) where f%is a
Boolean function. We omit the superscript when n = 1 for elements and m = 1
for functions. The ring of n X m matrices over F is written as F"*™. The dot-
product and the field addition of x,y are denoted by z -y and = + y respectively.
T represents the bitwise complement of x. |S| denotes the cardinality of the set
S.

The notation used for TIs is similar to [2, 4,5, 19,21]. A correct s share vector
' = (24,...,2%) of ' has the property that z* = Zj’:l . In particular, Sh(z")
is the set of correct sharings for the variable x*. This notation can be readily
extended to elements of F™ and (vectorial) Boolean functions. The sharing f =

ffa,..., o defined from F"*» to F™%ut with sj, input and seue output
shares is called a realization. The realization is correct if f* = Zj":“{ J; for all

1. Each share f; of a coordinate function f? is called a component function.
Constructing a uniform and non-complete realization for a linear function is
trivial [19]. Therefore, we focus only on nonlinear functions.

2.2 Non-completeness

Non-completeness is the key property that makes TI secure even on glitchy
circuits. Without loss of generality, a first-order non-complete realization has
the property that its i*" output share is independent of its i*® input share [19].
This independence implies that leakage of a single share is independent of the
unmasked input, proving the security [19]. As described in Section 1, Sin, Sout >
t + 1 due to this property [19]. A non-complete three-share realization y =
(y1,v2,y3) of an AND gate (y = f(x) = 2'2?) is provided in Eqn. (1) as an
example.

1 1 2 2 12 12 12
y1 = fi(zz, 73,23, 73) = Tax3 + T2x3 + T3T3

1 1 2 2 12 12 12
y2 = fa(xy, x5, 27, 23) = T325 + 123 + 377 (1)

1 1 2 2 12 12 12
ys = fa(x1, 2,27, 2) = 2127 + 2105 + 2377 .

2.3 Uniformity

A sharing of a variable is uniform if, for each unshared value z € F", every
x € Sh(z) occurs with equal probability. A realization f is called uniform if, for



uniformly generated input, its output is also uniformly generated. Namely, f is
uniform if and only if

on(sin—1)
Nu = {z € Sh(z)|f(z) = y}| =

2m(sout—1)
for each input € F* and y = f(z) € F™ [5].

Definition 1 (Uniformity table U). Let f be a shared realization from F™%mn
to F™w and Uy 4 be the cardinality of {x € Sh(x)|f(x) = y} for the unshared
input © and shared output y. The 2™ x 2™ table which has Uy 4 as its (x, y)™
element is called the uniformity table U of f.

Here, we assume that the rows and columns of U are ordered lexicographically
by each unshared then shared output. If f is uniform, the elements of U are
equal to either 0 or Ay;. We provide the uniformity table of Eqn. (1) in Table 1
for completeness [5].

Table 1. The uniformity table of Eqn. (1).

(Y1, 92, y3)

(z',2®) | 000 011 101 110 001 010 100 111
(0,0) 7 3 3 3 0 0 0 0
(0,1) 7 3 3 3 0 0 0 0
(1,0) 7 3 3 3 0 0 0 0
(1,1) 0 0 0 0 5 5 5 1

Note that Table 1 shows that the aforementioned realization is not uniform
since the table contains elements different from 0 and Ny = 4. Since we want to
limit the randomness requirement to minimize resources, we focus on methods to
find partially or completely uniform sharings directly. We also keep the number
of shares as small as possible for performance considerations.

2.4 Correction Terms

When a realization is not uniform, it is nevertheless possible that a different con-
struction of the component functions yields a uniform realization. One possible
way of generating alternative realizations is adding correction terms (CTs) to
an even number of component functions without breaking the non-completeness
property [19]. We assume CTs are generated using only the input shares of the
realization.

Consider a realization of a quadratic Boolean function with n variables with
three output and input shares. The number of linear and quadratic CTs is
3(n + (%)). Therefore, there exist 23(n+(3)) possible non-complete three share
realizations for this function. If we consider such realizations for 3- and 4-bit

(quadratic) Sboxes, we get 2'® and 23° possibilities for each coordinate function
and (2!%)3 and (239)* possible realizations for the Sbox [6].



2.5 Partial Uniformity

Definition 2 (Partial Uniformity). Consider the function f with m coordi-
nate functions f'. A realization that is uniform in at least one l-combination of
its coordinate functions, i.e. without loss of generality with uniform fi, f3, ... ém,
18 called a partially uniform realization of f.

The case where I = m implies that f has a uniform realization. The mo-
tivation to find a partially uniform function is that, if [ output variables are
jointly uniform, they do not need to be remasked to make the joint distribution
of output shares uniform [3]. Hence, the required randomness for remasking can
be reduced from m - (Souy — 1) bits to (m —1) - (sous — 1) bits. Note that by using
this method alone, the authors of [3] gained 60% efficiency on fresh randomness.

A straightforward way to find partially uniform realizations, which we apply,
starts by finding uniform realizations for each coordinate function of f. These
realizations are then combined iteratively until it is not possible to combine any
more component functions uniformly!. Therefore, we mainly focus on finding
uniform realizations of a Boolean function efficiently in the rest of the paper and
use their combinations for partial uniformity only on examples.

There are two main obstacles in this approach:

1. It is relatively expensive to check whether a given realization is uniform. So
far, the only proposed way to check uniformity is generating the uniformity
table U of the realization completely and checking if its nonzero elements
are equal to Ny. This requires 2"%» evaluations of the realization (for all
possible s;, shares of each of the n input variables) in the worst case.

2. Going through all possible realizations, i.e. trying all possible CTs, can be
extremely expensive due to the large amount of CTs as discussed at the
end of Section 2.3. Even if we focus only on the linear CTs, there exist 2™i»
different realizations implying O(2"¢n2"$in) = O(22"%in) complexity to check
uniformity for all of them.

Therefore, both decreasing the search space of possible realizations and reducing
the complexity of checking uniformity for each realization would have significant
impact on the overall complexity of finding uniform realizations for Sboxes.

3 Fast Uniformity Check for Boolean Functions

This section aims to reduce the complexity Oy of checking whether a given
realization of a Boolean function is uniform. In order to do that, we first analyze
the dependencies between the elements U, ,, of the uniformity table. We observe
that if the realization has three output shares, it is sufficient to calculate only
one row of U due to the dependency between U, ,,, reducing Oy . For this reason,
we consider the case sout = 3 in the second half of this section. Note that using

! One possible algorithm to find a (partial) uniform realization is provided in App. A
for completeness. Note that this algorithm returns a uniform realization if it exists.



three output shares limits the degree of the Boolean function to two. However,
any high-degree function can be decomposed into quadratic Boolean functions
and using a small number of shares typically reduces the implementation cost [5,
7,17

3.1 Observations on the Rows of U

Consider a non-complete realization f with sj, input and sq,; output shares,
represented by x and y respectively. For each unshared input z, let N, ; denote
the number of inputs of f for which the component y; has a fixed value b € {0, 1}.
That is

N {Eyyi Up,y  ifb=1
’ S, T Usy  ifb=0.

Lemma 1 N, ; is independent of x.

(2)

Proof. Due to non-completeness of f, y; is (without loss of generality) indepen-
dent of (z},2?,...,2"). Hence, N, ; is also independent of (z},2?,...,27). Since

the input sharing « is uniform, N, ; is independent of x. a

Hence, we will write IV; rather than N, ;. The lemma implies that the entries of
any row of U corresponding to some unshared input x are related by the same
set of equations for a constant binary value b:

— For 1 < i < sout, IV; satisfies Eqn. (2)
— The sum of the values must be equal to 27(sin—1)

Dty =207V, (3)
Y

If y € Sh(f(z)) with f(z) the complement of f(z), then U, = 0. Hence, we
will say that the system of equations (2)-(3) has only 2%ut~! unknowns.

Lemma 2 Given Egn. (3), the equations given in Eqn. (2) forb=1 and b=10
are linearly dependent.

Proof. Form the coefficient matrix of the system of equations (2)—(3) such that
each row of the matrix represents an equation for which the columns are the
coefficients of U, ,. Clearly, for each i, the rows p and r of this matrix corre-
sponding to N; when b = 0 and b = 1 are binary complements. Let j be the row
of ones corresponding to Eqn. (3). Then p = j — r describes the linear depen-
dence among these rows for each 1. a

Lemma 2 implies that there are at most sou; + 1 linearly independent equations
describing the unknowns U, . Since there are 2%uw—1 ynknowns, the values N;
completely determine each row of I only if 2%uw=! < g .« + 1. This inequality
holds only for sou < 3. Since squt must be greater than the degree of the function
and we focus on nonlinear operations, syt = 3. Note that fixing the number of
output shares to three has no implication on the number of input shares, nor on



the amount of input variables. In what follows, we investigate the case st = 3
further. For this case, App. B lists the four linearly independent equations for
each unshared input x that describe the relation between elements in a single
row of U.

3.2 Observations on U when sgy; = 3

Theorem 1 Let f be a realization of a Boolean function with s, = 3. Then
any row of its uniformity table U uniquely determines all elements of U.

Proof. Recall that the rows of U correspond to the unshared inputs. For any two
inputs x, ', the systems of equations (2)—(3) will be indentical provided that we
choose the same constant value for b. If the elements of some row are known, one
can easily deduce the values N; and hence the system of equations. The proof
is completed by the fact that for s, = 3 the system of equations completely
determines the elements of any row. a

Note that the theorem does not imply that all rows are equal, since the unkowns
in the system of equations for « and 2’ are different if f(z) # f(z). Namely, they
are Uy, o with y € Sh(f(x)) and U, , with y € Sh(f(z')) respectively. Hence,
the rows can in general take only two different values.

Corollary 1 If the realization f of a Boolean function with seu = 3 has a
uniform distribution for one unshared input value (one row of U), then it has a
uniform distribution for all unshared input values (all rows).

Proof. If the distribution of output shares is uniform for input xz, then all nonzero
elements in that row are equal to Ny,. Hence, by Theorem 1, all values of U are
fixed. Since the uniformity table of a uniform realization is a possible solution for
U, and the solution must be unique, it follows that f is a uniform realization. 0O

Using Corollary 1, the computational complexity of the uniformity check (Oy)
when s,u: = 3 is reduced to 0(2”(5“‘_1)), i.e. computing a single row of U. To be
able to compare with the results of the following section, we note that at most
O(2n(sin=1)2nsin) = (O(227sin=") evaluations are required if checking all linear
CTs is desired. We conclude this section with the following theorem from which
we will benefit in the remainder of the paper.

Theorem 2 A realization with one output variable and three output shares is
uniform if and only if each of its component functions is a balanced Boolean
function.

Proof. According to Theorem 1, it is enough to solve the system of equations (2)—
(3) for a single row of U to determine all the elements U, . By Lemma 2, the
equations for either b = 0 or b = 1 suffice. Hence, we consider the system of
equations for b = 0 which is provided in Eqn. (10) in App. B and simplified as



the following extended coefficient matrix with columns ordered lexicographically
by each shared, then unshared output:

11001100 M
10101010 N
10010110 N
1111111 1[26m—bn

Depending on whether the output (y = >, v;) is 0 or 1, the elements U, 4
corresponding to either the first or the second four coefficients of the matrix
(equivalently either the first or the second line of each equation in Eqn. (10))
are non-zero. Here, we only provide the solution for the system y = 0 given in
Eqn. (4). The solution for y = 1 is similar.

Uy 0,00) = =207 4 Z(Ny 4+ No 4 N3), Uy 01,1) = 2052797 4 Z(Ny — Np — N3),

=2l =Tl L S (CNp 4 Ny — N3), U1, = 2852707 4 2 (= Ny — Na + Na)

(4)

Ue (1,0,1)

N = N =

Uz,(0,0,1) = Uz, (0,1,0) = Uz (1,0,0) = Us,(1,1,1) =0

(=): For a uniform realization, all non-zero expressions in Eqn. (4) must be
equal to each other and have the value Aj, = 27— D =m(sou—1) — gn(sin—1)-2
This uniquely determines N7, Ny and N3 for a uniform realization. In particular,
we have

Ny = Ny = N3 = 2"sm=-1 (5)
implying that each component function is balanced.
(«<): If each output bit is uniform satisfying Eqn. (5), then each U, , is either 0
or Ny. This implies the uniformity of the realization. a

Note that one side of the proof stating that if the realization is uniform, each
of the component functions must be balanced has already been proven in [7] and
is independent of the number of shares or the degree of the function.

4 Using Linear Correction Terms Efficiently to Satisfy
Uniformity

In this section, we show how to avoid trying all the linear correction terms one
by one in order to find uniform realizations of Boolean functions. We benefit
from the Walsh-Hadamard transformation (WHT) to directly see which linear
correction terms can lead to uniform realizations and eliminate a significant
portion of the search space. Even though we describe our method for s, = 3
to benefit from Theorem 2, the idea can be used for efficient uniformity checks
of component functions with squ¢ > 3.



Definition 3. The Walsh-Hadamard transformation of f is denoted by Wy. For

w € F”, it is given by
Wi(w) = Y (1@,
xclFn

i.e. the discrete Fourier transform of (—1)7(®).

Here, the addition in the exponent is in F, and the summation is in the integers.
This transformation can be efficiently calculated with O(n2™) computational
complexity using fast WHT.

Definition 4. A Boolean function f is called bent if and only if for all vectors
w e, Wi(w) =2"/2.

Bent functions only exist for even n [22]. In our study, we will treat bent and
non-bent component functions separately for reasons that will be clarified later
in this section. Moreover, we will make use of the following well-known result.

Fact. f is balanced if and only if W;(0) = 0. Moreover, f(x)+ a -« is balanced
if and only if W¢(a) = 0.

4.1 Realizations without Bent Component Functions

Adding linear correction terms to a nonuniform realization f = (fi, fa2, f3) is
described by the following equations, where a and b are binary correction vectors.

fi=fh+ai-x fo=fat+by-x f3=[fs+(a;+by); .

The notation a; indicates that the bits corresponding to every i*" share are zero.
Due to the restrictions implied by this notation, the new sharing is non-complete.

By Theorem 2, (f1, f4, f5) is uniform if and only if f;’s are balanced. There-
fore, Wy, (a;j), Wy,(bs) and Wy, ((aj + bs);) must be zero which can easily be
checked by using fast WHT. We use Algorithm 1.

Algorithm 1 Find linear correction terms for the realization f = (fi, fa, f3).

1: Compute Wy, , Wy, and Wy, using WHT.
2: for a; € F"**i» do

3: if Wy, (aj) # 0 then

4: continue

5: end if

6: for b@ S Fnsi“, (ai —+ b@)g do

7. if Wf2 (bﬁ) =0 and Wfs((ai =+ bé),j) =0 then
8: yield (aj, bs)

9: end if

10: end for

11: end for

The computational complexity of the three Walsh-Hadamard transforma-
tions in this algorithm is O(n(sy, — 1) - 2*(==1D). The outer for-loop iterates



over 2"sin=1) yalues, the inner over 2"(5in=2) values. Hence, the for loop has
complexity O(27(25:=3)) Tt follows that the total worst-case complexity is

9] (n(sin _ 1) . 2"(Sin71) + 2"(25in*3)> -0 (zn(%in*?’)) .

To find a single solution the best-case complexity is O (n(sin -1)- 2"(8‘“_1)).

The table below summarizes the complexities of each uniformity-check method
presented so far when only linear correction terms are considered. The efficiency
of using the WHT is clear as the input size of the Boolean function increases. We
emphasize that to find uniform realizations of vectorial Boolean functions all the
aforementioned methods should be repeated for each coordinate function. Hence
the complexity gain observed for a single Boolean function in the following table
gains in significance for Sboxes.

Method Worst-case complexity — sin = 3 Sin = 4

Naive O(2%min) o2°™) 02"

Fast uniformity check O(22msin=m) o2*™) 0@e™)
Using WHT O(22"sin=3m) o2*) 02

Application to Q§00' It has been shown in [7,10,17] that 4-bit permutations
can be decomposed into quadratic functions in order to enable three-share real-
ization of cryptographic algorithms. There exist six 4-bit quadratic permutation
classes [7] up to affine equivalence that can be used for decomposition. For all
quadratic permutation classes except one (namely Q3 as denoted by [7]) a uni-
form realization with three-shares has been found. However, for class Q3 the
(non-)existence result was inconclusive so far since the search space is too big for
practical verification. By using Algorithm 1 together with Algorithm 3 on the
representative of Q3,, we found that two out of four coordinate functions have
jointly uniform realizations as described in App. C. This implies a 50% reduction
when a permutation from Q3 is instantiated, which shows the relevance of this
section. We note that no further improvements are possible for this permutation
using only linear correction terms.

4.2 Realizations with Bent Component Functions

Theorem 3 If any component function of a realization — seen as a function
on Frsn=1) s bent, then this realization is not uniform and it can not be
made uniform by using only linear correction terms.

Proof. Take one of the component functions f; of the realization of f, viewed as
a function on F*(in—1) Further assume f; is bent. Since the Walsh spectrum of
fi does not contain any zeros, it is clear that neither f; is a balanced function
nor any linear correction term makes f; balanced. Hence, the realization cannot
be made uniform with only linear CTs. Note that for su, > 4, balancedness
is still a necessary condition. Thus, the theorem also holds for more than three
output shares. a

10



We discuss two ad-hoc solutions to remedy this problem for any nonlinear
function in App. D. More generally, it is easier to find linear correction terms if
the number of zeros of the Walsh-Hadamard transform of each of the components
is high. Section 5 provides further insight into this matter.

5 Finding Uniform Realizations of Quadratic Functions

So far we only focused on using linear CTs to find uniform realizations. In this
section we benefit from quadratic forms to find quadratic CTs to enable uni-
form sharing on quadratic Boolean functions even if they have bent component
functions.

5.1 Quadratic forms

Any function f : F* — F composed of only quadratic terms can be described
by its quadratic form as f(x) = v SaT with S an upper triangular coefficient
matrix.

Similarly, its bilinear form By(z,y) = f(x+y)+ f(x)+ f(y) can be described
by the equation By(z,y) =y (S + ST)zT. This bilinear map defines a subspace
of F", given by rad(f) = {& € F" | Vy € F" : By(x,y) = 0}, i.e. the radical
or kernel of f. It follows from the rank-nullity theorem that dim(rad(f)) =
n —rank (S + ST).

Proposition 1 [22] f is bent if and only if dim(rad(f)) = 0.

Let L be an n x n invertible matrix. Then (S + S7) and LT (S + ST)L are
called cogredient. The cogredience relation divides the set of n x n matrices into
mutually disjoint classes of cogredient matrices with the same rank.

It is well known that any symmetric matrix over F has the following normal
form [23]:

1

0 : (6)
’ 0

That is, there exists an invertible matrix T such that S + ST = TN TT. For

more information on quadratic forms over fields of characteristic two, see [11,
23].

5.2 Quadratic Forms in TI Context

Let f(z) where x € F" be a quadratic Boolean function to be shared with the
realization f = (f1,..., fs...). In addition, let M; be the matrices associated
with the bilinear form of f;, that is, By, (z,y) = @My where

12 13 1
x12 o x28 .. x2n
M; = . . (7)
i 2 3 ol
xIn x2n x3n .. o

11



Each of the Xf J are sy X Siy matrices, with zeros in the i*" row and column to

satisfy non-completeness. These matrices are zero when z*z7 does not appear
in the unshared function?.

Similarly, let M be a block-matrix constructed from the matrix S + ST of
the bilinear form Bj. Each block is of size si, X si, and its values equal the value
of the corresponding element of S + ST. Hence, the correctness requirement can
be stated as Y2 M; = M.

Corollary 2 If rank(M;) = n(siy, — 1) for any i, then using linear CTs on the
realization f does not make it uniform.

Proof. Proof follows from Theorem 3 and Proposition 1. a

The proof of the following theorem clarifies the quadratic form notation for TI.

Theorem 4 No nonlinear Boolean function with two inputs and one output can
be uniformly shared using three shares.

Proof. Consider the following direct sharing for the product z'z? (AND gate):

fi = woas + wyal +wyxl,  fo=wiad +agat fagel,  fs = @iad + woa] +arad
The underlined terms cannot be moved due to the non-completeness property
of TTs, hence their corresponding coeflicients are fixed to be 1 in M; whereas the
other terms are flexible. It will be shown that any realization of z'z? contains
at least one bent Boolean function. Equivalently, by Corollary 2, there exists at
least one M; that is of full rank n(s;, — 1).

We have the following matrices M; associated with f; : F*(sin=1) & F (j €

{1,2,3}):

0 0 A 1

00 1B

A; 1 00

1 B; 00
Note that the zero rows and columns of M; — corresponding to the unused
share due to non-completeness — have been removed in the above notation,

since they have no influence, leaving n(si, — 1) X n(si, — 1) matrices.

Due to the orthogonality of the columns and rows, the above matrix is always
of rank four, unless A; = B; = 1. It follows from Proposition 1 that every
condition other than A; = B; = 1 implies that f; is a bent function. However, the
only remaining configuration is not possible since it corresponds to the sharing

/ 12 12 1 2 12
f1 = w223 + 2375 + X225 + T35

/ 12 12 1 2 1.2
fa = z173 + 2377 + T375 + T 177
/ 1 2 1 2 1 2 1.2
f3 = z125 + 2227 + T127 + X273,

2 We assume that there are no superfluous terms that appear in an even number of
M; and hence can be canceled out from the realization.

12



which is not correct. Note also that any correction must have degree less than
three to preserve non-completeness. By Theorem 3, there exist no linear cor-
rection terms that makes the realization uniform. Hence, an AND gate has no
uniform sharing with three input and output shares. Further, since linear terms
have no influence on By,, it follows that no nonlinear Boolean function with two
inputs can be uniformly shared using three shares. ad

The correctness of the above theorem has been shown in [19] by enumeration
of all possible correction terms. Our proof indicates that the matrix represen-
tation of quadratic forms is a useful tool to study the uniformity of quadratic
realizations.

5.3 Using Quadratic Forms to Find Uniform Realizations

Proposition 2 A uniform realization of a quadratic function can be found only
if there exist Syt matrices M; formed as in Eqn. (7), satisfying the following
properties:

1. 570 M; = M.
2. Vie{l,...,s0ut) : rank (M;) < n(siy, —1).
3. Linear correction terms can be found (e.g. by using Algorithm 1)

Moreover, by Theorem 2, the above requirements are also sufficient if syyu1 = 3.

Note that the proposition applies not only to quadratic forms but also quadratic
functions in general, since linear terms do not influence the block matrix M of
the bilinear form. In what follows, we discuss how the second requirement of
Proposition 2 can be met, which is non-trivial. Moreover, we mainly focus on
bent functions.

Recall that the matrix S+S7 of the bilinear form of a bent Boolean function f
is cogredient to its normal form N, given by Eqn. (6). Note that if S+S7 is cogre-
dient to N, then there also is a transformation T such that M = T N’ T7T. The
matrix 7" is obtained by replacing ones in the original cogredience transforma-
tion matrix with identity matrices, and zeros with zero-blocks of the appropriate
size. N’ is the following block matrix:

0J
Jo
0J
N = J o . (8)
’ 0
The matrix J is an s;, X s;; matrix of ones. It now suffices to select matrices
N/ such that N’ = >"7°"" N/ with rank (N}) as low as possible for each i. In
particular, since the transformation 7" preserves the rank and it does not act on

individual shares, if one can choose N/ such that rank (N/) < n(Sous — 1), then
for M; = TN]T T the first and second requirements from Proposition 2 are

3 The possibility of finding linear CTs increases as the rank of the matrix decreases
since a low-rank matrix typically has more zeros in the Walsh spectrum.
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satisfied. One possible way of constructing the matrices N/, is by decomposing
each of the block matrices J occurring in the normal form of Eqn. (8). The
decomposition of each J must be chosen such that it induces a linear dependence
relation among the rows of at least one of the matrices N/, and hence reduces
the rank of one of the matrices M;. Eqn. (9) provides three such decompositions

of J for sin = Sout = 3:
000 101 010
J:(011>—|—(000)+(100)
011 100 000
000 101 010
:(001)+(000)+(110) 9)
010 101 000
000 001 110
:(001)—1—(000)4—(110)‘
010 101 000

Notice that the ith decomposition (from top to bottom) has identical rows in
the ith term of the decomposition. The choice of the ith decomposition reduces
the rank of M; by two?, since .J is the only nonzero block in a row in N’ and N’
is symmetric. Hence, to ensure that each rank (M;) < n(si, — 1), each decompo-
sition from Eqn. (9) must be used at least once. This implies that this method
can be used effectively only when n > 6. The method to generate M;’s using the
decomposition of J for s, = 3 is formalized in Algorithm 2. Note that lines 2-9
are merely intended to construct the block matrix 7" from the corresponding ma-
trix L. The computational complexity of the algorithm is as low as O(n?) since
finding the normal form can be done using a particular type of simultaneous
row and column reduction, see for example Wan [23] for a description. Since the
search space for n < 5 is feasible, we opted for a generic search algorithm to
generate the matrices N/ for these cases. Specifically, we focused on n = 4 since
there exist no odd-sized bent functions and Theorem 4 completes the work for
n = 2. The following theorem formalizes our findings.

Theorem 5 Let f be any quadratic Boolean function on F™, n > 4. Then there
s a sharing f with s, = Sout = 3 shares, such that none of the output shares of
f are bent functions.

Furthermore, we conjecture that if the first two requirements of Property 2
hold, then a quadratic Boolean function f can always be made uniform using
three shares with linear correction terms. We conclude this section with an ex-
ample.

Application to an Fy multiplier. The AES S-box can be decomposed into
several multiplications in Fy, additions and rotations [8]. No three share uniform
realization of F4 has been found so far, which can be explained with the fact that
both coordinate functions of this multiplication which are given in Eqn. (12) in
App. E are bent. Since n = 4, we used a generic algorithm to find the matrices
M; leading to a realization with non-bent coordinate functions which is provided
in Eqn. (13) in App. E. We then performed a search on linear correction terms

4 We consider the matrix derived from f; of size n(sin — 1) X n(sin — 1) without the
zero rows and columns.
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Algorithm 2 Low-rank decomposition of the matrix M for sout = Sin = 3.

Input: S+ ST ¢ F™*" > The matrix representation of By.
Output: My, M2, M3 > Matrices of the bilinear forms of the output shares.

Find T such that S 4 ST = TNTT with N the normal form as in Eqn. (6).
Let L € F™®inXnsin,
for 1 <i,j7<ndo
if T[i,j] = 1 then
Lliti+sm—1,j:j+sm—1]+ I,
else
Lli:i+smn—1,j:j4+sm—1+0
end if
9: end for
10: Let My, My, M3 € F%inXnsin
11: for 1 <i,57 <n do
12: if N[i,j] =1 then

13: > Choose any decomposition from Eqn. (9).

14: > Use each decomposition at least once (only possible if n > 6).
15: Let J =J1 + Jo + J3.

16: Mli:i+sin—1,j:j+sn—1]« J forl=1,2,3.

17: end if

18: end for

19: return L(M; + M{)L*, L(Mz + M3)LT L(M3 + M) L™

as described in Algorithm 1 to make the realization uniform. We found several
uniform realizations for both coordinate functions. Details of this investigation
leading to an implementation with 50% lower randomness requirements are given
in App. E.

6 Conclusion

In this paper, we provided methods to find uniform realizations of nonlinear
(vectorial) Boolean functions efficiently. We limit ourselves to first-order TIs
because the uniformity property is insufficient to provide theoretical security
against higher-order attacks. We started by discussing how the uniformity check
of especially three output share realizations of Boolean functions can be per-
formed efficiently. We then described how the Walsh-Hadamard transformation
can be used to find all linear correction terms that lead to uniform realizations
without the need for an exhaustive search. This method can be applied to any
n-bit Boolean function with worst-case complexity O(22"$n=3") where s;, is the
number of input shares of the threshold implementation. We proved that if the
shared realization has a bent component function, this share can not be made
uniform by using only linear correction terms. On the other hand, we showed
that we can use the theory of quadratic forms to find uniform realizations for
many quadratic functions. We demonstrated the applicability of the theory by
providing partially uniform three-share realizations for a representative of the
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problematic quadratic 4-bit permutation class Q3,, and a F4 multiplier that
requires 50% less randomness compared to their naive implementations.
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A Algorithm to Find Partial Uniform Realizations

Our algorithm to find partial uniform realizations requires two simple theorems.

Lemma 3 Let f :F" — F™. If f has a uniform realization f, then any combi-
nation of | shared coordinate functions of f has a uniform realization.

Proof. To simplify notation, we show this for m = 2 and [ = 1. Let f = (f1, f?)
and f = (ff,..., fL f2, ..., f2). The sharing f is correct, if and only if Z;Zl f;
for all i € {1,2}. Hence, if for any given input, we fix the sharing of f!, then it
will occur for all 2°~! correct sharings of f2. Since each output share occurs a
constant amount of times c, the sharing for f! will occur c-2°~! times. It follows
that for a given input, all correct output shares of f! occur equally often. ad

Further, it is easy to see that the following theorem is correct.

Theorem 6 Let f : F* — F™ with coordinate functions f',...,f™. If o €
Sym,,, is a permutation on m symbols, then fo = (foys- -+, fo(m)) has a uniform
realization if and only if f has a uniform realization.

Lemma 3 and Theorem 6 intuitively lead to Algorithm 3, which gradually builds
up a partially uniform realization.
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A

lgorithm 3 Find (partially) uniform realizations.

Input: f = (f',...,f™) s.t. f' is the realization of the coordinate function f* of f;

The initial set S° of all possible correction functions c';

Output: The set 5 of all sets S with elements (c'1,...,c") s.t. f/ = fi1ti 4

©

10:

12:

13

14:
15:
16:
17:
18:
19:
20:

21:
22:
23:
24:
25:
26:
27:

28

29:
30:
31:
32:
33:
34:
35:
36:
37:
38:
39:

foenott = (F1 et ff 4 ¢) is a uniform realization.

c
: function ISUNIFORM(f)
return true if f is uniform, false otherwise
end function

: function GENERATECORRECTIONFUNCTIONS(f?, S°)
St
for ¢! € S° do
if ISUNIFORM(f* + ¢') then
St Stu{c}
end if
end for
return S°
end function

: function COMBINECORRECTIONFUNCTIONS(f, X;_1)
X0
> Denote the set of I-combinations from {1,...,m} by S.
for {t1,...,ti} € S do
St1 ,,,,, 1 — (Z)
for c'2t g Sttt ¢h g [l |hita ot g Ghitati) do
ottt ¢ ptzreotiol +Ct1
if V3 <i<l:ettrti-ttitts ty c Stirtimotig1se t
and ISUNIFORM( f'1 " + ' %) then

Gttt o Gtiety U{ctl""’tl}
end if
end for
PP 5 U{Stl"“’”}
end for
return X

end function

: function FINDPARTIALLY UNIFORMREALIZATION(S?, g)
for 1 <i<mdo
5% = GENERATECORRECTIONFUNCTIONS(f?, S?)
end for
X« {8...,5™}
1+ 2
while | < m and 35" t-1 ¢ 3 §Poli-1 £ () do
X + COMBINECORRECTIONFUNCTIONS(f, X1_1)
l<14+1
end while
return X;_;
end function
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B Fast Uniformity Check for Boolean Function
Realizations with s, = 3

For each unshared input z, the four linearly independent equations describing
each row of the uniformity table I/ of the Boolean function f with sq. = 3 are
as follows:

Uz 0,00 +1-Us0,1,1) +0- Uz 101) +0- U 11,00+

Uz, 0,01) T 1 Uz, 0,100 +0 Uz (1,00 +0 Uz 11,1y = N1

Uz, 0,0,0) 0 Uz 0,1,1) +1 Uz (1,0,1) + 0 Uy (1,1,00F

Uz, 0,01) +0-Uz 0,100 + 1 Uz (1,00 +0- Uz (1,1,1) = N2

Uz, 0,00 T+ 0-Uz 0,1,1) +0- U 101) T 1- Uz 11,0+ (10)
Uz 0,01) +1-Us 01,00+ 1 Us 1,00 +0-Us1,1,1) = N3

Uz 0,00+ 1 - U 011)+ 1 Us101) +1-Us 11,0+

‘Uz, 0,0,1) +1- Uz 01,00 + 1 Uz 1,00) + 1 U 1,1,1) = gn(#in—1)

== O = =

Depending on whether the output (y = >, v;) is 0 or 1, either the first or
the second line of each equation in Eqn. (10) will have non-zero terms Uy 4.

C Finding Uniform Realizations Using Fast WHT

Partial uniform realization for Q3. Here, we describe definitive results regard-
ing the use of linear correction terms on the representative permutation of Q3
with truth table [0,1,2,3,4,5,8,9,6,7,12,13,14,15,10,11]. Namely, it is pos-
sible to find multiple uniform realizations for each coordinate function of the
permutation using the contribution from this section. However, this does not
imply that the realization for the permutation is also uniform. Our algorithm
revealed that we can make two out of four coordinate functions jointly uniform.
We provide the algebraic description of one such realization where the unshared
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permutation is described as (y!, 42, 3%, y*) = f(zt, 22, 23, 2%) in Eqn. (11).

1 2 3 2 3 2 4 2 4 2 3 2 3 2 4 2 4 3 4 3 4 3 4 3 4 2
Y1 = Taxy + T3T3 + TaXg + T3L3 + T3X5 + T3L3 + T3X9 + T3T3 + ToXo + T3 + T3X9 + T3T3 + T
1 2 3 2 3 2 4 2 4 2 3 2 3 2 4 2 4 3 4 3 4 3 4 3 4 2
Y1 = T2x2 + T2x3 + 2% + 223 + £3T2 + X303 + X3T2 + T3%3 + Tako + T2X3 + 322 + T3T3 + 27

1 2 3 2 3 2 4 2 4 2 3 2 4 3 4 3 4 3 4
r1T] + 2173 + 212 + 123 + 321 + 2371 + 12 + 2123 + T32

Yo =

1 2 3 2 4 2 3 2 4 3 4 3 4 2

Y3 = 123 + X1%2 + 2327 + 2221 + T1T2 + T2x + 27

2 2 3 2 3 2 3 2 3 3 4 3 4 3 3 4 3 4 3 4 4
Y1 = X3x3 + x3x3 + X322 + T3T3 + ToXe + T2z + T2 + 322 + X323 + a3+ X2 + X3

(11)
2 3 2 3 2 3 3 4 3 4 3 3 4 4
Y2 = X121 + 2123 + 2321 + 2121 + r1T3 + 21 + 321 + 2

2 3 2 3 3 4 3 4
TI1T2 + T2T1 + T1T2 + TaTy

Ys =

3 2 3 2 3 2 2 3 2 3 2 4 4
Y1 = 2x3 + 223 + 3 + 323 + 23T3 + 3 + T2 + X3
3 2 3 2 3 2 2 3 4

Yo = T1X] +T1T3 + ] + X377 + T4

3_ 23 2 3

Y3 = 2123 + 23271

4 1

Y =23

4 1

Y2 = T1

4 1

Ys = T2.

This particular realization makes the joint realization of the coordinate function
pair (y1,y4) uniform. The component functions corresponding to the coordinate
functions (y2,y3) should be re-masked for uniformity of the permutation’s real-
ization. This implies that only four bits of randomness must be used giving a
50% reduction compared to remasking every bit. We note that no further im-
provements are possible for this permutation using only linear correction terms.

D How to Make Realizations with Bent Component
Functions Uniform?

Two generic constructions for avoiding bent functions are listed below:

1. Add a term of degree higher than n(si, —1)/2 which is the maximum degree
of a bent function [9]. If n(sin —1)/2 < n(sin —2), we must add an additional
share due to noncompleteness. Hence, this method is especially useful for
Sin > 4.

2. It can be shown that the derivative

Do f(z) = f(z) + f(z +w),

is a balanced Boolean function if f is bent [9]. Hence, adding f;(z + w)
to both share ¢ and a new share makes share ¢ balanced if f is bent. The
new share can be avoided if some component f is independent of two input
shares.
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E Using Quadratic Correction Terms For Uniformity

Partial uniform realization for Fy multiplier. Tt has been shown in [8] that the
AES S-box can be decomposed into several multiplications in Fy, additions and
rotations. This decomposition has been used for TIs of AES in [12, 18]. Since, no
uniform realization of F4 has been found so far, these TIs relied heavily on adding
fresh randomness. This can be explained with the fact that both coordinate
functions of this multiplication which are given in Eqn. (12) are bent.

fH(z) = 2'a* + %2 4 2%2* A(z) = z'a® + 2'a* + 222 (12)
Since n = 4, we used a generic algorithm to find the matrices M; leading to a
realization with non-bent coordinate functions which is provided in Eqn. (13).
Note that this realization is not uniform. Hence, we performed a search on linear
correction terms as described in Algorithm 1. This gave several uniform realiza-

tions for both coordinate functions such as Eqn. (15) corresponding to y;.

Yyl = 323 + 2575 + 1375 + 2375 + T35 + T5T; + v3ws + 230h + 2575

ys = z173 + w3a] + 212t + 2iad + alws + 23al + 23w + aja) + adas

Y3 = T1T] + T1Ts + TTs + TaTs + TITT + TTy + TITH + TITT + TITH (13)
+ mgm‘;’ + mgmg + mgm% + m%x%

yf = x%xé + x%xé + xéxg + Jzémg + IiéI% + z%xg + 1’31’% + xgxg

Y3 = 2173 + 21w + 21w + 23w + 23w + waws + wiws + wiel + wied

Y3 = w1al + 2175 + w1as + 227 + 2aw5 + Tox] + 23w + aial + aizy  (14)
+ a3a] + w37h + Tha

Since no combination of possible uniform realizations for coordinate functions
yielded a uniform result, we conclude that the sharing of either one of the coor-
dinate functions should still be remasked. This requires two bits of randomness.

fl =yl +a5
2 =ys +ai +ad (15)

f3 =y + i +af
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