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Abstract. In the present paper, we propose an automatic search algorithm for optimal
differential trails in SIMON-like ciphers. First, we give a more accurate upper bound
on the differential probability of SIMON-like round function. It is shown that when
the Hamming weight of the input difference α, which is denoted by wt(α), is less
than one half of the input size, the corresponding maximum differential probability
of SIMON-like round function is less than or equal to 2−wt(α)−1. Based on this,
we adapt Matsui’s algorithm and propose an efficient algorithm for searching for
optimal differential trails. With the proposed algorithm, we find the provably optimal
differential trails for 12, 16, 19, 28 and 37 rounds of SIMON32/48/64/96/128. To the
best of our knowledge, it is the first time that the provably optimal differential trails for
SIMON64, SIMON96 and SIMON128 are reported. The provably optimal differential
trails for 13, 19 and 25 rounds of SIMECK32/48/64 are also found respectively, which
confirm the results given by Kölbl et al. [KR15]. Besides the optimal differential trails,
we also find the 14, 17, 23, 31 and 41-round differentials for SIMON32/48/64/96/128,
and 14, 21 and 27-round differentials for SIMECK32/48/64, respectively. As far as
we know, these are the best differential distinguishers for SIMON and SIMECK so
far. Compared with the approach based on SAT/SMT solvers used by Kölbl et al.,
our algorithm is more efficient and more practical to evaluate the security against
differential cryptanalysis in the design of SIMON-like ciphers.
Keywords: automatic search, differential trail, SIMON, SIMECK

1 Introduction
Lightweight ciphers are driven by the need of resource-constrained applications such as
RFID tags, smart cards and sensor networks. During the last decade, many lightweight
ciphers have been proposed. Here are some notable examples: mCrypton [LK05], SEA
[SPGQ06], HIGHT [HSH+06], DESL [PLSP07], DESXL [LPPS07], PRESENT [BKL+07],
CLEFIA [SSA+07], MIBS [ISSK09], TWIS [OKJL09], KATAN and KTANTAN [CDK09],
KLEIN [GNL11], LED [GPPR11], Piccolo [SIH+11], LBlock [WZ11], PRINCE [BCG+12],
TWINE [SMMK12].

In 2013, the NSA published two novel lightweight cipher families SIMON and SPECK
[BSS+13]. Compared with other existing ciphers, these families have a better performance
in both hardware and software platforms. Afterwards, a family of lightweight block ciphers
called SIMECK was proposed at CHES’15 by Yang et al. [YZS+15]. The designers
combined the good components of SIMON and SPECK and gave a more compact and
efficient cipher in hardware. SIMON and SIMECK are both based on Feistel construction
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and their round functions are the same except using different rotational constants (rotational
constants (1, 8, 2) for SIMON and (0, 5, 1) for SIMECK). The SIMON design can be
generalized to SIMON-like ciphers, which use the same structure and round function but
different rotational constants.

However, the designers of SIMON and SPECK neither provided the design rationale,
nor gave any security evaluation or cryptanalytic results. This inspired the cryptographic
community to take further investigations for a deeper understanding of these ciphers.
So far, a large variety of papers evaluating the security of SIMON have been published
[ALLW14, AAA+14, AL13, BRV14, CW16, CWW15, CMS+14, KSI16, TM16, WWJZ14,
WLV+14]. And among these cryptanalytic results, differential and linear cryptanalysis are
the most promising attacks.

Differential cryptanalysis is one of the most powerful techniques in the cryptanalysis
of symmetric-key cryptographic primitives. Therefore, security against differential crypt-
analysis is becoming a major security metrics for the design of block ciphers. As for S-box
based ciphers, a variety of automatic search algorithms have been proposed for evaluat-
ing the security against differential cryptanalysis [BBF15, BZL14, BN10, BN11, BDF11,
Mat94, MWGP11, SHW+14]. Because the S-boxes used in S-box based ciphers usually
operate on 8 or 4-bit words, and it is easy to construct their difference distribution tables
(DDT). However, SIMON-like ciphers use AND operation as the source of nonlinearity.
Constructing a DDT for SIMON-like round function of n-bit input requires 22n bytes of
memory. This is infeasible for a typical word size of 32 bits.

Biryukov et al. introduced the concept of partial difference distribution table (pDDT)
and proposed an automatic search algorithm for differential trails in ARX ciphers [BV14].
The pDDT contains only a fraction of differences whose probabilities are above a fixed
threshold. With the pDDT, they extended Matsui’s algorithm [Mat94] to ARX ciphers for
the first time. Due to the generalization of pDDT, their algorithm can also be used to
search for differential trails in SIMON-like ciphers. With the proposed algorithm, they
found some improved differential trails for SIMON and SPECK [BRV14, BV14]. However,
their algorithm uses heuristics to find high-probability differential trails and may not
obtain the optimal differential trail.

At CRYPTO 2015, Kölbl et al. gave an explicit formula for the differential probability
of SIMON-like round function [KLT15]. Based on this, they applied an approach based on
SAT/SMT solvers to find optimal differential trails for SIMON, and reported the provably
optimal differential trails for SIMON32, SIMON48, and a 16-round optimal differential trail
with probability 2−54 for SIMON64. Due to the similarity of SIMON and SIMECK, Kölbl
et al. also found the provably optimal differential trails for SIMECK [KR15]. However,
they didn’t report the provably optimal differential trails for SIMON64, SIMON96 and
SIMON128. Also, it takes much time for the SAT/SMT solver to find optimal differential
trails in SIMON-like ciphers, which may limit its application to SIMON-like ciphers with
large block sizes, such as 96 and 128 bits.

At SCN 2016, Beierle gave an upper bound on the probability of differential trails in
SIMON-like ciphers and presented the first non-experimental security argument for several
SIMON-like instances [Bei16]. Although these bounds are worse than the bounds obtained
by other automatic search algorithms, the argument gives more insights into the design of
SIMON-like ciphers.

Our Contributions. This paper investigates the problem of automatic searching
for optimal differential trails in SIMON-like ciphers, and our main contributions are
summarized as follows.

1. Based on the observations given by Kölbl et al. [KLT15] and Beierle’s arguments
[Bei16], we give a more accurate upper bound on the differential probability of
SIMON-like round function. According to the theorem given by Kölbl et al., the
maximum differential probability of SIMON-like round function decreases as the
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Hamming weight of input difference increases. Beierle derived an accurate upper
bound for the case when the Hamming weight of input difference equals 2. We extend
the accurate upper bound to the case when the Hamming weight is less than one
half of the input size.

2. We propose an efficient automatic search algorithm for optimal differential trails in
SIMON-like ciphers. Our algorithm is based on Matsui’s branch-and-bound algorithm
[Mat94]. Since the maximum differential probability of round function depends on
the Hamming weight of input difference, we can always search for differential trails by
traversing input differences from low Hamming weight. Once we find some difference
whose probability does not satisfy the search condition, we can break the unnecessary
branches as soon as possible, that is, we needn’t traverse the input differences with
higher Hamming weight. With the upper bound given in this paper, we can improve
the efficiency of the search algorithm greatly.

3. With our algorithm, it is able to find the provably optimal differential trails for
SIMON and SIMECK. For SIMON with block size 32, 48, 64, 96 and 128 bits, we find
the optimal differential trails on 12, 16, 19, 28 and 37 rounds with probability 2−34,
2−50, 2−64, 2−96 and 2−128 respectively. Meanwhile we report the provably optimal
differential trails for SIMON64, SIMON96 and SIMON128 for the first time. As for
SIMECK with block size 32, 48 and 64 bits, we find the provably optimal differential
trails on 13, 19 and 25 rounds respectively, which confirm the optimal differential
trails given by Kölbl et al. [KR15]. Besides, we find the 14, 17, 23, 31 and 41-
round differentials for SIMON32/48/64/96/128, with probabilities 2−30.76, 2−46.38,
2−61.93, 2−95.34 and 2−123.74 respectively. The 14, 21 and 27-round differentials
with probabilities 2−31.64, 2−45.28 and 2−61.49 are also found for SIMECK32/48/64,
respectively.

Outline. The paper is organized as follows. Section 2 gives a brief description of the
block ciphers SIMON and SIMECK. In Section 3, we give a more accurate upper bound
on the differential probability of SIMON-like round function. In Section 4, an automatic
search algorithm is proposed for optimal differential trails in SIMON-like ciphers. In
Section 5, we apply the proposed algorithm to block ciphers SIMON and SIMECK, and
show the experimental results. A short conclusion is given in Section 6.

Notations used in the present paper are defined in Table 1.

Table 1: Notation

Notation Description
x bitwise NOT of x

x⊕ y bitwise exclusive OR (XOR) of x and y
x ∧ y bitwise AND of x and y
x ∨ y bitwise OR of x and y
x≪ r rotation of x to the left by r positions
x≫ r rotation of x to the right by r positions
x‖y concatenation of bit strings x and y
wt(x) the hamming weight of x
∆x XOR difference of x and x′ : ∆x = x⊕ x′
xi the i-th bit of the n-bit word x
0n an n-bit vector with all entries equal 0
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2 Description of SIMON and SIMECK
SIMON is a family of lightweight block ciphers published by the NSA in 2013 [BSS+13].
It has a Feistel structure and operates on 2n-bit state, where n is the word size and
n = 16, 24, 32, 48 and 64. The key size composes of m n-bit words, where m = 2, 3, 4.
SIMON with block size 2n bits and key size mn bits is referred to as SIMON2n/mn.

SIMON utilizes an extremely simple round function consisting of three operations:
AND (∧) , XOR (⊕) and rotation (≪). The round function is defined as

F (x) = ((x≪ 1) ∧ (x≪ 8))⊕ (x≪ 2).

Let (Li, Ri) be the input of i-th round of SIMON. The output of i-th round is (Li+1, Ri+1),
and (Li+1, Ri+1) is computed as follows:

Li+1 = F (Li)⊕Ri ⊕Ki, Ri+1 = Li.

In 2015, Yang et al. proposed a family of lightweight block ciphers SIMECK [YZS+15].
Their design combines the good components of SIMON and SPECK which leads to a
more compact and efficient implementation in hardware. SIMECK has only three variants:
SIMECK32/64, SIMECK48/96 and SIMECK64/128. SIMECK is also based on Feistel
construction and its round function is the same as SIMON’s apart from using (0, 5, 1) as
the rotational constants.

The subkeys are derived from a master key by key scheduling. As the key schedule
is not relevant to the search algorithm, we omit its description and refer the reader to
[BSS+13] and [YZS+15] for the detail description of SIMON and SIMECK.

The round functions of SIMON and SIMECK are shown in Fig 1.
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Figure 1: The round functions of SIMON and SIMECK

3 Upper Bound on the Differential Probability of SIMON-
like Round Function

In this section, we derive a more accurate upper round on the differential probability
of SIMON-like round function, which is based on the observations given by Kölbl et al.
[KLT15] and Beierle’s arguments [Bei16].
Definition 1 (SIMON-like Round Function[KLT15]). Let x ∈ Fn2 , a, b, c ∈ N , and
a, b, c ≥ 0. Then the SIMON-like function is defined as:

F (x) = ((x≪ a) ∧ (x≪ b))⊕ (x≪ c),

where a, b, c are the rotational constants.
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In the context, a SIMON-like cipher is defined as an iterated cipher using the
SIMON-like round function in a Feistel construction. The block ciphers SIMON and
SIMECK are two particular cases of SIMON-like cipher, which use (1, 8, 2) and (0, 5, 1) as
a choice for the rotational constants (a, b, c) respectively.

Note that the SIMON-like round function defined above is a particular case of Beierle’s
definition [Bei16], where a quadratic, rotational invariant function is used as the non-linear
component, and an F2-linear function as the linear component. In this paper, we only
focus on the SIMON-like cipher with F (x) = ((x ≪ a) ∧ (x ≪ b)) ⊕ (x ≪ c) as the
round function.

Kölbl et al. derived a closed expression for the differential probability of SIMON-like
round function, and their results are as follows.

Theorem 1 (Differential probability of SIMON-like round function [KLT15]). Let F (x) =
((x≪ a) ∧ (x≪ b))⊕ (x≪ c), where n is even, a > b and gcd(n, a− b) = 1. Let α and
β be an input and an output difference. Then with

varibits = (α≪ a) ∨ (α≪ b)

and
doublebits = (α≪ b) ∧ (α≪ a) ∧ (α≪ (2a− b))

and
γ = β ⊕ (α≪ c),

the probability that difference α goes to difference β is

P (α 7→ β) =



2−n+1 if α = 2n − 1 and wt(γ) ≡ 0 mod 2

2−wt(varibits⊕doublebits) if α 6= 2n − 1 and γ ∧ varibits = 0n
and (γ ⊕ (γ ≪ (a− b))) ∧ doublebits
= 0n

0 else.

From Theorem 1, the differential probability P (α 7→ β) is the same for all possible
output differences β, and we use Pα instead of P (α 7→ β). Beierle obtains an upper bound
on the differential probability of SIMON-like function depending on the Hamming weight
of input difference. We list the result in the following.

Theorem 2 (Upper bound on the differential probability [Bei16]). Let F (x) = ((x ≪
a) ∧ (x≪ b))⊕ (x≪ c). Assume that n ≥ 6 is even, a > b and gcd(n, a− b) = 1. Let α
be an input difference of F (x). Then for the differential probability, it holds that

(1) If wt(α) = 1, then Pα ≤ 2−2;

(2) If wt(α) = 2, then Pα ≤ 2−3;

(3) If wt(α) 6= n, then Pα ≤ 2−wt(α);

(4) If wt(α) = n, then Pα ≤ 2−n+1.

Note that the cases (1), (3) and (4) in Theorem 2 follow directly from Theorem 1, and
Beierle derived an accurate upper bound for the case wt(α) = 2. We extend the accurate
upper bound to the case 1 ≤ wt(α) < n/2, which can be used to further improve the
efficiency of the search algorithm. Our result is as follows.

Theorem 3. Let F (x) = ((x ≪ a) ∧ (x ≪ b)) ⊕ (x ≪ c), where n is even, a > b and
gcd(n, a−b) = 1. Let α be an input difference of F (x). Then for the differential probability,
it holds that
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(1) If 1 ≤ wt(α) < n/2, then Pα ≤ 2−wt(α)−1;

(2) If n/2 ≤ wt(α) < n, then Pα ≤ 2−wt(α);

(3) If wt(α) = n, then Pα ≤ 2−n+1.

Proof. Appendix A.

4 Automatic Search Algorithm for Optimal Differential Trail-
s

In 1994, Matsui proposed a practical automatic search algorithm for the optimal differential
trail of DES [Mat94]. The algorithm performs a recursive search for differential trails over
a given number of rounds n (n ≥ 1). It derives the best n-round differential probability
Bn from the knowledge of the best i-round probability Bi (1 ≤ i ≤ n − 1) and the
initial estimate Bn for Bn. However, Matsui’s algorithm is only applicable to S-box based
ciphers. Recently Biryukov et al. proposed a threshold search algorithm and obtained
some improved differential trails for SIMON [BRV14, BV14]. They introduced the concept
of pDDT and adapted Matsui’s algorithm for finding differential trails in SIMON. But
their algorithm can’t always find the optimal differential trail since it uses heuristics to
find high-probability differential trails.

In this section, an adapted Matsui’s algorithm is introduced, which can find optimal
differential trails in SIMON-like ciphers under the Markov assumption. Because our
algorithm doesn’t introduce any heuristics, it can obtain the optimal differential trail. The
propagation of differences in SIMON-like round function is depicted in Fig 2.
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Figure 2: Propagation of differences in SIMON-like round function

SIMON-like ciphers use bitwise AND operation as the nonlinear component. If the
inputs of AND operation are independent, we can break the computation of differential
probability into portions. After computing the probability of every component, we obtain
the differential probability by multiplying them. However, the inputs of AND operation in
SIMON-like ciphers are dependent on each other because they are both from the same
input by rotation.

From the theorem given by Kölbl et al., the differential probability of SIMON-like round
function P (α 7→ β) depends only on the input difference α and the rotational constants a
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and b, if α 7→ β is a possible differential. So in our search algorithm, we can firstly compute
the differential probability of one round. If the probability satisfies the search condition,
then we go on finding all possible output differences and searching the next round.

As for searching for output differences, we firstly consider the differential property
of AND operation with independent inputs. Inspired by the idea of S-box, we can break
an n-bit AND operation into m t-bit AND operations (assume n = mt) and build the
difference distribution table (DDT) of t-bit AND operation, which is defined as DDTA
(difference distribution table of AND). In contrast to the DDT of S-box, the DDTA only
stores the possible output differences whose probability aren’t zero, because we only need
output differences and don’t care their probabilities – the probability of SIMON-like round
function has been computed according to Theorem 1. Then, we turn the problem of
searching for differential trails in SIMON-like ciphers into that in S-box based ciphers.

Next, we give the construction of DDTA and the method to compute the output
difference of SIMON-like round function with DDTAs. The DDTA can be constructed
with Algorithm 1.

Algorithm 1 Constructing t-bit DDTA
1: for A, B = 0 to 2t − 1 do
2: ∆I = A||B;
3: Num = 0;
4: for Γ = 0 to 2t − 1 do
5: ∆O = Γ;
6: flag = wt(A ∧B ∧ Γ);
7: if flag = 0 then
8: DDTA[∆I][Num] = ∆O;
9: Num = Num+ 1;

10: end if
11: end for
12: end for

Given an n-bit input difference α, we firstly compute α ≪ a and α ≪ b, and then
look up the m DDTAs to obtain the corresponding output differences. Concatenating the
partial output differences, we get the output difference γ of AND operation. After that,
we need to check whether α and γ satisfy the condition in Theorem 1. If so, we obtain an
possible output difference β = γ ⊕ (α≪ c) of SIMON-like round function.

To improve the efficiency, we apply Theorem 3 in the search algorithm. More
specifically, we traverse plaintext differences from the difference with low Hamming weight,
because the maximum differential probability of SIMON-like round function decreases as
the Hamming weight of input difference increases. Once we find some plaintext difference
whose maximum differential probability doesn’t satisfy the search condition, that is
PmaxBn−1 < Bn, we break the branch and needn’t traverse the plaintext differences with
higher Hamming weight.

Theorem 2 improved the bound from Theorem 1 for the case when the Hamming
weight of input difference equals 2. Compared with Theorem 1, it can break the branch in
advance in some cases. For example, when Bn = 2−2 × Bn−1, it needn’t traverse input
differences with Hamming weight of 2 for the first round, since the maximum probability is
2−3 according to Theorem 2. There is a similar case for the second round. Theorem 3 has
a more practical application than Theorem 2 in the search algorithm. Because Theorem 3
improved the upper bound for the case when the Hamming weight is less than n/2, it can
break the branch in advance in most cases, which improves the efficiency of the search
algorithm significantly. The pseudo-code of our algorithm is listed in Algorithm 2.

In the following, we give a rough estimation of the complexity of the search algorithm.
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Algorithm 2 Search for Optimal Differential Trails in SIMON-like ciphers
1: Procedure Main:
2: Begin the program
3: Let Bn = 2×Bn−1, and Bn = 1.
4: Do
5: Let Bn = 2−1 ×Bn;
6: Call Procedure Round-1;
7: while Bn 6= Bn.
8: Exit the program

9: Procedure Round-1:
10: For each candidate for ∆X1 with wt(∆X1) from 0 to n, do the following:
11: If Pmax ×Bn−1 < Bn, then //Pmax is precomputed according to Theorem 3.
12: Return to the upper procedure;
13: Else
14: Let α = ∆X1 and Pα is computed according to Theorem 1;
15: If Pα ×Bn−1 ≥ Bn, then
16: Let µ = α≪ a, ν = α≪ b, p1 = Pα, and γ is computed with DDTAs;
17: flag = Judge-Diff(α, γ);
18: If flag = true, then
19: Let β = F (α) = γ ⊕ (α≪ c), and Call Procedure Round-2;
20: Return to the upper procedure;

21: Procedure Round-2:
22: For each candidate for ∆X2 with wt(∆X2) from 0 to n, do the following:
23: If p1 × Pmax ×Bn−2 < Bn, then
24: Return to the upper procedure;
25: Else
26: Let α = ∆X2, and Pα is computed according to Theorem 1;
27: If p1 × Pα ×Bn−2 ≥ Bn, then
28: Let µ = α≪ a, ν = α≪ b, p2 = Pα, and γ is computed with DDTAs;
29: flag = Judge-Diff(α, γ);
30: If flag = true, then
31: Let β = F (α) = γ ⊕ (α≪ c), and Call Procedure Round-3;
32: Return to the upper procedure;

33: Procedure Round-i (3 ≤ i ≤ n− 1):
34: Let ∆Xi = ∆Xi−2 ⊕ F (∆Xi−1);
35: Let α = ∆Xi, and Pα is computed according to Theorem 1;
36: If p1 × · · · × pi−1 × Pα ×Bn−i ≥ Bn, then
37: Let µ = α≪ a, ν = α≪ b, pi = Pα, and γ is computed with DDTAs;
38: flag = Judge-Diff(α, γ);
39: If flag = true, then
40: Let β = F (α) = γ ⊕ (α≪ c), and Call Procedure Round-(i+ 1);
41: Return to the upper procedure;

42: Procedure Round-n:
43: Let ∆Xn = ∆Xn−2 ⊕ F (∆Xn−1);
44: Let α = ∆Xn, and Pα is computed according to Theorem 1;
45: If p1 × · · · × pn−1 × Pα = Bn, then Bn = Bn;
46: Return to the upper procedure;

47: bool Judge-Diff(α, γ) //A function to judge the differential condition in Theorem 1.
48: If α = 2n − 1 then
49: If wt(γ) ≡ 0 mod 2, then return true;
50: Else
51: Let varibits = (α≪ a) ∨ (α≪ b);
52: Let doublebits = (α≪ b) ∧ (α≪ a) ∧ (α≪ (2a− b));
53: If γ ∧ varibits = 0n and (γ ⊕ (γ ≪ (a− b)))∧ doublebits = 0n, then return true;
54: Return false;
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Let m1 be the number of differences α1 and β1 in the first round, where m1 = #{(α1, β1) |
Pmax(α1 7→ β1) ≥ Bn/Bn−1}. Analogously, let m2 be the number of differences α2 and β2
in the second round, where m2 = #{(α2, β2) | Pmax(α2 7→ β2) ≥ Bn/(p1Bn−2)}. As the
complexity of the search is dominated by the number of candidates in the first two rounds,
the complexity of Algorithm 2 has the form O(m1m2). Because the maximum differential
probability Pmax decreases with the Hamming weight of input differences increasing, it
only searches a very small fraction of all the possible plaintext differences, which makes
O(m1m2) be significantly lower than the complexity of full search 22n. However, it is
difficult to get the precise values of m1 and m2, since they change dynamically in the
search.

Note that in Theorem 1 and Theorem 3, n and a − b must satisfy gcd(n, a − b) = 1.
We implicitly assume this condition is satisfied in SIMON-like ciphers, and therefore we
can apply Theorem 1 and Theorem 3 in the search algorithm and find optimal differential
trails in SIMON-like ciphers efficiently. Our algorithm can also be extended to other
constructions which use f(x) = x∧ (x≪ a) as the only nonlinear component, because the
differential probability is computed according to Theorem 1 in our search algorithm.As for
the size of the DDTA, it can be any number only if it can divide the word size n. In our
experiments, we use 8-bit DDTA tables (taking tradeoff of time and memory).

Remark 1. Traversing the plaintext differences from low to high Hamming weight is the
main reason that our algorithm can be applicable to SIMON-like ciphers with large block
size such as 96 and 128 bits. This observation can also be applied to other ciphers when the
differential probability of round function and the Hamming weight of its input differences
have monotonic relationship. However, as for ciphers with block size larger than 128 bits,
our algorithm can find optimal differential trails on round-reduced variants, but may not
obtain the trail reaching the security bound. Because it need traverse more candidates
of the plaintext difference. Furthermore, the differential probability reaching the security
bound becomes smaller and the corresponding trail covers more rounds, then it needs more
time to find the optimal trail. In such cases, one possible solution is to perform a parallel
version of the algorithm. Another possible solution is to restrict the Hamming weight of
the plaintext differences. It can find a longer differential trail, but may not obtain the
optimal differential trail.

5 Differential Trails and Differentials for SIMON and SIM-
ECK

In this section, we apply Algorithm 2 to search for optimal differential trails for block
ciphers SIMON and SIMECK 1. The differential trails found by our algorithm are optimal
under the Markov assumption. Besides the optimal differential trails, we also find the
differentials for SIMON and SIMECK.

5.1 Differential Trails for SIMON and SIMECK
For SIMON with block size 32, 48, 64, 96 and 128 bits, the optimal differential trails
found cover 12, 16, 19, 28 and 37 rounds with probability 2−34, 2−50, 2−64, 2−96 and 2−128

respectively. We find the provably optimal differential trails for all versions of SIMON,
which are reported for the first time for SIMON64, SIMON96 and SIMON128. As for
SIMON32 and SIMON48, our results are the same as those of Kölbl et al. [KLT15]. The
probabilities of optimal differential trails for SIMON are shown in Table 2, and the optimal
differential trails found are shown in Table 6 and Table 7 in Appendix B.

1All experiments are performed on a PC with a single core (Intelr CoreTM i5 − 4570 CPU 3.2GHz).
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Table 2: Probabilities of the optimal differential trails for SIMON. The probabilities are
given as log2p. The column “time” provides the time needed to find a single optimal
differential trail in seconds or hours (“s” and “h” for short).

SIMON32 SIMON48 SIMON64 SIMON96 SIMON128
R Prob time Prob time Prob time Prob time Prob time

1 −0 0.00s −0 0.00s −0 0.00s −0 0.00s −0 0.00s
2 −2 0.00s −2 0.00s −2 0.00s −2 0.00s −2 0.00s
3 −4 0.00s −4 0.00s −4 0.00s −4 0.00s −4 0.00s
4 −6 0.00s −6 0.00s −6 0.00s −6 0.02s −6 0.02s
5 −8 0.00s −8 0.01s −8 0.01s −8 0.02s −8 80.02s
6 −12 0.02s −12 0.13s −12 0.09s −12 1.48s −12 2.46s
7 −14 0.01s −14 0.10s −14 0.07s −14 1.30s −14 2.24s
8 −18 0.04s −18 0.29s −18 0.16s −18 1.98s −18 3.02s
9 −20 0.01s −20 0.12s −20 0.08s −20 1.23s −20 2.29s
10 −25 0.54s −26 17.03s −26 8.84s −26 172.99s −26 302.58s
11 −30 17.31s −30 238.73s −30 103.72s −30 2.04h −30 4.32h
12 −34 24.57s −35 513.99s −36 0.28h −36 6.01h −36 9.16h
13 −38 139.28s −38 6.90s −38 111.13s −38 211.23s
14 −44 4.25h −44 0.64h −44 3.92h −44 3.50h
15 −46 97.64s −48 0.69h −48 6.43h −48 7.78h
16 −50 0.60h −54 44.44h −54 288.95h −54 242.34h
17 −56 341.90s −56 0.49h −56 0.44h
18 −62 105.23h −62 528.38h −62 550.73h
19 −64 25.92s −64 145.78s −64 128.50s
20 −66 33.91s −66 27.09s
21 −68 1.56s −68 1.19s
22 −72 365.75s −72 298.55s
23 −74 1.06s −74 2.05s
24 −78 12.04s −78 11.40s
25 −80 1.15s −80 2.15s
26 −86 312.4s −86 442.92s
27 −90 1.93h −90 5.68h
28 −96 5.90h −96 11.37h
29 −98 221.93s
30 −104 3.02h
31 −108 8.64h
32 −114 221.91h
33 −116 0.64h
34 −122 516.32h
35 −124 160.95s
36 −126 35.13s
37 −128 2.08s
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For SIMECK with block size 32, 48 and 64 bits, we find the provably optimal differential
trails for up to 13, 19 and 25 rounds with probability 2−32, 2−48 and 2−64 respectively.
We confirm the optimal differential trails given by Kölbl et al. [KR15], but our algorithm
is more efficient than their algorithm. The probabilities of optimal differential trails for
SIMECK are shown in Table 3, and the optimal differential trails found are shown in Table
8 in Appendix C.

Table 3: Probabilities of the optimal differential trails for SIMECK. The probabilities
are given as log2p. The column “time” provides the time needed to find a single optimal
differential trail in seconds (“s” for short).

SIMECK32 SIMECK48 SIMECK64
R Prob time Prob time Prob time

1 −0 0.00s −0 0.00s −0 0.00s
2 −2 0.00s −2 0.00s −2 0.00s
3 −4 0.00s −4 0.00s −4 0.01s
4 −6 0.01s −6 0.02s −6 0.02s
5 −8 0.01s −8 0.02s −8 0.02s
6 −12 0.08s −12 0.58s −12 0.40s
7 −14 0.05s −14 0.44s −14 0.40s
8 −18 0.21s −18 1.46s −18 0.86s
9 −20 0.08s −20 0.60s −20 0.38s
10 −24 0.44s −24 1.76s −24 0.83s
11 −26 0.07s −26 0.25s −26 0.11s
12 −30 0.83s −30 3.89s −30 1.92s
13 −32 0.05s −32 0.21s −32 0.12s
14 −36 5.33s −36 2.84s
15 −38 0.59s −38 0.47s
16 −44 223.07s −44 117.22s
17 −44 0.01s −44 0.00s
18 −46 0.00s −46 0.00s
19 −48 0.01s −48 0.00s
20 −50 0.02s
21 −52 0.01s
22 −56 0.40s
23 −58 0.32s
24 −62 0.70s
25 −64 0.34s

Compared with the approach based on SAT/SMT solvers in [KLT15] and [KR15], our
algorithm is a more efficient algorithm. It is efficient to find optimal differential trails
for SIMON-like ciphers with block size less than or equal to 64 bits. As for SIMON-like
ciphers with large block size such as 96 and 128 bits, our algorithm can also find the
optimal differential trails. To the best of our knowledge, it is the first algorithm that
finds the optimal differential trails for SIMON96 and SIMON128 in the public literature.
Besides evaluating the security of SIMON-like ciphers against differential cryptanalysis,
our algorithm has a more practical use in the design of SIMON-like ciphers.

5.2 Differentials for SIMON and SIMECK
Besides the optimal differential trails, we also find the differentials for SIMON and SIMECK.
Firstly, we apply Algorithm 2 to find some differential trails. Secondly, we start from the
input difference of the differential trail and search for the possible differential trails leading
to the same output difference. Then, we add their probabilities to obtain the probability
of the differential.
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For SIMON with block size 32, 48, 64, 96 and 128 bits, we find the 14, 17, 23, 31
and 41-round differentials with probabilities 2−30.76, 2−46.38, 2−61.93, 2−95.34 and 2−123.74

respectively. As for SIMECK with block size 32, 48 and 64 bits, the 14, 21 and 27-round
differentials are found, with probabilities 2−31.64, 2−45.28 and 2−61.49 respectively. To
the best of our knowledge, these are the best differential distinguishers for SIMON and
SIMECK so far. The differentials for SIMON and SIMECK are shown in Table 4 and
Table 5. In these tables, (XL, XR) and (YL, YR) represent the input difference and output
difference respectively, where XL and XR are the left and right half of the input difference
respectively.

Table 4: The differentials for SIMON.

Block Size Round Input active bits Output active bits Probability Reference

32
14 XR,3 YL,11 2−30.81 [KLT15]
14 XR,0 YL,10, YR,8 2−30.76 this paper

48

17 XL,7, XR,1, XR,5, YL,1, YL,5, YL,9, 2−46.32 [KLT15]
XR,9 YR,7

17 XL,0, XR,2, XR,18, YL,2, YL,18, YL,22, 2−46.38 this paper
XR,22 YR,0

64
22 XL,6, XL,10, XR,7, YL,6, YL,10, YR,8 2−61.32 [KLT15]

XR,11, XR,12

23 XL,0, XR,2, XR,30 YL,2, YL,6, YL,30, YR,4 2−61.93 this paper

96

30 XL,20, XR,6, XR,14, YL,8, YL,16, YR,6, 2−92.2 [ALLW14]
XR,18, XR,22 YR,10, YR,14

31 XL,14, XR,0, XR,8, YL,0, YL,8, YL,12, 2−95.34 this paper
XR,12, XR,16 YR,2, YR,10

128

41 XL,12, XR,6, XR,10, YL,6, YL,10, YL,14, 2−124.6 [ALLW14]
XR,14 YR,12

41 XL,6, XR,0, XR,4, YL,0, YL,4, YL,8, 2−123.74 this paper
XR,8 YR,6

Table 5: The differentials for SIMECK.

Block Size Round Input active bits Output active bits Probability Reference

32

13 XL,15, XR,0, XR,4, YL,14 2−27.28 [KR15]
XR,14

14 XL,0, XR,1, XR,3, YL,2, YR,1, YR,15 2−31.64 this paper
XR,15

48
21 XL,17, XR,16, XR,17, YL,16, YL,18, YR,17 2−45.65 [KR15]

XR,18, XR,22

21 XL,0, XR,1, XR,23 YL,1, YL,23, YR,0 2−45.28 this paper

64
26 XR,22, XR,26 YL,23, YL,27, YR,22 2−60.02 [KR15]
27 XR,0, XR,4 YL,0, YL,2, YR,1 2−61.49 this paper
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6 Conclusion
In this paper, we derive a more accurate upper bound on the differential probability of
SIMON-like round function. Based on this, we adapt Matsui’s algorithm and propose an
efficient automatic search algorithm for optimal differential trails in SIMON-like ciphers.
We use the block ciphers SIMON and SIMECK as a test platform for demonstrating the
practical application of our algorithm. With the proposed algorithm, we find the provably
optimal differential trails for all versions of block ciphers SIMON and SIMECK, and report
the optimal differential trails for SIMON64, SIMON96 and SIMON128 for the first time.
Besides the optimal differential trails, we also find the best differentials for SIMON and
SIMECK so far.

We hope that the algorithm proposed in this paper is helpful for evaluating the security
of SIMON-like ciphers against differential cryptanalysis, and also useful in the design of
SIMON-like ciphers.
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A Proof of Theorem 3
Proof. The case of wt(α) = n is obvious according to Theorem 1, and the case of n/2 ≤
wt(α) < n can also be obtained easily from Theorem 1. To make it clear, we give a proof
as follows.

Suppose wt(α) < n. Let vt and dt be the varibits and doublebits that are defined in
Theorem 1. For an n-bit vector v := [vn−1, vn−2, . . . , v0] ∈ Fn2 , and c ∈ F2, let

S(v, c) = {i | vi = c, 0 ≤ i ≤ n− 1}.

Note that S(dt, 1) ⊆ S(α ≪ b, 1) ⊆ S(vt, 1), then wt(vt ⊕ dt) = |S(vt, 1)| − |S(dt, 1)|.
Therefore, according to Theorem 1, we have

Pα = 2−wt(dt⊕vt) = 2|S(dt,1)|−|S(vt,1)|.

Note that S(α≪ a, 1) ⊆ S(vt, 1), and S(α≪ a, 1) ⊆ S(dt, 0), then

S(α≪ a, 1) ⊆ (S(vt, 1) \ S(dt, 1)),

from which we get |S(dt, 1)| − |S(vt, 1)| ≤ −|S(α≪ a, 1)| = −wt(α). Then

Pα ≤ 2−wt(α)

when wt(α) < n. This proves the case (2).
Next, we claim that when 1 ≤ wt(α) < n

2 , it always holds that

X := S(α≪ b, 1) ∩ S(α≪ a, 0) ∩ S(α≪ (2a− b), 0) 6= ∅.

Note that

S(α≪ a, 0) = {i | 0 ≤ i ≤ n− 1} \ {(i+ (a− b)) mod n | i ∈ S(α≪ b, 1)},
S(α≪ 2a− b, 0) = {i | 0 ≤ i ≤ n− 1} \ {(i+ 2(a− b)) mod n | i ∈ S(α≪ b, 1)},

then it is equivalent to prove that there exists e ∈ S(α≪ b, 1), such that

(e− k) mod n 6∈ S(α≪ b, 1) and (e− 2k) mod n 6∈ S(α≪ b, 1),



18 Optimal Differential Trails in SIMON-like Ciphers

where k = a− b.
Let S = S(α≪ b, 1), w = |S| = wt(α). Assume the claim does not hold, then for any

e ∈ S, there exists d ∈ {1, 2}, such that

e− dk ∈ S,

where e − dk denotes (e − dk) mod n for simplicity. Suppose e0 ∈ S. Using the above
statement recursively, we get that there exists di ∈ {1, 2}, 1 ≤ i ≤ w − 1, such that

{e0, e0 − d1k, e0 − (d1 + d2)k, · · · , e0 − (d1 + · · ·+ dw−1)k} ⊆ S.

Note that gcd(k, n) = 1, then j1k = j2k mod n if and only if j1 = j2 mod n. Since
0 < d1 < d1 + d2 < · · · < d1 + · · ·+ dw−1 ≤ 2(w − 1) < n− 2, we get that

e0, e0 − d1k, e0 − (d1 + d2)k, · · · , e0 − (d1 + · · ·+ dw−1)k

are pairwise different. Because of |S| = w, it holds

S = {e0, e0 − d1k, e0 − (d1 + d2)k, · · · , e0 − (d1 + · · ·+ dw−1)k}.

Then from e0 −
w−1∑
i=1

dik ∈ S, we deduce that there exists dw ∈ {1, 2}, such that

e0 − (d1 + · · ·+ dw−1)k − dwk ∈ S.

This means
w∑
i=1

dik =
j∑
i=1

dik mod n for some 0 ≤ j ≤ w − 1, where
0∑
i=1

di is defined as 0.

Hence
w∑
i=1

di =
j∑
i=1

di mod n since gcd(n, k) = 1. However, note that

0 < d1 < d1 + d2 < · · · <
w−1∑
i=1

di <

w∑
i=1

di ≤ 2w < n.

Thus we have
w∑
i=1

di 6=
j∑
i=1

di mod n for any 0 ≤ j ≤ w − 1, and hence the claim holds.

Therefore, we have |X | ≥ 1. Note that X ∩ S(α≪ a, 1) = ∅ and

X ∪ S(α≪ a, 1) ⊆ (S(vt, 1) \ S(dt, 1)),

then it holds

|S(dt, 1)| − |S(vt, 1)| ≤ −(|S(α≪ a, 1)|+ |X |) ≤ −wt(α)− 1,

and we complete the proof.
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B Differential Trails for SIMON

Table 6: Differential trails for SIMON32, SIMON48 and SIMON64

SIMON32 SIMON48 SIMON64
R ∆L ∆R log2p ∆L ∆R log2p ∆L ∆R log2p

0 1 4404 −0 1 400004 −0 0 1 −0
1 4400 1 −2 400000 1 −2 1 0 −0
2 1000 4400 −4 0 400000 −2 4 1 −2
3 400 1000 −2 400000 0 −0 11 4 −2
4 0 400 −2 41 400000 −2 40 11 −4
5 400 0 −0 404004 41 −4 111 40 −2
6 1000 400 −2 410410 404004 −6 404 111 −6
7 4400 1000 −2 404004 410410 −8 1101 404 −4
8 1 4400 −4 41 404004 −6 4300 1101 −6
9 4404 1 −2 400000 41 −4 1901 4300 −6
10 1010 4404 −6 0 400000 −2 404 1901 −8
11 444 1010 −4 400000 0 −0 111 404 −4
12 1 400000 −2 40 111 −6
13 400004 1 −2 11 40 −2
14 10 400004 −4 4 11 −4
15 400044 10 −2 1 4 −2
16 0 1 −2
17 1 0 −0
18 4 1 −2
19 11 4 −2∑

r
log2pr −30 −46 −64



20 Optimal Differential Trails in SIMON-like Ciphers

Table 7: Differential trails for SIMON96 and SIMON128

SIMON96 SIMON128
R ∆L ∆R log2p ∆L ∆R log2p

0 1 440000000004 −0 1 4000000000000004 −0
1 440000000000 1 −2 4000000000000000 1 −2
2 100000000000 440000000000 −4 0 4000000000000000 −2
3 40000000000 100000000000 −2 4000000000000000 0 −0
4 0 40000000000 −2 1 4000000000000000 −2
5 40000000000 0 −0 4000000000000004 1 −2
6 100000000000 40000000000 −2 10 4000000000000004 −4
7 440000000000 100000000000 −2 4000000000000044 10 −2
8 1 440000000000 −4 101 4000000000000044 −6
9 440000000004 1 −2 4000000000000440 101 −4
10 100000000010 440000000004 −6 10c0 4000000000000440 −6
11 40000000044 100000000010 −4 4000000000000640 10c0 −6
12 10c 40000000044 −6 101 4000000000000640 −8
13 40000000064 10c −6 4000000000000044 101 −4
14 100000000010 40000000064 −8 10 4000000000000044 −6
15 440000000004 100000000010 −4 4000000000000004 10 −2
16 1 440000000004 −6 1 4000000000000004 −4
17 440000000000 1 −2 4000000000000000 1 −2
18 100000000000 440000000000 −4 0 4000000000000000 −2
19 40000000000 100000000000 −2 4000000000000000 0 −0
20 0 40000000000 −2 1 4000000000000000 −2
21 40000000000 0 −0 4000000000000004 1 −2
22 100000000000 40000000000 −2 10 4000000000000004 −4
23 440000000000 100000000000 −2 4000000000000044 10 −2
24 1 440000000000 −4 101 4000000000000044 −6
25 440000000004 1 −2 4000000000000440 101 −4
26 100000000010 440000000004 −6 10c0 4000000000000440 −6
27 40000000044 100000000010 −4 4000000000000640 10c0 −6
28 100 40000000044 −6 101 4000000000000640 −8
29 4000000000000044 101 −4
30 10 4000000000000044 −6
31 4000000000000004 10 −2
32 1 4000000000000004 −4
33 4000000000000000 1 −2
34 0 4000000000000000 −2
35 4000000000000000 0 −0
36 1 4000000000000000 −2
37 4000000000000004 1 −2∑

r
log2pr −96 −128
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C Differential Trails for SIMECK

Table 8: Differential trails for SIMECK32, SIMECK48 and SIMECK64

SIMECK32 SIMECK48 SIMECK64
R ∆L ∆R log2p ∆L ∆R log2p ∆L ∆R log2p

0 0 11 −0 0 1 −0 1 a0000002 −0
1 11 0 −0 1 0 −0 a0000000 1 −2
2 2 11 −4 2 1 −2 40000000 a0000000 −4
3 15 2 −2 5 2 −2 20000000 40000000 −2
4 8 15 −6 8 5 −4 0 20000000 −2
5 5 8 −2 15 8 −2 20000000 0 −0
6 2 5 −4 2 15 −6 40000000 20000000 −2
7 1 2 −2 11 2 −2 a0000000 40000000 −2
8 0 1 −2 0 11 −4 1 a0000000 −4
9 1 0 −0 11 0 −0 a0000002 1 −2
10 2 1 −2 2 11 −4 40000000 a0000002 −6
11 5 2 −2 15 2 −2 20000002 40000000 −2
12 8 5 −4 8 15 −6 0 20000002 −4
13 15 8 −2 5 8 −2 20000002 0 −0
14 2 5 −4 40000000 20000002 −4
15 1 2 −2 a0000002 40000000 −2
16 0 1 −2 1 a0000002 −6
17 1 0 −0 a0000000 1 −2
18 2 1 −2 40000000 a0000000 −4
19 5 2 −2 20000000 40000000 −2
20 0 20000000 −2
21 20000000 0 −0
22 40000000 20000000 −2
23 a0000000 40000000 −2
24 1 a0000000 −4
25 a0000002 1 −2∑

r
log2pr −32 −48 −64
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