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Abstract

Opaque predicates are a commonly used technique in program obfuscation, intended to add
complexity to control flow and to insert dummy code or watermarks. However, there are many
attacks known to detect opaque predicates and remove dummy code. We survey these attacks
and argue that many types of programs cannot be securely obfuscated using opaque predicates.
In particular we explain that most previous works on control flow obfuscation have introduced
predicates that are easily distinguished from naturally occurring predicates in code, and hence
easily removed by an attacker.

We state two conditions that are necessary for a program to be suitable for control flow obfus-
cation. We give an integrated approach to control flow obfuscation that simultaneously obfuscates
real predicates and introduces opaque predicates. The opaque predicates are indistinguishable
from the obfuscated real predicates in the program. If an attacker applies the usual approaches
(both static and dynamic) to identify and remove opaque predicates then they are likely to remove
critical functionality and introduce errors. We have implemented our obfuscator in LLVM. We
provide an analysis of the performance of the resulting obfuscated code.

1 Introduction

Program obfuscation is a general tool used to protect intellectual property from reverse engineering.
This paper is concerned with obfuscating control flow. Opaque predicates [3, 13, 14, 29, 32, 41] are
commonly used to add complexity to control flow and to insert dummy code or watermarks. For
example, a reverse-engineer may compute the control flow graph (CFG) of a program and then try to
deduce something about the structure of the program from this information.

Opaque predicates are traditionally constant predicates (always true or always false) that have
been obfuscated with the intention of hiding the fact they are constant. One can add complexity to
the CFG by introducing opaque predicates that appear to create extra branches and program blocks,
or to add code that looks relevant to the program, even though these blocks are never executed when
the program is run.

There is a large literature on breaking control flow obfuscation based on opaque predicates, and we
survey some of it in Section 4. Many proposals can be broken by using static analysis [17,28,35,44,49]
and/or dynamic analysis [4, 7, 20,30,31].

1.1 Our Contributions

We survey attacks that detect opaque predicates and remove dummy code. In particular, as we
discuss in detail in Section 4.4, if the opaque predicates have no resemblance (either syntactically
or semantically) to the naturally occurring predicates in a program then they can be easily removed
by a pattern-matching attack. We demonstrate this attack on programs obfuscated by Obfuscator-
LLVM [23].

Another powerful type of attack tries to identify constant predicates by evaluating them on chosen
inputs or by examining execution traces. A simple observation that seems to have been ignored in
the obfuscation literature is that most naturally occurring predicates are easily confirmed to be non-
constant using this approach. For example, we have performed an experiment using open source code
(OpenSSL and mbed TLS) to study predicates that naturally appear in programs. We found that
approximately 91% (in the case of OpenSSL) and 83% (in the case of mbed TLS) of all constant
comparisons were comparisons with zero. Hence, simply evaluating a predicate at 0 is sufficient to
detect an opaque (always false) predicate with high accuracy.
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One main contribution of our paper is to explain that opaque predicates can only be applied
securely when the original program has certain features (in particular, that it contains predicates that
are satisfied only for rare and hard-to-find inputs). In Section 5 we state two necessary conditions for
being able to securely obfuscate the control flow of a program. These conditions often do not hold.
This answers the question in the title of our paper.

Our other main contribution is to give an integrated approach to control flow obfuscation that can
be applied when the conditions in Section 5 are satisfied. The main idea is to ensure that opaque
predicates added to the program are indistinguishable from obfuscations of real predicates already in
the program.

Our approach exploits the well-known and widely-used obfuscation technique to obfuscate constant
comparisons using hash functions [9,12,40]. Our innovations are to also use hash functions for variable
comparisons and, more importantly, to build opaque predicates from hash functions that are indistin-
guishable from obfuscations of real predicates. We have implemented our proposed obfuscation scheme
on top of the LLVM compiler infrastructure as a generic compiler plugin. We give both theoretical and
experimental evidence to support our security claim that the real and opaque predicates are hard to
distinguish, and we give the result of experiments that show how the obfuscation affects the execution
performance.

We briefly explain the security of our obfuscation technique, when applied under the conditions in
Section 5, with respect to the measures for obfuscation techniques proposed by [12,13,14,15]:

• Potency — We increase the control flow complexity by adding opaque predicates and bogus basic
blocks. This approach to obfuscation has been widely used.

• Resilience — This follows immediately, since we prove that our opaque predicates are indistin-
guishable from obfuscations of already occurring predicates, cf. Section 6.

• Stealth — We do not disguise the fact that an obfuscator has been applied to the program.

• Cost — An analysis of the cost (with respect to runtime performance) of inserting our new type
of opaque predicates is presented in Section 8.

Recall that potency and resilience mean resistance to reverse engineering by human and automated
attacks respectively, while stealth means hiding from an attacker which transformation was applied
where in the code.

A software developer may be reluctant to use an obfuscator that introduces “dummy code” into
a program: How can they be certain that the obfuscator has not inserted malicious code into the
program? An additional original contribution of our work is a method for the obfuscator to give
evidence to the software developer or a third-party auditor that the obfuscated program is safe. Thus
we identify the following new security property for obfuscation:

• Verifiability — A mechanism for an obfuscation tool to prove to a software developer that the
obfuscated version of their program does not contain malicious code. We discuss our verifiable
mechanism in Section 6.7.

2 Related Work

In this section we survey some relevant background ideas on obfuscation of control flow. Due to lack
of space we cannot survey the entire topic.

The principal goal is to hide a program’s control flow graph (CFG) [11]. Approaches include
introducing superfluous control flow [19,34,43]. In general, a control flow transformation must ensure
that the original control flow is contained in the newly generated CFG while introducing artificial
complexity.

Control flow obfuscators often introduce superfluous or inert instructions interleaved with the orig-
inal ones. Special care has to be taken so that the new instructions do not interfere with the original
computation. This opens the schemes up for different types of attacks that filter the superfluous
instructions from an obfuscated sequence by means of dynamic program analysis and taint track-
ing [38, 39, 44, 45]. These attacks seek to remove the added instructions and restore the original
sequence. Other dynamic approaches are based on symbolic or concolic (concrete + symbolic) execu-
tion using SMT solvers [4, 50]. Certain obfuscation schemes are weak against symbolic execution. To
counteract this, control flow loops are transformed in a way that increases symbolic execution time.
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Once an opaque predicate is inserted in a program, it is possible to further protect the code using
transformations meant to mask the opaque predicate itself. The de-obfuscation of these additional
transformations and the opaque predicates detection are problems that can be studied independently.

3 Notation and Definitions

3.1 Classes of Predicates

Here we give definitions of certain classes of predicates commonly found in programs. Let X be a finite
set. A predicate on X is a function P : X → {0, 1}. The element 1 will usually represent the Boolean
true and the element 0 the Boolean false. A predicate is constant if it is the constant function.

We call a predicate P (x) = “x == c”, where c is a fixed value, a constant comparison. We call a
predicate P (x, y) = “ax + b == y”, where a, b are fixed and x, y variables, a variable comparison or
variable point comparison.

Definition 1. A predicate P on a set X is called evasive if

Prx←X [P (x) = 1] ≤ c
|X|

for some small constant c.

In other words, a predicate is evasive if it is false for almost all inputs x ∈ X.
In theory we can only consider obfuscation of a class of predicates. A class C of predicates is evasive

if each predicate individually is evasive and if, for each x ∈ X, the probability over all P ← C that
P (x) = 1 is small. An example of an evasive predicate class is the set of password check functions
P (x) =“x == pw” over all possible passwords.

Since it is hard to find an input x that satisfies an evasive predicate class, this class of predicates
is a good candidate for obfuscation, and there is a large literature on the problem [6,10,47].

Definition 2. A predicate P on X is called balanced if

Prx←X [P (x) = 0] =
1

2
.

This means that for a balanced predicate the probability for it to evaluate to either value in {0, 1}
is the same.

Definition 3. A predicate P is called noticeable if

∀p ∈ {0, 1} : Prx←X [P (x) = p] ≥ 1

poly(n)

where |X| = 2n.

Noticeable predicates can be efficiently distinguished from constant predicates by computing them
on random inputs (see Section 4.3).

3.2 Control Flow Graph

We assume that a general program is made up of many smaller building blocks, namely functions. In
the following we will focus on obfuscating the control flow graph (CFG) of a function. We closely follow
LLVM’s definition of the CFG [26]. The CFG G = (V,E) is the graph consisting of the set of all basic
blocks V and the set of all control flow edges E ⊆ V × V of a program. A basic block Bi ∈ V, i ∈ I is
an ordered tuple Bi = [βj ]j∈J of program instructions βj . A control flow edge can also be represented
by the ordered pair (i, j) with i, j ∈ I modelling the control flow transfer from basic block Bi to Bj .

Note that a basic block can have multiple predecessors and multiple successors. The control flow
in a basic block is linear. A control flow transfer can only possibly happen with the last program
instruction in a basic block. Thus basic blocks can be considered as the basic building blocks of a
function.

A program instruction βj generally models the assignment of register or memory locations with
the result of a function applied to several values taken from registers or memory locations. We shall
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denote this by writing y ← F(x) where x is the vector of inputs and y is the memory location of
assigned outputs. Additionally, there exists a special class of instructions, namely those that result in
control flow transfers. These branch instructions terminate the basic block tuple of instructions and
can never appear in any other position. A branch may additionally depend on the output value of a
predicate y = P (x). In the unconditional case we denote the branch by B(Bt) with Bt the branch
target. In the conditional case we write BCONDy(B0, B1) which results in a branch to the target
block By with y ∈ {0, 1}.

4 Attacks on Opaque Constant Predicates

We now survey techniques to detect obfuscated constant predicates. The possible methods involve
human interaction as well as automated algorithmic interaction [17,31].

Let P : X → {0, 1} be a predicate, where X is the predicate’s domain. We wish to automate
determining whether P (x) is constant or not. If we can solve this problem, we can build an automated
reverse engineering tool that takes an obfuscated program, enumerates all its predicates, determines
which are constant, and then removes the predicates and any non-executed program blocks. By
iterating the process an adversary can try to recover the original version of the program or a close
version of it.

Sections 4.1, 4.2, 4.3, 4.4 and 4.5 give static attacks, while Sections 4.6, 4.7 and 4.8 are more
dynamic in nature.

4.1 Brute Force Search

If X is a small enough set then one can efficiently execute the predicate P (x) for all |X| possible values
x ∈ X and so determine if P (x) is an obfuscated constant predicate. For example, if x is a 32-bit
word then this requires 232 executions of the program segment, which is non-trivial but feasible. On
the other hand, if x is a 64-bit word then this requires 264 executions of the program segment and this
is probably more work than one wants to spend on a simple reverse-engineering task. This topic is
studied in [17, Section 4]. Here we are assuming that the running time of P (x) is more-or-less constant.
However, the task may be easier if the value P (x) can already be computed more quickly on some
large subset of inputs.

4.2 Evaluate at Zero

Our analysis shows that typical programs exhibit a large number of constant comparisons. OpenSSL
for example has 36855 integer comparisons of which 28890 are with constants. Approximately 91% of
these are comparing with zero. Similary, for mbed TLS, 17062 of 21038 integer comparisons are with
constants. Roughly 83% of these are comparing with zero. Hence a simple strategy to distinguish
a real predicate from an opaque constant (always false) predicate is to evaluate it at zero. If the
predicate is true for 0 then it is not a constant false predicate; if the predicate is false for 0 then it
can be flagged for further analysis. The power of this technique seems to not have been noticed by
obfuscation researchers.

4.3 Probabilistic Check

Instead of trying all x ∈ X, one could choose a number of randomly chosen x ∈ X and execute the
program segment to compute P (x) for all these values. If the output is always the same then one
might suspect that P is a constant predicate and hence flag it for removal from the program. This
type of attack is studied in detail in [17, Section 3]. They call a “false negative” the situation where
a probabilistic or dynamic (cf. Section 4.7) attack incorrectly classifies a non-constant predicate as
being constant. They conducted an experimental study using real programs and found false negative
rates of between 20 and 40 percent. In other words, running predicates in real-world programs on
random inputs is not a reliable method to determine if a predicate is constant, and the removal of code
blocks based on such an attack is not safe (it may destroy functionality based on loop conditions or
error handling). But this check is sensible as a pre-processing step before applying more sophisticated
methods to determine if a predicate is constant or not.
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Table 1: List of constant predicates often found in literature and obfuscation solutions. These pred-
icates have been constructed to always evaluate to the same result independent of the input value.
Here the value x is usually considered as an unsigned integer of a fixed bitlength or as an element of
Z/2nZ.

7y2 − 1 6= x2

2|x(x+ 1)

3|x(x+ 1)(x+ 2)

x2 > 0

7x2 + 1 6≡ 0 mod 7

x2 + x+ 7 6≡ 0 mod 81

x > 0 for x ∈ I random where

I ⊂ N = Z>0 is a random interval

4.4 Pattern Matching

We have surveyed the literature [3, 14, 23, 32], as well as studied samples of code produced by both
free and commercial obfuscation solutions, to collect examples of constant predicates. Surprisingly,
relatively few predicates have been proposed, and they are used over and over again. Table 1 lists the
most-used constant predicates.

A fundamental problem, mentioned in [12, Section 4.4], is that these predicates may not otherwise
naturally occur in code. If the introduced predicates are of a different form to the real code, then it
is easy to detect and remove them purely by searching for that syntax in the code. This leads to a
dictionary attack [3, 12, 32], where one takes obfuscated predicates from the program being attacked
and pattern-matches the source code against example code for the predicates in Table 1.

As an example, we consider the open source implementation of Obfuscator-LLVM [23]. It uses a
unique static constant predicate P (x, y) = (y < 10) ∨ (2|x(x + 1)) where x and y are global program
variables. In this case we can simply apply pattern matching to the instructions to detect all opaque
predicates in the obfuscated program. Once we have detected such a constant predicate, we are able
to clean up the control flow graph by removing the predicate and the superfluous execution path.

Of course, it is easy to create additional constant predicates that are not listed in Table 1, but
this does not seem to have been done in any large-scale way in current obfuscation solutions. One
can also use the approach in [3] to introduce a class of constant predicates that is parametrised by
some parameter n (a multiple of an algebraic identity for example). Even though this method yields
a large set of different constant predicates, it is still possible to detect them using a pattern matching
approach, so the attack is still powerful.

We believe that pattern matching attacks have been neglected in the obfuscation literature, and
that they can be used to attack many recent obfuscation schemes that introduce predicates in a “non-
organic” way. For example, [34] introduces non-determinism and complexity of control flow by using
particular branch instructions based on a random number generator. These predicates are of a very
special form and are not likely to resemble the predicates in the original program. If an attacker
knows that this “probfuscation” approach has been used then it is plausible that these branches can
be removed using a pattern-matching attack.

As another example, Palsberg et al. [33] and Xu et al. [48] describe dynamic opaque predicates of
a very special form that rely on certain correlated variables. Once again, if an attacker knows that
this approach has been used then it is plausible that a pattern-matching approach can identify these
predicates and therefore simplify the control flow graph. Similar remarks apply to opaque predicates
based on aliasing [14] or 3SAT [41]. In short, predicates added to the program have to resemble the
syntax of naturally occurring program code.

4.5 Automated Proving

Another approach to determining if a program segment computes a constant predicate is to run an
SMT-solver. We shall call an obfuscated predicate P : X → {0, 1} SMT-solvable if a SMT solver is
able to efficiently answer whether P is constant or not. It is clear that this strongly depends on the
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x

y← f(x)

y

(a)

x

constant predicate

y← f(x) dummy code

y

(b)

Figure 1: Example of extracting the original CFG from obfuscated CFG using taint analysis. The
nodes that have no data dependence on the input can be ignored when extracting the logic that
operates on the input. In (a) the input basic block produces an output y that depends on the input
x. Note that the inserted basic block in (b) does not depend on the input x.

size of the space X and the complexity of P . Symbolic execution backed by SMT solvers is possible in
a static and a dynamic context [8, 37,42].

4.6 Taint Analysis

Instead of considering the code for a predicate in isolation we can look at the code blocks that are
selected by the conditional expression. Figure 1 presents in (a) a code block and in (b) an obfuscated
constant predicate (that is always true) and a code block (“dummy code”) that is never executed. If
the dummy code is chosen poorly then there may be no data dependency on the input variables of
the obfuscated function. Taint analysis [38, 45] can then be used to identify code blocks with no data
dependencies. Hence, one can use taint analysis to flag predicates as being potentially constant. This
is a more dynamic type of attack than considered in the earlier sections.

The problem of identifying dummy code has been studied by many authors. In the context of
compiler construction, optimization and removal of dead code are important topics [21,22,24,25,36]. A
recent work by Wang et al. [46] distinguishes “irrelevant code” (we call it “inert”) that can be executed,
but has no effect on the result of the program, and “unreachable code” that is never executed.

4.7 Execution Traces

This is essentially a dynamic version of the probabilistic check mentioned in Section 4.3. One executes
the obfuscated program in a controlled environment and records the computed values of all predicates.
Since the predicates are being evaluated on actual executions of the program, it is possible to correctly
identify nearly-constant predicates such as loop terminations.

This approach allows to determine that predicates are real predicates from the original program,
however one cannot immediately conclude that program blocks that have not been executed are dummy
code. Removing such predicates from a program can have a drastic effect on the reliability and
correctness of the program. Dalla Preda et al. [17] write that such attacks incorrectly classify many
predicates as opaque when they are not. They write “dynamic attacks do not provide a trustful
solution”.

4.8 Mutation Attack

A way to determine if a block of instructions has an influence on the execution of a program is to
introduce a mutation into those instructions (e.g. replace some instructions with something different)
and execute the program. If the program crashes then we conclude that this code is critical to the
program. If the program still executes correctly on a range of inputs then one might conclude that
the block is dummy code that can be removed. While this is potentially a powerful attack in some
settings, it is hard to automate as it requires to determine whether a program is behaving “correctly”.
The complexity of the attack also scales badly as the number of different inputs needed to test the

6



program may be exponential. It is well-known that software testing is a hard problem, which suggests
that this de-obfuscation strategy is of limited value in practice.

5 When Are Opaque Predicates Useful?

Our experience is that it only makes sense to use opaque predicates as an obfuscation tool under the
following two conditions:

1. The program being obfuscated has a lot of conditional branches, including many constant com-
parisons (x == c) with “random” constants c, or variable comparisons (ax+b == y), again with
“random” constants a, b. We will call this rich control flow.

2. There is an algorithm to generate dummy code blocks whose instructions and data dependencies
are indistinguishable from real code blocks in the program.

The first condition is needed to avoid the attacks mentioned in Section 4.2 and Section 4.3. The second
condition is needed to prevent the attacks in Section 4.6.

Both these conditions depend on the program (or class of programs) being obfuscated. The second
condition is implicit in all previous work on control flow obfuscation (and is made explicit in [34]).
There are various proposals in the literature, for example Banescu and Pretschner [5] write that “dead
code can be a buggy version of the other branch”.

There are types of programs for which these two conditions do not hold. This statement is obvious,
but does not seem to have been clearly stated in the literature on obfuscation. The implication is
that control flow obfuscation using opaque predicates is not appropriate for some programs. We argue
that, for such programs, control flow is probably not an important asset and so the software developer
would probably not be interested in protecting it using a control flow obfuscator. Instead, the assets
in the program may be secret data or other properties, in which case they should be protected using
an appropriate obfuscation tool.

6 Obfuscating Predicates

For the remainder of the paper we restrict to situations when the two conditions in Section 5 hold.
We will give an obfuscation tool that avoids the powerful attacks we discussed in Section 4.4 and
Section 4.5.

The main idea is to simultaneously obfuscate (we call it dress) the existing predicates in the program
and also introduce opaque predicates. The obfuscated real predicates are syntactically identical to the
opaque predicates, and hence the real predicates and the opaque predicates are indistinguishable.

6.1 Obfuscating constant comparisons

It is standard [16, 27] to obfuscate a password check (constant comparison) “x == pw” using a
cryptographic hash function H by computing h = H(pw) and publishing the obfuscated predicate
“H(x) == h”. This has been proposed to hide code checking for malware triggers [40] for example.

Let H be a cryptographic hash function. Let C be the class consisting of all constant comparison
predicates P (x) = “x == c” where x has k bits. (A more intelligent tool would obfuscate only those
constant comparison predicates that are not easily reverse-engineered using the methods in Sections 4.2
and 4.3.) To obfuscate a comparison predicate “x == c” for some k-bit constant c, the obfuscator
chooses a hash function H with n-bit output (where n > k), chooses a random t ∈ {0, 1}n−k and
computes h = H(c‖t). The obfuscated predicate P (x), which is specified by the pair (t, h), computes
y = H(x‖t) and then checks if y = h.

It is clear that the obfuscated predicate outputs true on the correct input x = c. With overwhelming
probability it outputs false on all other inputs.

Looking ahead we now explain how we will use the same construction to generate an opaque
predicate (i.e., an obfuscation of the constant function): we choose a random h ∈ {0, 1}n and t ∈
{0, 1}n−k and publish the obfuscated predicate P (x) that computes y = H(x‖t) and checks if y = h.
With high probability the predicate is always false since there would be no k-bit value x that satisfies
the equation when n > k.

Note that it is possible to obfuscate variable comparison predicates in a similar way.
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The following lemma and theorem are the basic tools in our security analysis. We use the notation
ε for the empty string, and if u, v are binary strings we write u‖v for their concatenation.

Lemma 1. Let H : {0, 1}n → {0, 1}n be a cryptographic hash function. For each 1 ≤ k ≤ n let
Xk = {0, 1}k. Define an oracle O that takes as input (Xk, t ∈ {0, 1}n−k, y ∈ {0, 1}n) and returns 1
if there exists x ∈ Xk such that H(x‖t) = y and 0 otherwise. Then given y ∈ {0, 1}n one can, using
polynomially many calls to O, compute some x ∈ {0, 1}n such that H(x) = y or determine that no
such x exists.

Proof. Calling O(Xn, ε, y), where ε is the empty string, decides if x exists or not. If x exists, set
t0 = ε and iterate the following process for i = 0, 1, 2, . . . : Given that O(Xn−i, ti, y) = 1 we call
O(Xn−(i+1), 0‖ti, y). If the result is 1 then set ti+1 = 0‖ti, else set ti+1 = 1‖ti. On termination we set
x = tn.

Theorem 1. Let X = {0, 1}k ⊆ {0, 1}n and let H : {0, 1}n → {0, 1}n be a preimage-resistant hash
function. Let C be the class of predicates P (x) = “x == c” where c is uniformly sampled from X.
Then there does not exist any efficient adversary (i.e., running time polynomial in k) that, for any
obfuscated predicate from C, can determine whether the predicate is constant or not.

Proof. Let A be an efficient adversary that, for all k, takes an obfuscated predicate on X = {0, 1}k
and determines if the predicate is constant or a constant comparison. Then A performs the function
of the oracle O in Lemma 1. Hence one can use A (executed at most n times) to compute a preimage
of H. But this contradicts the assumption that the hash function is preimage-resistant.

6.2 Obfuscating Variable Comparisons using Hash functions

We can obfuscate variable point comparisons P (x, y) = “ax + b == y” using hash functions. Here a
and b are constants and x, y ∈ Z are the variables. Our solution will hide b, which is enough to make
it hard to find a solution (x, y) to the predicate.

Suppose that x and y are at most k-bits in length and let X = [0, 2k) be the set of k-bit integers.
So x, y ∈ X. Let n > k and let H : {0, 1}n → {0, 1}n be a preimage-resistant hash function. The
obfuscator chooses a random t ∈ {0, 1}n−k and a random r ∈ X, sets h = H(r‖t) and u = (r + b) and
publishes a, u, h. On input x, y the obfuscated program computes H(ax+ u− y‖t) and then checks if
this equals h. It is clear that the obfuscated program is correct: any input (x, y) for which P is true
will also evaluate to true. The probability of a false positive can be made negligible by taking n large
enough (e.g., n = 3k).

Note that h hides the value r and so u hides the real value b.
Looking ahead, we now explain how to make an opaque predicate of the same form. We choose

a random t ∈ {0, 1}n−k, random a, u ∈ X, and a random h ∈ {0, 1}n and publish the obfuscated
predicate P (x, y) that checks whether h = H(ax + u − y‖t). With high probability there is no input
(x, y) for which this predicate evaluates to true. Hence we have a constant (false) predicate that is
indistinguishable from the obfuscated real predicate.

6.3 Full obfuscation tool

Our tool first dresses (obfuscates) all point-comparison and variable-comparison predicates in the
original program. The second step is to introduce superfluous control flow, by using constant predicates.
The core of our idea is to obfuscate the constant predicates (make them opaque) so that they are
indistinguishable from the dressing of the original predicates in the program. To make the control flow
more complex, we take a full or partial CFG and prepend it with a constant predicate. The inserted
CFG can be of arbitrary complexity as it will never be executed. The situation is depicted in Figure 2.

This way of introducing opaque predicates avoids the pattern-matching attack from Section 4.4:
an attacker cannot remove all predicates that “look like” opaque predicates, as some of them are real
comparisons and their removal will not maintain the correctness of the program.

6.4 Theoretical Description

Our tool first dresses all point-comparison and variable-comparison predicates in the original program,
using the techniques presented in the previous sections. The second step is to introduce superfluous
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(sub) CFG

(a)

constant predicate

(sub) CFG unreachable CFG

(b)

Figure 2: Obfuscating control flow graph using a constant predicate. The input graph depicted in (a)
is prepended by a constant predicate and random superfluous code is inserted in the branch that is
never taken. This produces the output graph depicted in (b).

control flow, by using constant predicates. The core of our idea is to obfuscate the constant predicates
(make them opaque) so that they are indistinguishable from the dressing of the original predicates in
the program.

To make the control flow more complex, we take a full or partial CFG and prepend it with a
constant predicate. An example for a program with a single basic block is given by

B =

[
y ← CONSTP(x)
BCONDy(Bt, Bo)

]
.

Here CONSTP(x) computes a constant predicate P (x). The entry block of the original CFG is given
by Bt and the entry block of the inserted inert CFG is given by Bo.

Instead of merging the paths, it is also possible to have the inert path finally branch to any other
basic block in the CFG or back to the basic block evaluating the constant predicate to form a loop.

We now detail the first stage of the obfuscator: to obfuscate all point comparisons and variable
comparisons in the original program. Consider a constant point comparison P (x) =“x == c”. Our
obfuscation scheme O transforms this predicate according to x← · · ·

y ← CMP(x, c)
BCONDy(B0, B1)

 O7→


x← · · ·
h← H(x‖t)

y ← CMP(h, hc)
BCONDy(B0, B1)


where hc = H(c‖t) and CMP(a, b) is the operation that compares a and b and returns true or false
accordingly.

We now explain the analogous process for variable point comparisons, following the construction
of Section 6.2. Suppose a variable point comparison P (x, y) =“x == y”. To dress it, we generate
random integers r, t and compute the hash hr = H(r‖t). The comparison predicate is the obfuscated
(dressed) as follows. 

x← · · ·
y ← · · ·

z ← CMP(x, y)
BCONDz(B0, B1)

 O7→


x← · · ·
y ← · · ·

h← H(x− y + r‖t)
z ← CMP(h, hr)

BCONDz(B0, B1)

 .
In the second stage, we introduce opaque predicates that have a similar structure as the above types.

This way of introducing opaque predicates avoids the pattern-matching attack from Section 4.4: an
attacker cannot remove all predicates that “look like” opaque predicates, as some of them are real
comparisons and their removal will not maintain the correctness of the program.

6.5 Adding Complexity to Control Flow using Non-Constant Predicates

One can take a code block B and replace it with a conditional branch that executes two syntactically
different but semantically equivalent blocks B0 and B1. Pawlowski et al. [34] mention a method called
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obfuscated
balanced predicate

(sub) CFG

inert CFG

(a)

obfuscated
balanced predicate

(sub) CFG inert CFG
(sub) CFG

(b)

Figure 3: A control flow graph is obfuscated using a balanced/noticeable predicate. In (a) the path
branches to the original (sub) CFG whereas in (b) the original (sub) CFG was appended to or inter-
leaved with the inert CFG.

“transform basic blocks” to produce semantically equivalent code blocks. This also adds spurious
complexity to control flow. We picture this below.[

z ← (x ≥ y)
BCONDz(B0, B1)

]
Once again, the main idea is to ensure that the predicate in the conditional branch is chosen to

have the same format and data dependencies as real predicates in the program. Hence the added
predicates are “opaque” in the sense that they cannot be removed by pattern-matching methods.

Of course there may be static or dynamic methods to determine that the code blocks B0 and B1

have equivalent functionality, but this is out of scope of our paper.
Figure 3 shows two cases on how to use balanced/noticeable predicates to obfuscate the CFG of a

program. The new path is constructed by appending the original CFG to an inert CFG or interleaving
both of them. We could also modify the original path to contain superfluous instructions. One now
has the desired objective of complicating the control flow, but with predicates that are not always
constant.

6.6 Security Analysis

Our approach achieves resilience, since the introduced opaque predicates are indistinguishable from
the obfuscated real predicates.

We now discuss the potency of our obfuscation approach. As explained in Sections 4.3 and 4.7,
simple probabilistic and dynamic attacks are likely to incorrectly flag real predicates as opaque, and
result in real code being removed by an attacker. It is true that an adversary can identify some
predicates (such as loop terminations) that will be seen to be not constant. We require that the real
program has sufficiently complex control flow for our solution to resist dynamic attacks.

We further claim that the other static attacks cannot distinguish between the obfuscations of the
original and inserted opaque predicates. Using an SMT solver (see Section 4.5) will not help an
adversary to identify the constant predicates, assuming the hash function is preimage resistant.

Due to our assumption, the dummy code blocks have a dependency on the input variable(s) x
in the inert CFG in Figure 1b as well as generate an output dependency for the output variable(s)
y. This way both possible execution paths will depend on x and generate dependencies for y and so
an adversary will not be able to identify the superfluous path without having to solve the predicate.
Hence our approach gives protection against taint analysis, as described in Section 4.6.

Our solution is not intended to provide stealth.

6.7 Verifiable Obfuscation

A user may be concerned that the obfuscator is malicious. How can the user be sure that the code
introduced by the obfuscator is not malicious code that can be triggered by some secret input known

10



1 int64_t foo() {

2 int64_t sum = 0;

3 for(int64_t i = 0; i != 20000; i++) {

4 if(i % 2)

5 sum += i;

6 }

7 return sum;

8 }

Figure 4: The source code of a sample function that returns the sum of all even integers i ∈ [0, 20000).

to the obfuscator? As such, we would like to provide a verification mechanism in our obfuscator to
prove to the user that the inserted code is never executed.

The above obfuscator inserts constant predicates of the form
x← · · ·

h← H(x‖t)
y ← CMP(h, hc)

BCONDy(B0, B1)


where t and hc are randomly chosen constants in the program, B0 is a block of dummy code (executed
only when h = hc, which is never the case with overwhelming probability), and B1 is real program
code.

One approach would be to prove that the code block B0 is not malicious, but this seems to be a
hard problem (especially since B0 might interact in a non-obvious way with other program blocks). A
simpler approach is for the obfuscator to give evidence that there is not a secret input x∗ such that
h(x∗‖t) = hc. If the user is convinced that the code block B0 can never be executed, then it does not
matter what instructions are in the code block.

We now explain how an obfuscator can prove that it is not behaving maliciously. Suppose the
obfuscator constructs the random value hc by computing H(x′‖t′) for random binary strings x′, t′ of
the same bitlengths as x and t, and such that t′ 6= t. The obfuscator can provide x′‖t′ to an auditor.
The auditor can check that t′ 6= t and that hc = H(x′‖t′). For a malicious obfuscator to be able
to know x such that H(x‖t) = hc it is necessary for the obfuscator to find a non-trivial collision
H(x‖t) = H(x′‖t′). If H is a collision-resistant hash function then the auditor therefore gets an
assurance that the obfuscator does not know an input x such that the obfuscated program computes
the dummy block B0.

7 Implementation

We have implemented our proposed obfuscation scheme as a plug-in on top of the LLVM compiler
infrastructure [26]. Our obfuscator is implemented in C++ and consists of approximately 500 lines
of code (LoC). Integrating the obfuscator into the LLVM toolchain makes our tool language- and
architecture-agnostic. For our implementation, we have used the 64-bit version of the FNV hash [2].
Though not strong enough for classical crypto applications, this seems reasonable for obfuscation
applications. Of course, if needed one could use a stronger hash function, but this would lead to a
greater slow-down. We have experimentally tested the robustness of this hash function using the SMT
solver Z3 [18] to invert the hash of the constant value 0: After 72h of runtime the solver did not
manage to succeed. We concluded from this test that the use of the FNV hash is quite adequate for
the purpose of our prototype.

To see how our obfuscator transforms the control flow graph of a function, we consider the simple
function listed in Figure 4. The decompiler-generated output of the compiled binary is virtually
identical to Figure 4. Figure 5 lists the decompiler-generated output of the obfuscated binary generated
from the source code in Figure 4. Due to the dressing (obfuscation) of the existing predicates and the
additional constant predicates, the decompiler was not able to generate any immediately meaningful
source code. In particular, lines 7-8 in Figure 5 are an example of a constant comparison predicate as
described in Section 6. Lines 21-22 in Figure 5 are one instance of a variable comparison predicate.
Due to our construction, it is infeasible to tell whether they are dressed or inserted constant predicates.
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1 __int64 foo() {

2 /* ... */

3 v14 = 0LL;

4 v13 = 0LL;

5 while ( 1 ) {

6 LABEL_2:

7 LODWORD(v0) = fnv64_u64(v13);

8 if (v0 == -6175153156727064853 LL) {

9 fnv64_u64(v13);

10 return v14;

11 }

12 LODWORD(v6) = fnv64_u64(v13);

13 if (v6 == 7014728644095366902 LL)

14 goto LABEL_18;

15 *( _QWORD *)&v1 = v13;

16 *(( _QWORD *)&v1 + 1) = (unsigned __int128)v13 >> 64;

17 v12 = v1 % 2;

18 LODWORD(v2) = fnv64_u64(v12);

19 if (v2 == -6284781860667377211 LL)

20 break;

21 LODWORD(v7) = fnv64_u64(v13 - v12 + 23);

22 if (v7 != 5761928859755592534 LL)

23 goto LABEL_6;

24 LABEL_18:

25 while (1) {

26 LODWORD(v10) = fnv64_u64 (-329LL);

27 if (v10 == 6784497596726496898 LL)

28 break;

29 v4 = v13++;

30 LODWORD(v11) = fnv64_u64(v4 - v13 + 111);

31 if (v11 != 1874020204673976065 LL)

32 break;

33 LABEL_6:

34 v3 = v14;

35 v14 += v13;

36 LODWORD(v9) = fnv64_u64(v3 - v13 + 7);

37 if (v9 == 900005853637713081 LL)

38 goto LABEL_2;

39 }

40 }

41 LODWORD(v8) = fnv64_u64(v13 - v12 + 118);

42 if (v8 != 3035873277477129725 LL)

43 goto LABEL_18;

44 return v14;

Figure 5: Decompiler output of the obfuscated version of Figure 4.

Note that given the original source, we are able to match the predicate of line 7 in Figure 4 with
lines 18-19 in Figure 5. However, we cannot immediately match the loop predicate of line 4 in Figure 4
as easily. This further shows that our obfuscation solution is useful to protect against adversaries that
have access to advanced static reverse engineering tools such as decompilers.

8 Performance Evaluation

In this section, we describe our experiments using the implementation of our obfuscator and discuss the
results. The experiments were conducted on a test machine running Ubuntu 17.04 64-bit. The hardware
setup consisted of 32 GB RAM and an Intel(R) Core(TM) i7-4770 CPU clocked at 3.40GHz. In all
experiments, all dressable predicates have been transformed and a constant predicate was introduced
for each existing edge in the input CFG. As a result, the number of edges in the output CFG is doubled
when compared to the CFG of the original program.

As benchmark programs for our tests, we have chosen to obfuscate two open source cryptographic
libraries: OpenSSL 1.1.0f and mbed TLS 2.5.1. OpenSSL was already used for testing the performance
of the Obfuscator-LLVM presented in [23]. Both libraries are large software projects deployed in real-
world applications and feature a reasonable variety of program constructs. Both libraries come with
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Figure 6: OpenSSL 1.0.0f vanilla vs obfuscated symmetric algorithms benchmark results.

benchmarking logic which enables us to measure the performance impact introduced by our obfuscator.
We have additionally measured the fraction of constant comparison predicates that involve a con-

stant different from zero. In both software libraries they make up a sizeable proportion of the total
number of constant comparisons.

8.1 Experiments

OpenSSL and mbed TLS are open source collections of routines implementing cryptographic protocols.
They consist of roughly 470K LoC and 155K LoC, respectively, and are widely used [1].

In our analysis for OpenSSL, out of 36855 integer comparisons present in the library a total of
28890 (78.4% of the total predicates) resulted as constant or variable point comparisons. Moreover, a
total of 88458 obfuscated constant predicates were inserted. We have found that approximately 91%
of all constant comparisons were comparing with zero.

For mbed TLS, we found that out of 21038 integer comparisons, a total of 17062 of them were
constant or variable point comparisons. This amounts to 81.1% of predicates that the obfuscator was
able to dress. A total of 52437 obfuscated constant predicates were inserted. In this case, we have
found that roughly 83% of all constant comparisons were comparing with zero.

We see that OpenSSL and mbed TLS are not ideal targets for our obfuscation technique since
the conditions of Section 5 are only partially met. The libraries certainly exhibit a rich control flow
structure with many constant comparisons. On the other hand, more than 80% of them are comparisons
with zero. Only among the comparisons with non-zero, indistinguishable predicates will work well.
Nevertheless, we still believe these libraries are good testing targets to due their large codebase size
and benchmarking capabilities.

Next, we executed the benchmark tests for the symmetric cryptographic algorithms for both the
vanilla and obfuscated versions. We have computed the mean performance for each algorithm over all
the block sizes along with the standard deviation, shown on Figure 6. As we can see, the performance
of the obfuscated version is not too far from the vanilla version.

We also found that the obfuscation has a higher performance impact on asymmetric algorithms
when compared to the symmetric algorithms. This difference is explained by the different structure of
the control flow graphs of both algorithm types.

The overall performance (running time of the original code divided by running time of obfuscated
code, as a percentage) of the asymmetric algorithms is 20.9%± 23.1%. This can be explained by
taking the specific predicate usage of the different algorithms into account. Specifically algorithms
featuring tight loops and lots of small basic blocks show a worse performance compared to algorithms
with a less complicated structure.

To further evaluate our results, we have analysed the published benchmark results1 for OpenSSL
1.0.1e obfuscated with Obfuscator-LLVM. We found that the performance of the obfuscated asymmetric

1https://github.com/obfuscator-llvm/obfuscator/wiki/Benchmarks
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Figure 7: mbed TLS 2.5.1 vanilla vs obfuscated symmetric algorithms benchmark results.

Table 2: Vanilla mbed TLS vs. obfuscated mbed TLS benchmark results. We can see the performance
of the obfuscated cryptographic algorithms as percentage of the vanilla versions for different obfuscation
levels.

Dress./Ins. Sym. perf. Asym. perf.

100%/100% 24.1%± 16.5% 9%± 8.5%

100%/50% 34.7%± 20.8% 13.4%± 12%

50%/100% 25.7%± 18.9% 8.8%± 7.3%

50%/50% 41.1%± 23% 14.8%± 12.1%

33%/33% 45.6%± 26.7% 22.2%± 12.8%

algorithms compared to the vanilla versions is 1.3%± 0.7% for a worst case obfuscation. Hence our
obfuscated code is running approximately ten times faster than code generated by Obfuscator-LLVM.

Finally, we also compared the file sizes of the vanilla and the obfuscated libraries (libcrypto.so and
libssl.so) and found out that the obfuscated file size is approximately twice: 2726 kB and 490 kB for
the vanilla files versus 5412 kB and 1116 kB for the obfuscated files.

In Figure 7, we can see the benchmark results for the vanilla and obfuscated symmetric cryptogra-
phy algorithms in logarithmic scale. When compared with Figure 6, we see that this implementation
of symmetric algorithms is more affected by the obfuscation. As a result, for the symmetric algorithms
the obfuscated versions reach a mean performance of 24.1%± 16.5% of the vanilla versions. We also
found that the obfuscated versions of asymmetric algorithms reach a mean performance of 9%± 8.5%
of the vanilla versions.

We have conducted the same experiment for different combinations of dressing and constant pred-
icate insertion percentages. Table 2 contains a complete list of the results we have found from run-
ning the benchmark. Our results show that inserting constant predicates has a larger impact on
the performance compared to dressing already existing predicates. Thus controlling the number of
dressed/inserted predicates allows for a fine-tuning of the performance overhead. Of course, tuning
the obfuscation parameters strongly depends on the structure of the code that is obfuscated.

For the vanilla build of mbed TLS, we found the file sizes of libmbedcrypto.a, libmbedtls.a and
libmbedx509.a to be 628 kB, 238 kB and 98 kB, respectively. When obfuscated, these libraries file sizes
went up to 1367 MB, 586 kB and 301 kB, respectively.

9 Conclusion

We have seen for which type of programs opaque predicates are useful. We have given ways to dress
existing predicates of a special form in a program to be indistinguishable from our obfuscated constant
predicates. One open question is how well the idea of dressing predicates can be extended to other

14



types of predicates. We have surveyed attacks on the proposed schemes by means of static and dynamic
program analysis. Additionally, we have shown techniques to harden the obfuscation scheme against
these attacks by adding superfluous program paths that have data dependencies on the input variables.
An interesting follow-up question is verifiability of obfuscated programs.
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