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Abstract. Randomized moduli in Residue Number System (RNS) gen-
erate effectively large noise and make quite difficult to attack a secret key
K from only few observations of Hamming distances H = (H0, ..., Hd−1)
that result from the changes on the state variable. Since Hamming dis-
tances have gaussian distribution and most of the statistic tests, like
NIST’s ones, evaluate discrete and uniform distribution, we choose to
use side-channel attacks as a tool in order to evaluate randomisation of
Hamming distances . This paper analyses the resilience against Corre-
lation Power Analysis (CPA), Differential Power Analysis (DPA) when
the cryptographic system is protected against Simple Power Analysis
(SPA) by a Montgomery Powering Ladder (MPL). While both analy-
sis use only information on the current state, DPA Square crosses the
information of all the states. We emphasize that DPA Square performs
better than DPA and CPA and we show that the number of observations
S needed to perform an attack increases with respect to the number of
moduli n. For Elliptic Curves Cryptography (ECC) and using a Monte
Carlo simulation, we conjecture that S = O((2n)!/(n!)2).

Keywords: RNS, moduli randomization, Monte Carlo, ECC, side channel at-
tack, DPA, CPA, DPA Square

1 Introduction

Side channel attacks or faults attacks are among the most effective attacks on all
implementations of cryptographic protocols. As sophisticated as the mathemat-
ical model used can be for proving the robustness, unprotected implementation
could leak out some fundamental information. Among the most usual leakage
exploitations, we find those establishing correlations between leakage consump-
tion or electromagnetic radiation recorded during successive runs with the same
secret. Leaks are recorded mainly due to variations in the level of the memory
points from one to zero in the calculation. The commonly accepted model is
based on the differences of Hamming weight of the successive execution states
usually assumed proportional to power consumption [21]. The attacker makes a
guess on the secret; with respect to the input values and he/she can determine
what could be the state transition of the observed leakages using usually DPA



or CPA [8, 18] or other more recent attacks like second-order DPA [25], template
attacks [9] and Mutual Information Analysis (MIA) [6]. For a survey on the
different attacks and countermeasures, we refer the reader to [11].

The state transitions depend clearly on the data representation which should
be also an assumption made by the attacker. The randomization with respect to
an arithmetic system ensures that the computations involved in the execution use
different representation for the variables from one execution to another, reducing
significantly any prediction on the state transitions for an attacker. We focus in
this paper on RNS representation based on the Chinese Remainder Theorem
where each value is coded by its residues over a set of co-prime numbers which
represents the base of the system.

Beyond the fact that RNS allows natural randomization, the arithmetic is
completely independent from the chosen field. Therefore, the methods presented
in the paper will be suitable for any cryptosystem such as RSA, ECC, Euclidean
Lattice or others. RNS is also adapted to an increase in key sizes induced by
the progress of the cryptanalysis and RNS computations can be efficiently par-
allelized [2]. For further benefits of RNS, we refer to [13].

In [4], the authors introduce a Leak Resistant Arithmetic (LRA) using RNS
with randomization of moduli. The RNS system is very easy to randomize, es-
pecially since there is a great diversity of moduli. Moreover, with Montgomery
multiplication algorithm [26], the Montgomery factor strengthen the random
behaviour. The goal of randomization according to the involved moduli is to
make as unpredictable as possible the secret from the Hamming distance (num-
ber of different bits) between two consecutive states that can be detected in the
consumption or in any other leak. As sketched on Figure 1, we distinguish two
randomness sources given by both the configuration of moduli C and the key K.
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Fig. 1. Hamming distances with respect to randomness sources

H = (H0, ...,Hd−1) are the Hamming distances computed through the ex-
ecution of the Montgomery Power Ladder (MPL) algorithm associated, in our
examples of this paper, to ECC. When the implementation is public and is free of
bugs, it is clear that the random vector H = (H0, ...,Hd−1) is completely mea-
surable with respect to the couple of random variables (K,C). Consequently,
more the noise generated by C is important more the link between K and H
will be difficult to establish. The perfect noise would be the one that mimics an
independence between K and H. Without loss of generality, let us denote in-
formally L(H,K), L(H|K), L(H) and L(K) respectively the probabilistic joint
distribution of (H,K), the conditional distribution of H knowing K and the
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marginal distribution of H and K. The perfect noise must fulfill

L(H,K) := L(H|K)L(K) = L(H)L(K). (1)

or equivalently L(H|K) = L(H) meaning that K must not provide any infor-
mation on H. Although 1 is impossible to obtain because each Hi as a function
of K and C will always depend on K, it tells us that the independence of the
coordinates of H = (H0, ...,Hd−1) is not necessary to have a perfect noise.

This paper studies the distinguishability between L(H|K) and L(H|K ′)
(K 6= K ′) with respect to the number of moduli n randomized in the RNS
representation, denoted also by RNSn. Nevertheless, because studying L(H|K)
for the whole vector H is computationally barely possible, we develop a strategy
based on few Hamming distances ∼ 10 that provide the most valuable informa-
tion on the key K. Unlike DPA and CPA that use only the marginal information
associated to each step, our conditional strategy combined with DPA Square use
a cross-information based on ∼ 10 Hamming distances. This DPA Square notion
extends naturally the DPA when we assume that H = (H0, ...,Hd−1) has a mul-
tivariate Normal distribution. DPA Square has the monotonicity benefit since
the size S of the sample that makes an attack possible increases with respect to
n. Therefore, our main contribution can be summarized in the following points:

1) We show that the cryptographic system has to be resilient with respect to
cross-information attack and not only attacks that use marginal information.

2) The randomization makes CPA inefficient and we explain why MIA applied
to the randomization fails.

3) The DPA results are inconsistent with the level of randomization and we
show that second-order DPA does not overcome this inconsistency.

4) We present the DPA Square with an asymptotic error which can be used as
a threshold for an attack.

5) Unlike DPA, the size S to perform an attack with DPA Square is monotonous.

The contributions 1) to 5) are general and can be applied for other crypto-
graphic protections. We make the strong assumption that the attacker has access
to the Hamming distances. The noise created by the random moduli would add
to the hardware noise in real applications. Our work studies the impact of moduli
randomization on Hamming distances independent from hardware aspects. We
use 112 bits ECC curve essentially to illustrate the results and conjecture that
S = O((2n)!/(n!)2). The results are quite similar when dealing with Edward
curves of 255 bits [7]. We focus on ECC as it is well suited for the evaluation of
moduli randomization countermeasure because the arithmetic is dominant and
the DPA is efficient. Indeed, all the probability tools like: Total variation, covari-
ance matrix, asymptotic error of Monte Carlo can be reused in the same fashion
for other systems. We point out also that our work is different from [27] where
the authors study protection against memory addressing attack. Indeed, our pa-
per focuses on the resilience of randomization when the system is supposed to
be protected against memory addressing attacks.
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The rest of this paper is arranged as follows. In Section 2, we briefly describe
the moduli randomization of the RNS representation in the Montgomery algo-
rithm applied for ECC. Section 3 explains the main reasons why a resilience of
a system should rather focus on ∼ 10 successive Hamming distances. Section 4
details our attack based on DPA Square and studies the size S of observations
needed to achieve it.

There is not material implementation in this study because it is not useful
or even counterproductive because we want to know the added noise by the
randomization of moduli.

2 MPL using RNS representation applied to ECC

In Section 2.1, we explain briefly the randomization technic based on RNS rep-
resentaion for Montgomery multiplication. Then, Section 2.2 clarifies the way
the Hamming distances are computed through the successive steps of the MPL.

2.1 Montgomery for RNS modular multiplication

In [26], P. Montgomery introduced an algorithm of modular multiplication to
avoid trial division by large numbers. The RNS version of this algorithm is the
starting point of the randomization used in [1]. We summarize this method with
a presentation that is quite similar to the one in [3].

We denote |a|m = a mod m and J1, nK := {1, ...n}. When a and m are co-
prime, we set |a|−1m := a−1 mod m to be the inverse of a modulo m. Introducing
the RNS basis Bn = {m1, ...,mn} of pairwise coprime moduli, the Chinese Re-
mainder Theorem ensures the existence of a ring isomorphism between ZM and
Zm1

× · · · × Zmn
with M =

∏n
i=1mi. Thus, for any positive integer X strictly

smaller than M

X =

(
n∑
i=1

xi |Mi|−1mi
Mi

)
mod M (2)

with xi := |X|mi
= X mod mi and Mi = M/mi.

Let B̃n = {m̃1, ..., m̃n} be another RNS basis of pairwise coprime moduli
that are also coprime with Bn i.e. mi and m̃j are coprime for each i ∈ J1, nK and

j ∈ J1, nK. For a number X that is strictly smaller than M̃ =
∏n
i=0 m̃i, we use the

notation {x̃1, ..., x̃n} for the decomposition of X on B̃n. Using these notations
as well as the standard definition of the usual RNS operations (addition +RNS ,
multiplication ×RNS , opposite (−X)RNS and the division /RNS explained in
[3]), Algorithm 1 presents the modular multiplication.
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Algorithm 1 RNSn modular multiplication

Input A residue base Bn = {m1, ...,mn} where M =
∏n

i=0mi

A residue base B̃n = {m̃1, ..., m̃n} where M̃ =
∏n

i=0 m̃i with gcd(M, M̃) = 1

A modulus N expressed in Bn and B̃n with gcd(N,M) = 1, gcd(N, M̃) = 1,

0 < (n+ 2)2N < M and 0 < (n+ 2)2N < M̃

An Integer A expressed in Bn and B̃n

An Integer B expressed in Bn and B̃n with AB < NM
Output An integer R expressed in Bn and B̃n such that R mod N = ABM−1 mod N

Procedure
Q← ((−(A×RNS B))RNS)/RNSN in base Bn

Extension 1 Of Q from Bn to B̃n

R← (A×RNS B +RNS Q×RNS N)/RNSM in base B̃n

Extension 2 of R from B̃n to Bn

end Procedure

Since many modular multiplications are needed in ECC or RSA, one should
consider the Montgomery form of A and B as inputs to Algorithm 1. This trick
allows to circumvent dealing with ABM−1 mod N as an output. We recall that
the Montgomery form of A is given by AM mod N . Once MM̃ mod N is known,
this form can be obtained with Algorithm 1 applied to A and MM̃ mod N
provided that we exchange Bn and B̃n since

A× |MM̃ |N × M̃−1 = AM mod N.

To recover the appropriate expression, we need to perform a final pass in
Algorithm 1 for 1 and (AM)(BM)M−1 mod N that yields to

|(AM)(BM)M−1|N × |1|N ×M−1 = AB mod N.

We point out that precomputing |MM̃ |N instead of |M2|N , as proposed in [3],
is justified by the randomization procedure explained latter in this section.

For extension 1 in Algorithm 1, we use a raw method to prevent heavy
computations due to mixed radix systems [5] . Thus, to extend in base B̃n =
{m̃1, ..., m̃n}, we calculate

q̃j =

∣∣∣∣∣
n∑
i=1

∣∣∣qi ∣∣M−1i ∣∣
mi

∣∣∣
mi

Mi

∣∣∣∣∣
m̃j

for each j ∈ J1, nK (3)

we obtain Q̃ =

n∑
i=1

∣∣∣qi ∣∣M−1i ∣∣
mi

∣∣∣
mi

Mi = Q+ α×M with α ∈ J1, nK (4)

To evaluate α, we use Shenoy-Kumaresan method [28, 3] for extension 2 in Al-
gorithm 1. In contrast to Kawamura Extension [17], Shenoy-Kumaresan allows
a larger choice of moduli it also involves an extra modulo mx since

α =

∣∣∣∣∣∣
∣∣∣M̃−1∣∣∣

mx

(

n∑
j=1

∣∣∣∣x̃j ∣∣∣M̃−1j ∣∣∣
m̃j

M̃j

∣∣∣∣
mx

− |X|mx
)

∣∣∣∣∣∣
mx

. (5)
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Subsequently, xi = |X|mi
can be computed using

xi =

∣∣∣∣∣∣
n∑
j=1

∣∣∣∣x̃j ∣∣∣M̃−1j ∣∣∣
m̃j

M̃j

∣∣∣∣
m̃j

− |αM |m̃j

∣∣∣∣∣∣
mi

. (6)

The Shenoy-Kumaresan extension requires that N has to fulfill (n+ 2)2N <
M . The latter inequality with AB < NM makes R < (n + 2)N . To obtain
R < 2N at the very end of an ECC, we use mixed radix representation [5].

2.2 Measuring Hamming distances in our implementation

ECC is usually implemented as an asymmetric cryptographic algorithm in par-
ticular for the Integrated Encryption and Decryption Scheme [22, 30]. Alice en-
crypts a text with the public key of Bob. The cyphertext contains a point G of
the elliptic curve. With his private key K, Bob calculates [K]G to decrypt the
cyphertext. ECC is more commonly implemented for the Diffie-Hellman protocol
to exchange key via the network.

Before each ECC execution, we perform a random pick of nmoduli {m1, ...,mn}
among {µ1, .., µ2n} for base Bn and the remaining moduli set the base B̃n. This
random choice is based on a standard drawing without replacement.

To compute [K]G on an elliptic curve and protect against Simple Power
Analysis (SPA)[15], we use the binary version of MPL detailed in Algorithm 2.
First, we compute both the Montgomery Form A0 of G and A1 the double of
A0. Then, if the bit value bi of K is one, A0 is added to A1 memorized in A0

and A1 is doubled. Otherwise, A1 is added to A0 memorized in A1 and A0 is
doubled.

The elliptic curve domain of E(FN ) is defined by: A finite field FN with N
a prime number, two elements a and b ∈ FN , an equation E : y2 ≡ x3 + ax +
b mod N , G(xG, yG) a point base of E(FN ) and nG is a prime number that is
the order of G on E(FN ).

In our implementation, we use the elliptic curves recommended by Certicom
[30] employing Jacobian coordinates that avoid the division and reduce compu-
tations [24, 10, 14]. Each point is defined by three Jacobian coordinates (X;Y ;Z)
with the affine representation (X/Z2;Y/Z3). Although there is no uniqueness of
the Jacobian representation, computing the Hamming distances on (X;Y ;Z)
produce more information than computing them on (X/Z2;Y/Z3).

Associated to the equation E is Y 2 = X3 + aXZ4 + bZ6, (X;−Y ;Z) is the
inverse of (X;Y ;Z) and the infinite point is chosen to be equal to (1; 1; 0). The
addition and doubling operations can be found in [24].

Algorithm 2 shows exactly at which step of MPL we choose to compute the
Hamming distances for ECC in RNS. We remind that M is the product of the
moduli of base Bn.
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Algorithm 2 Montgomery Powering Ladder for ECC in RNSn

Input A point G = (X;Y ; 1) in Jacobian coordinates written in RNS representation
A key K with a binary representation K = 2d−1b0 + 2d−2b1 + ...+ 2bd−2 + bd−1

Output
A0 = [K]G in Jacobian coordinates
(Hi)i∈{0,..,d−1}, the Hamming distances

Procedure
Choose a random base permutation
A0 = (|XM |N , |YM |N , |M |N ), Montgomery form of G
A1 = [2]A0

H0=Hamming Weight of (A0, A1)
for i=1 to d-1 do

A′0 = A0 et A′1 = A1

Abi
= Abi

+Abi

Abi = [2]Abi

Hi = Hamming distance between (A0, A1) and (A′0, A
′
1)

end for
Result A0 = (|X ′M |N , |Y ′M |N , |Z′M |N )) in Montgomery form
Return to the Non-Montgomery form with mixed radix [5]
A0 = (|X ′|N , |Y ′|N , |Z′|N )

end Procedure

3 A conditional attack strategy and limitations of CPA,
DPA, second-order DPA and MIA

Since Hamming distances have gaussian distribution (see figure 3 b) and most
of the statistic tests, like NIST’s ones [31], evaluate discrete and uniform dis-
tribution, we choose to use side-channel attacks as a tool in order to evaluate
randomisation of Hamming distances.

The randomization of moduli generates effectively noisy data. Because of
the lack of structure in Hamming distances, it is quite difficult for an attacker
to develop a denoising procedure. Consequently, an attack should target the
Hamming distances that provide the most exploitable information on the secret
key K. When the latter fact is studied in Section 3.1, Section 3.2 shows that
CPA is impossible to use and the size S of observations to achieve a DPA attack
is not monotonous with respect to the number of moduli. Section 3.3 discusses
the adaptation of more recent attacks to RNS randomization.

From now on, we denote S the size of simulations.

3.1 Sufficient information and conditional attack

The following three properties of Hamming distances are presented:

α) For fixed choice of moduli, the first Hamming distances are the one that
provide the strongest information (dependence) on the secret K.
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β) For fixed choice of moduli, the correlation between Hamming distances de-
creases significantly with respect to the lag that separates each couple.

γ) Under randomization of moduli, each Hamming distance Hi has a normal
distribution. This remark shall not make completely absurd the assumption
that the whole vector H is Gaussian.

These are important properties as they allow to put in place an efficient attack
based on the first few Hamming distances. Once the first few bits associated
to the first Hamming distances are known, we attack only few following bits
conditionally on the fact that we found the first and so on till we find the whole
secret K.

As for property α), at each step i of MPL detailed in Algorithm 2, we study
the dependence between the random variables K and Hi that take respectively
their values on integers in [0, 2p[ and [min(Hi),max(Hi)] (Maximum/minimum
taken on the realizations of these bounded random variables). In order to reduce
the complexity of computations and increase the Monte Carlo accuracy, we use
appropriate subdivisions (appropriate parameters p′, q and λ) of:

a) [0, 2p[=

2p
′
−1⋃

k=0

Ik =

2p
′
−1⋃

k=0

[k2p−p
′
, (k + 1)2p−p

′
[, (p′ < p)

and

b) [min(Hi),max(Hi)] =

q−1⋃
j=0

Hij

with

Hi0 = [min(Hi),min(Hi) + λ[,Hiq−1 = [max(Hi)− λ,max(Hi)],

Hij = [min(Hi) + λ+ jε,min(Hi) + λ+ (j + 1)ε[

for

j = 1, . . . q − 2 where ε =
max(Hi)−min(Hi)− 2λ

q − 2

and the choice of λ is closely linked to the mean and the standard deviation of Hi

which has a Gaussian distribution. The accuracy of Monte Carlo was quantified
thanks to the 95% confidence interval; with 95% chance we have at most a 10%
relative error.

As introduced informally in (1), the dependence is quantified through the dis-
tance between the probability of the product P

(
Hi ∈ Hij ,K ∈ Ik

)
= P (K ∈ Ik)

P
(
Hi ∈ Hij |K ∈ Ik

)
and the the product of probabilities P

(
Hi ∈ Hij

)
P (K ∈ Ik).

For the subdivisions a) and b), we compute this distance using the Total Varia-
tion to Independence (TVI) [20] given by

TVIi =
1

2

2p
′
−1∑

k=0

q−1∑
j=0

P (K ∈ Ik)
∣∣∣P (Hi ∈ Hi

j

)
− P

(
Hi ∈ Hi

j |K ∈ Ik
)∣∣∣ (7)
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The value of P (K ∈ Ik) is known since we draw uniformly an integer value on
[0, 2p[. However, the value P

(
Hi ∈ Hij |K ∈ Ik

)
, and subsequently P

(
Hi ∈ Hij

)
,

is approximated using Monte Carlo simulation. For more mathematical details
on Monte Carlo simulation we refer the reader to [16].

In Figure 2, we calculate TVIi for each step in MPL either for a fixed choice of
moduli or when they are randomized. Consequently, when the moduli configura-
tion is fixed we draw only independent keys {Kl}1≤l≤S and when the moduli are
randomized we draw independent couples {(Kl, Cl)}1≤l≤S of keys and moduli
configurations. The Monte Carlo approximation is then given either by

P
(
Hi ∈ Hij ,K ∈ Ik

)
≈ 1

S

S∑
l=1

1{Hi(Kl)∈Hi
j

⋂
Kl∈Ik}.

or by

P
(
Hi ∈ Hij ,K ∈ Ik

)
≈ 1

S

S∑
l=1

1{Hi(Kl,Cl)∈Hi
j

⋂
Kl∈Ik}.

We simulate with S = 8×106 or S = 106 in order to have a sufficiently accurate
results to compute TVI. We use the random number generator proposed in [19]
that is appropriate computationally and statistically for Monte Carlo simulation.

Fig. 2. Total variation as a function of the calculation step.

According to Figure 2, randomizing moduli reduces effectively TVI for all
Hamming distances. Also, according to Figure 2 when conditioning on the choice
of moduli, we see clearly that TVI almost vanishes for Hamming distances of
a rank bigger than 10 which confirms property α). This observation can be
explained by the fact that the first ∼ 10 Hamming distances depend strongly on
the first ∼ 10 bits of the key. Because a large choice of combinations of bits can
produce the same value on each {Hi}i>10, the dependence between {Hi}i>10

and the key is reduced significantly.
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Regarding property β), we approximate the covariance of each couple of
Hamming distances with a Monte Carlo simulation on keys for a fixed choice of
moduli

Cov(Hi, Hj) ≈
1

S

S∑
l=1

Hi(K
l)Hj(K

l)− 1

S

S∑
l=1

Hi(K
l)

1

S

S∑
k=1

Hj(K
k).

We get the results presented in Figure 3 (a) for the covariance H1, H4, H8

and H10 with the other Hamming distances. In Figure 3 (a), the fact that
|Cov(Hi, Hi±l)|l≥0 decreases with respect to the lag l is due to the gap in bits
that separates Hi and Hi±l.

It is property γ) that makes the covariance very important. Indeed, in a mul-
tivariate Gaussian vector, each two coordinates are independent if and only if
their covariance is equal to zero. When it is not obvious to show numerically
the multivariate Normal distribution, a chi Square test does not disapprove the
Gaussian distribution of each Hamming distance Hi when moduli are random-
ized. We also present in Figure 3 (b) a histogram associated to H10 that shows a
bell-shaped distribution. For more mathematical details on multivariate Normal
distribution, we refer the reader to [16].

Fig. 3. (a) RNS10, Cov(Hj , Hi)j=1,4,8,10. (b) Frequency of H10, 2e6 computations.

3.2 Unreliable CPA and inconsistent DPA

The essential result of Section 3.1 is that an effective attack should be based
on the first ∼ 10 computation steps. Once the bits associated to some of these
steps are known, one should fix them to continue an attack with the following
∼ 10 computation steps and so on. This conditional strategy (conditioning on
the bits found) not only uses the marginal information of each step but must
use the cross-information of the ∼ 10 successive steps. Indeed, according to
Figure 2, the first ∼ 5 Hamming distances have almost the same strength of
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dependence on the secret key K and we waste information if we use only the
marginal distributions.

Unfortunately, CPA and DPA attacks are not conceived to take advantage
of this cross-information. Although CPA and DPA are attacks on power con-
sumption, we apply them directly on Hamming distances. We focus rather on
the pure software information without hardware noise which can be justified
by leakage models presented in [21] between the power consumption and the
Hamming distances.

A CPA attack on Hamming distances is based on the correlation that exists
at step i between observations Hi(K,C

l) on the real key K and simulations
Hi(K

′, Cl+S) on the guessed one K ′ which yields

ξi =

1

S

S∑
l=1

[
Hi(K,C

l)−Hi(K,C)
] [
Hi(K

′, Cl+S)−Hi(K
′, C)

]
√√√√ 1

S

S∑
l1=1

[
Hi(K,C

l1)−Hi(K,C)
]2 1

S

S∑
l2=1

[
Hi(K

′, Cl2+S)−Hi(K
′, C)

]2 (8)

where

Hi(K,C) =
1

S

S∑
j=1

Hi(K,C
j) and Hi(K

′, C) =
1

S

S∑
k=1

Hi(K
′, Ck+S). (9)

The lag +S is not usual in the expression (8) of ξi, but it is natural since the
moduli configurations {Cl}1≤l≤S used by the system attacked is supposed to be
independent from the moduli configuration {Cl}S+1≤l≤2S used by the attacker.
The independence of the sequence {Cl}1≤l≤2S makes the use of CPA completely
irrelevant as shown in Figure 4. We use 0xdeeefbf7 as the key under attack and
0xffffffff is used as a distinguisher.

Fig. 4. RNS5, Correlation between 0×ffffffff and 0×deeefbf7, 50000 and 100000
samples. Nothing appears at bit 2 and the correlations are too small.

Regarding the DPA based on Hamming distances, its value is given at each
step i by
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DPAi = Hi(K,C)−Hi(K
′, C), (10)

where Hi(K,C) and Hi(K
′, C) are defined in (9). Unlike for CPA attack, the

lag +S involved in the expression of DPAi is less disturbing because, by the
law of large numbers, 1

S

∑S
k=1Hi(K

′, Ck+S) and 1
S

∑S
k=1Hi(K

′, Ck) converge
to the same value as S →∞. As a consequence, although not perfect, the DPA
can be used for an attack when S is big enough. The fact that we do not know
how big S must be (except doing very coarse domination) makes DPA difficult
to use. Indeed, as shown in Figure 5, sometimes we even need a bigger S for an
RNS with less randomized moduli!

Fig. 5. RNS6 and RNS7: DPA between 0 × ffffffff and 0 × deeefbf7 with re-
spectively 1000000 and 90000 samples. A jump appears for the bit 2 for RNS7 as we
expected but the jump is not obvious for RNS6 and we needed more samples to have
this little jump

3.3 Further attacks: Second order DPA, MIA and template attack

Like in Section 3.2, we focus only on the pure software information given by
Hamming distances. Generally DPA, MIA and template attack are used when
the leakage information is observed with a hardware noise. In our pure software
study, the noise is due to the RNS randomization that reduces the dependence
between the secret K and Hamming distances.

We make a simulation of second order DPA (2ODPA) as follow:

2ODPA0 = DPA0 (11)

2ODPAi = DPAi+1 −DPAi if i > 0 (12)
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Fig. 6. RNS6: Second order DPA between 0×ffffffff and 0×deeefbf7 with 1000000
samples.

According to Figure 6, we see that the second order DPA on Hamming dis-
tances does not improve the results of DPA presented in Figure 5 (left part).
This can be explained by the absence of a heterogeneity in the code between
two steps of computations and thus between two successive Hamming distances.
Moreover, the second order DPA defined in [25] (Proposition 2) involves marginal
information since it averages on the realizations of one random variable defined
as the difference between the power consumptions of two successive steps.

Applying template attack [9] on Hamming distances should provide better
results than DPA. Indeed, template attack is based on a maximum likelihood
approach with a learning phase. The performance of this method is however
limited by equation (2) of [9] related, in our context, to

∑p
i=0 |DPAi| with DPAi

expressed in (10). As a future work, we would like to compare DPA Square with
template attack on RNS randomized systems.

Regarding MIA [6] applied to Hamming distances, we saw clearly in Fig-
ure 2 that the TVI is almost equal to zero when we perform randomization.
Consequently, it is computationally very complex to develop an attack based
on the mutual information for RNS randomized systems. MIA implementation
involves the approximation of the logarithm of a probability which is much more
computationally involving than the probability itself.

4 A conditional attack strategy with DPA Square,

Thanks to the marginal Gaussian behaviour of Hamming distances announced
in property γ) of Section 3.1, it is not absurd to assume that the vector H
of Hamming distances has a multivariate Normal distribution. With the latter
assumption, H is completely specified by its mean vector and its covariance
matrix. Section 4.1 presents the mathematical tools for DPA Square and Section
4.2 provides. the numerical results.

Since the attack is performed by parts using ∼ 10 successive Hamming dis-
tances, without a loss of generality, we will denote them by (H0, ...,Hd−1). Con-
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sequently, from now on, H0 and Hd−1 designate respectively the first and the
last Hamming distance involved in each part of the attack.

4.1 Theoretical basis of DPA Square

When the DPA is an attack on the mean vector of H, the DPA Square is an
attack on its covariance matrix. The DPA Square has then a big advantage on
the DPA because it uses the cross-information given by the different Hamming
distances. We have chosen the name DPA Square instead of second-order DPA
since the latter was already used for another DPA concept in [25]. The second-
order DPA uses differences of differences of Hamming distances whereas the DPA
square uses the difference of elements of the covariance matrix.

Unlike the DPA, which is unpredictable (see figure 5), the number of samples
to succeed the DPA square is increasing with respect to the number of moduli
as we can see on figure 9. Among the original contributions of this paper is the
asymptotic quantification of the number of observations needed for an attack.
This contribution was possible thanks to DPA square in contrast to DPA which
is much less conclusive.

Assume H = (H0, ...,Hd−1) Gaussian, its mean value is E(H) and let σ2(Hi)
be the variance of each coordinate. For a fixed key K, studying the covari-
ance matrix of H(K) is equivalent to study the covariance matrix of Y (K) =

(Y0(K), ..., Yd−1(K)) with Yi(K) = Hi(K)−E(Hi(K))
σ(Hi(K)) which will be denoted by

ΓK = E (tY (K)Y (K)) which provides

ΓK =


var(Y0(K)) cov(Y0(K), Y1(K)) . . . cov(Y0(K), Yd−1(K))

cov(Y1(K), Y0(K)) var(Y1(K)) . . . cov(Y1(K), Yd−1(K))
...

...
. . .

...
cov(Yd−1(K), Y0(K)) cov(Yd−1(K), Y1(K)) . . . var(Yd−1(K))


Using a sample of size S, ΓK is approximated by Γ̃K and we compute Γ̃K

′

associated to a guessed key K ′

Γ̃K =
1

S

S∑
j=1

tY (K,Cj)Y (K,Cj), Γ̃K
′

=
1

S

S∑
j=1

tY (K ′, Cj+S)Y (K ′, Cj+S)

then compute the distance using Frobenius norm ‖ · ‖.
Thanks to the Central Limit Theorem, we can assume that Γ̃K = ΓK + δK

and Γ̃K
′

= ΓK
′

+ δK
′

where
√
SδK and

√
SδK

′
are asymptotically matrices of

centred Gaussian variables with a variances smaller or equal to 1. We define then
the DPA Square

DPA2 = 2‖Γ̃K − Γ̃K
′
‖2. (13)
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Because

‖Γ̃K − Γ̃K
′
‖2 =

∑
0≤i,j≤d−1

(ki,j − k′i,j + δi,j − δ′i,j)2

≤ 2
∑

0≤i,j≤d−1

(ki,j − k′i,j)2 + (δi,j − δ′i,j)2

and
√
S(δi,j−δ′i,j) has asymptotically a normal distribution Gi,j with a variance

smaller or equal to 2 thus

E
[
‖Γ̃K − Γ̃K

′
‖2
]
≤ 2

∑
0≤i,j≤d−1

(ki,j − k′i,j)2 + 2E

 ∑
0≤i,j≤d−1

(

√
2√
S
Gi,j)

2


≤ 2

∑
0≤i,j≤d−1

(ki,j − k′i,j)2 +
4

S

∑
0≤i,j≤d−1

E
[
G2
i,j

]

E
[
‖Γ̃K − Γ̃K

′
‖2
]
≤ 2

∑
0≤i,j≤d−1

(ki,j − k′i,j)2 +
4d2

S
= 2‖ΓK − ΓK

′
‖2 +

4d2

S
.

(14)

This latter expression tells that one has to use S big enough to do an attack

and decrease the asymptotic error term 4d2

S when compared to 2‖ΓK − ΓK′‖2.

4.2 Numerical results of DPA Square

In order to have an efficient attack based on DPA Square, 2‖ΓK − ΓK′‖2 has

to be bigger than 4d2

S . Because we do not know the value of 2‖ΓK − ΓK′‖2, we

replace it in our attacks by DPA2 = 2‖Γ̃K − Γ̃K′‖2.

As showed in the following figures, attacking our RNS5 requires S ≥ 4000 to
have a jump of DPA2 above the estimated error (using two independent Monte

Carlo) and the asymptotic one 4d2

S . These figures show an attack on the key
0xdeeefbf7 with the bit 2, 7, 11, 15, 21 and 28 at zero.
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Fig. 7. DPA2 in RNS5 on ECC112 with S = 4000: Each new jump over 4d2

S
gives the

index of the bit that is equal to zero.

Regarding RNS10, we needed S ≥ 2500000 to do our attack illustrated for
two bits in Figure 8.

Fig. 8. DPA2 in RNS10 on ECC112 with S = 2500000: Each new jump over 4d2

S
gives

the index of the bit that is equal to zero.

Figure 9 shows the evolution in average of the required number of observa-
tions S to perform an attack. It is quite remarkable to see that S should be of
the order of (2n)!/(n!)2 which represents the number of combinations in a an
RNSn.
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Fig. 9. Attack with DPA2: Size of observations S to attack the first 10 bits of 0xdeeefbf7
with respects to the number of moduli

Finally we show some results of DPA Square implementation on Edward
curve 25519 in Figure 10.

Fig. 10. DPA2 in RNS9 on ECC Edward 25519 of 255 bits with S = 750000: Each

new jump over 4d2

S
gives the index of the bit that is equal to zero.
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5 Conclusion and future work

In this work, we presented the notion of DPA Square that takes advantage of the
cross-information in the Hamming distances. This provides an efficient attack
even for cryptographic systems protected by RNS randomization. We showed
however that this efficiency decreases as the number of needed observations is of
the order of (2n)!/(n!)2.

We have started testing further the RNS randomization, especially we would
like to provide t-test [12, 29] results in a future work. We are also projecting to
implement template attack [9] on RNS randomization and compare it with DPA
Square.
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