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Abstract. The need for structured and trusted common parameters is often cited as one of the major
drawbacks of pairing-based SNARKSs. Although multiparty computation techniques can be used to
address this, the resulting parameters are circuit dependent and this costly process must be repeated
for every circuit. Recent proposals to switch to a weaker updatable model for parameter generation are
not yet sufficiently efficient. We propose a new model for updatability which generates the common
reference string in two phases, each of them updatable: in the first phase, parameters are generated for
a set of universal quadratic constraints and in the second phase specific circuit dependent parameters
which impose some affine constraints can be derived from them non-interactively. We propose a concrete
construction based on (but more efficient than) Pinocchio.

An additional contribution of the paper is to obtain a very efficient argument for verifiable computation
using the same design principles which is based on weaker assumptions. The communication is ~ 4d
group elements and verifying a proof requires computing = 4d pairings and O(n + d) exponentiations,
where n is the input size and d the circuit depth. While the argument for the quadratic constraints is
based on standard falsifiable assumptions, the argument for the linear constraints is based on a very
ad-hoc assumption about certain properties of arguments of membership in linear spaces.

1 Introduction

Zero-Knowledge proofs, and in particular, non-interactive ones have played a central role in both the theory
and practice of cryptography. A long line of research [33I37I26I25122JT630] has led to efficient pairing-based
Succint Non-interactive ARguments of Knowledge or SNARKSs. These arguments are succint, in fact, they
allow to prove that circuits of arbitrary size are satisfied with a constant-size proof. They are also extremely
efficient concretely (3 group elements in the best construction for arithmetic circuits [23]).

Zero-Knowledge SNARKSs have been famously used to provide privacy of transactions in the cryptocur-
rency setting, where they are now deployed both in ZCash and Ethereum. Despite of significant research in
finding alternatives to zk-SNARKSs in these settings (for example BulletProofs [9]), none of them can really
compete with the extremely cheap verification procedure of SNARKSs which is a fundamental requirement
in this setting.

The use of SNARKSs with cryptocurrencies has motivated a lot of research and optimizations in their
implementation and also in theoretical aspects (e.g. [40/4J5/6]). Despite all the improvements, some aspects
of current constructions of SNARKSs are still unsatisfactory. Probably the most problematic unsolved issue
is their reliance on long trusted structured parameters. Although this can be solved with multiparty com-
putation techniques, as famously done in the ZCash ceremony [8], the fact that the parameters are circuit
dependent means that this costly process must be repeated for every circuit. To deal with this issue, re-
cent research [24] designs a SNARK in which the common reference string can be updated by any party
non-interactively in a verifiable way, resulting in a properly generated common reference string (where the
simulation trapdoor is unknown to all parties) if at least one party is honest. Further, the common reference
string is universal and can be used for arbitrary circuits. However, the original construction proposed in [24],
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as well as more recent follow-up work [36], are still not sufficiently practical. The main contribution of this
paper is to construct an efficiently updatable scheme for both arithmetic and boolean circuits, with very
little overhead in performance in all aspects and with similar security properties as the state-of-the-art.

Our second contribution improves the security guarantees provided by SNARKSs. One of the important
motivations of SNARKSs is their application to the problem of verifiable delegation of computation, in which
a resource constrained verifier asks the prover to do a costly computation and requires a proof that it is
done correctly. Although it is well known that succintness cannot be achieved under falsifiable assumptions
[17], such impossibility results do not apply in this setting, where the input of the circuit is public, and it
could be in principle possible to achieve very efficient constructions based on falsifiable assumptions. Using
the same basic design principle as for our updatable SNARK, we makes a significant step towards this
direction by giving a scheme which is quite efficient (~ 4d source group elements for the proof and O(n + d)
verification complexity, for d the depth of the circuit and n the size of the input) for arithmetic circuits. Our
solution is still not satisfactory as to rule out a certain class of attacks, it makes a (falsifiable) but ad-hoc
and circuit dependent assumption on some properties of QANIZK arguments of membership in linear spaces
[29035130I34120013] .

We now discuss in more detail our contributions, as well as the comparison with previous work and our
techniques.

1.1 First Contribution: an Updatable and Universal zk-SNARK

Our Results. Arithmetic Circuit Satisfiability can be encoded as a system of quadratic and linear con-
straints. One the one hand, quadratic equations encode correct evaluation of the multiplication gates while
the linear constraints encode the linear relations of the output of multiplication gates at level ¢ with the
input of gates at level ¢ + 1.

Quadratic Arithmetic Programs [I6] are a particular way to encode circuit satisfiability following this
approach but in which the set of linear equations is empty because the consistency checks and linear relations
are absorbed into many quadratic equations. For instance, given a circuit ¢ : Zf; — Zy such that the first
multiplication gate computes (221 + z2)x3 and the second gate multiplies the output of this gate by z1 + 3,
the system of constraints is:

(201 + 02)03 =4 04(01 + 3) = C5.

The quadratic equations are then proven simultaneously in constant-size by writing them as a polynomial
equation which is verified at a single point encoded in the common reference string. We refer to this as
polynomial aggregation technique. This way of encoding the circuit has the advantage that additive gates
are essentially “for free”.

Our approach instead is to use the encoding considered in [7], which is also the natural encoding if one
wants to prove linear and quadratic equations separately. Namely, if ¢, cq, c3 are the inputs and a, b;, ¢;,
i = 4,5 are respectively the left, right and output wires of the multiplication gates, we can encode the circuit
as:

— a;b; = ¢;, i = 4,5 (quadratic constraints)
— ag4 = 2¢1 + c2,by = c3,a5 = c4,b5 = ¢1 + 3 (affine constraints).

The quadratic constraints can be proven in constant size with the same polynomial aggregation technique.
On the other hand, the affine constrains can be proven using a specially tailored proof system such as the
very efficient quasi-adaptive NIZK proof systems for membership in linear spaces [2930].

The set of quadratic equations is independent of the circuit. On the other hand, the crs associated to the
linear constraints is circuit dependent, as the crs of the argument of membership in linear spaces depends on
the generating matrix of the space. Therefore, it makes sense to define crs generation as a two step process
in which first a general quadratic crs is defined, and then a specialized circuit dependent crs is derived.

This approach turns out to be quite practical. The “quadratic” universal crs can be trivially seen to be
updatable (it essentially includes only all powers of a secret value, i.e. all the monomials in the terminology



of [24]). On the other hand, the “affine part” of the crs is a linear transformation of the generating matrix
of the linear space, and is easy to additively update.

An important point is that the argument of membership in linear spaces is used as an argument of
knowledge (in fact, the linear space in question is all of the space, and the statement is trivially true). It
is not hard to prove that in the generic group model these arguments have knowledge soundness, as it was
already proven in [I3] for a specific choice of distribution of a linear space.

Our resulting argument which combines the proof of quadratic and linear constraints ends up being
similar to Pinocchio. However, the knowledge soundness of the linear subspace argument allows to extract
a witness from it and eliminate some terms which are redundant, resulting in a proof size of (5G1,G2) as
opposed to the original scheme in asymmetric groups (7G1, Go) [40/6].

Previous Work. Our arguments for arithmetic and boolean circuit satisfiability are a few elements above
the state-of-the-art. A detailed performance comparison is given in Table [I] The most efficient schemes in
terms of proof size are [23] for arithmetic circuits

CRS size Runtime

Scheme Proof size Setup Ass.
Universal  Circ. spc. Prover Verifier

[21] O(m?) - O(m?) 36P +mE 42 O KOE
Pinocchio[d] - 8m+Tn+n, 8m+Tn—n, 12P+n,E 8 X KOE
23] - dm +n 5m+n-—n, 3P+n,E 3 X GG
Bulletproofs[9] m/2 - 8m 4mE  O(log(m)) v RO
[24] O(m?) O(m+n—n,) O(m+n—n,) 5P+n,E 3 O GG
Sonic[36] 4d 12m 60m(18m)  13P(9P)  20(7) o GGRO
This work 2(m+n) n+m+7 n+6m+4 9P+ n,E 6 O GG

Table 1. Comparison of our results with other SNARKS. ’Circ. spc.’ indicates the size of the circuit dependent crs
and ’Ass.” the assumption used for proving security of the corresponding scheme. Sizes are given in #group elements
in both base groups and the prover’s runtime in number of exponentiations in any of the base groups. m stands
for #multiplication gates, n #inputs, n, #public inputs. P is the cost of computing a pairing, E the cost of a
exponentiation. A mark v/ means that the crs can be fully adversarially chosen, X means that the crs must be chosen
by a trusted party, and O means that any party can update the crs. KOE stands for a “knowledge of exponent” type
of assumption, GG for generic group model, RO for random oracle model.

% The numbers in parenthesis are only achieved for batched proofs assuming the availability of helpers which do part of the computation.

Given that Pinocchio was implemented and deployed, and our argument improves its performance, and
that updatability and universal crs seem great advantages in practice, there are reasons to argue that the
approach is practical and might compensate for the overhead w.r.t state-of-the-art.

Previous approaches to deal with the problem of generating the long structured parameters needed
for SNARK were using multiparty computation techniques [5]. Several authors have studied the effects on
security of relaxing the trust on parameter generation. Bellare et al. [3] give security definitions for subversion
resistant SNARKS, in which parameters are controlled by an adversary. They prove that subversion zero-
knowledge and subversion soundness cannot be achieved simultaneously. [IIT5] study how to prove that
SNARKSs are subversion zero-knowledge.

The notion of updatable common reference string was proposed by Groth et al. in [24]. Such a notion
relaxes the trust in the common parameter generation step by allowing each party to non-interactively
contribute a share of the final secret. They construct a scheme which is subvertible zero-knowledge and
updatable sound and has a universal crs. The size of the crs is quadratic in the (maximal) size of any circuit



to be proven, although for efficiency, a specific circuit dependent linear crs can be derived incurring in an
additional cubic cost for each derivation.

In concurrent work independent of ours, Maller et al. [36] proposed a new updatable scheme. The starting
point (separating affine and quadratic constraints, inspired by [7]) is similar to ours, except that their
techniques are a combination of the interactive setting ([7J9]) and SNARKs. The resulting scheme is less
efficient than ours specially in terms of prover runtime and proof size. They also give a batched version,
i.e. the same statement is proved many times, in a stronger model where helpers are introduced — untrusted
parties which are willing to give out computation power to help with some part of the computation — and
the resulting scheme is slightly more efficient in terms of verification but is still less efficient in the other
parameters.

1.2 Second Contribution: Towards Efficient Verifiable Computation based on Falsifiable
Assumptions

Our Results. We construct an argument for proving that an arithmetic circuit ¢ : Z; — ZZ/ is correctly
evaluated, of size (3d+2)G1 + (d+2)G2 group elements and verification requires 4d+ 6 parings and O(n+d)
exponentiations, where d is the depth of the circuit and n the size of the input. For boolean circuits, the
argument can be made zero-knowledge and the resulting proof has size O((n — npu) + d), where ny,,; is the
number of public inputs, while verification remains the same.

Proving that a circuit is correctly evaluated under falsifiable assumptions is easy if we eliminate the
requirement that the proof size and the verifier complexity are sublinear in the circuit size. On the other
hand, the tautological assumption “the scheme is sound” is falsifiable, as one can efficiently check if an
adversary breaks soundness by verifying if the computation is incorrect while the proof is accepted. In
particular, one can use a SNARK to prove correctness of computation and make the (falsifiable) assumption
that it is sound.

Obviously, this is not so interesting from a theoretical point of view. The challenge is to reduce the proof
that the scheme is sound into falsifiable assumptions as standard as possible. We achieve this objective only
partially: we reduce soundness to 3 types of attacks, an attack against a certain g-assumption in bilinear
groups, a kernel MDDH Assumption [38] and finally an attack against an ad-hoc and circuit dependent
(but falsifiable) assumption which relates to certain properties of the QANIZK argument for membership in
linear spaces. To give more confidence in the latter, we show that it is generically equivalent to the discrete
logarithm. We think it should be possible to eliminate this assumption in future work.

A first approach to prove correct computation under falsifiable assumptions is simply to encode circuit
satisfiability as a set of quadratic and affine constraints as described before. Leaving affine constraints aside,
if one aims for sublinear proofs some kind of aggregation mechanism for quadratic equations needs to be
used. We are only aware of one work with such results (in the crs model), [20] and it requires perfectly
binding commitments to the witness (a valid assignment to the equations). In particular, this means the
resulting proof would be linear in the circuit size.

Our solution is to divide the set of constraints into d sets of quadratic and affine constraints, one per
multiplicative level of the circuit. Namely, if ¢ : Zj — ZZ/ is an arithmetic circuit of depth d, correct
evaluation at level i is expressed by the following system:

— (quadratic constraints) ¢; ; = a; jb; ; for j =1,...,n;.
— (affine constraints) a; j,b; ; are affine combinations of output wires of previous levels.

For quadratic constraints, our technical innovation is to eliminate the need for binding commitments.
More specifically, given adversarially chosen commitments (the commitments need to be shrinking but not
hiding, as the argument does not need to be zk and it is important that they are deterministic) L; (resp. R;,
0;) to all the left (resp. right, output) wires at level i, we give an argument with constant-size verification
which proves:

If (a;, b;, L;, R;, O;) is such that L;, R; open to a;,b; then O; opens to ¢; = a; o b;.



We think of this building block as a “quadratic knowledge transfer argument”, as it shows that if an
adversary knows an opening for left and right wires, it also knows an opening of the output wires at next
level. Formally, this property is formalized as a promise problem because the verifier of the argument never
checks that L;, R; open to a;, b; (otherwise the verification of the argument would be linear in the witness).
Using a quadratic arithmetic program encoding of the quadratic constraints we construct a proof which can
be proven secure under a certain g-assumption.

With this building block, the problem of constructing the argument is reduced to arguing that left
and right wires are correctly assigned, i.e. proving that affine constraints are satisfied. We build a “linear
knowledge transfer” argument with constant verification time showing that:

Given an opening of the commitments to the output wires Oy, ..., O; which is consistent with Ly,...,L;
and Ry,..., R; then it is also consistent with L;; and R;41.

Correct evaluation of the circuit can be easily proven by combining these two building blocks. Since
the input of the circuit is public, a consistent assignment Oq, L1, R1,...,0Oq4, L4, Ry of the circuit wires is
known by the reduction in the proof of soundness. Any adversary breaking soundness must output another
assignment which disagrees with it starting from some level ¢. If the adversary may output as part of its
proof Ly,..., L, Ry,...,R;,01,...,0,_1,0f, with Of # O;. Then the reduction knows openings of L;, R;
and it can break the soundness of the quadratic knowledge transfer argument. On the other hand, if it sends
Ly,...,L;,Ry,...,R;,01,...,0;_1, where L; # L; or R} # R;, then it knows valid openings of O; until
level i — 1 and it can break the soundness of the “linear knowledge transfer”.

To construct the latter, we use again QANIZK arguments of membership in linear spaces. Although
soundness of these arguments can be proven under standard assumptions, it turns out that this is not
sufficient to rule out a certain kind of attack. The issue arises when one tries to prove that two shrinking
commitments open to the same value. Let A, B be the commitment keys. If + = Aw and y = Bw are

commitments to the same value, obviously
T A
<y) € Im (B) . (1)

Let 7 as a QANIZK proof for . In our linear knowledge transfer argument, 7 should convince the verifier
that:

“If x = Aw for some known w, and 7 verifies then y = Bw.”

The problem is that for any w’ such that x = Aw = Aw’, an adversary can set y = Bw’ and compute
7 honestly with w’. In other words, the adversary could be “switching witnesses” at some point when we
are trying to argue that it must always know an opening which is consistent with the input. Our reduction
shows that, under fairly standard assumptions in bilinear groups, this is the only possible successful attack.

On the other hand, the “witness switching attack” is easy to rule out, as it requires the attacker to
know two openings for = but this breaks the binding property of the first commitment. However, because
the commitment is shrinking we do not know how to extract w’ to get a reduction to the binding property.
We show that such an attack is equivalent to proving with the QANIZK argument for linear spaces that
vectors of a certain form are in the space. We prove that generically this is equivalent to breaking the binding
property, (or computing discrete logarithms).

In all our subarguments the verification equations are pairing product equations, so they can be made
zk with Groth-Sahai proofs [26]. However, our proof uses in a fundamental way that the input of the
verification is public. Therefore, it only works when the commitment to the inputs is extractable. The
resulting scheme is not practical as it requires bit-by-bit commitments. However, it can be easily extended
to boolean circuits with a proof size of O(n — npyp + d), which is an interesting improvement over state-of-
the-art, as all constructions in the crs model under falsifiable assumptions are linear in the circuit size (see
[25] and concrete improvements thereof, mainly [20]).



Previous Work. As explained in [31], previous work on verifiable delegation on computation can be roughly
classified into a) designated verifier schemes [32], b) schemes under very strong assumptions: “knowledge of
exponent” type (e.g. [I6J40]), generic or algebraic group model (e.g.[23136]), assumptions related to obfusca-
tion, or homomorphic encryption [39] or ¢) interactive arguments [19].

Kalai et al. [31]], based on [19], constructed the first publicly verifiable non-interactive delegation scheme
for boolean circuits from a simple constant size assumption in bilinear groups. Their crs is circuit de-
pendent but they made it universal using a crs for the a universal circuit. EL The verifier’s runtime is
O((n+d)polylog(s)), and the communication complexity is O(d - polylog(s)), where s is the size of the circuit,
and in most other parameters it is far from being efficient (crs size, prover complexity).

2 Preliminaries

Given some distribution D we denote by x <— D the process of sampling x according to D. For a finite set S,
x < S denote an element sampled from the uniform distribution over S. For a probabilistic polynomial time
turing machine (PPT) A, we denote by output < A(input) to the process of sampling enough randomness
r € {0,1}* for running A(input;r) and then assign the output to output. We sometimes write output <-
A(input) to make explicit reference of r, the random coins used by A.

Bilinear Groups. Let G be some probabilistic polynomial time algorithm which on input 1%, where A
is the security parameter, returns the group key which is the description of an asymmetric bilinear group
gk := (p,G1,Ga,Gr, e, Py, Ps), where G1,G2 and G are groups of prime order p, the elements Py, Py are
generators of G, Gy respectively, e : G; X Go — G is an efficiently computable, non-degenerate bilinear
map, and there is no efficiently computable isomorphism between G; and Go.

Elements in G, are denoted implicitly as [a], := aP,, where v € {1,2,T} and Pr := e(P1,P2). For
simplicity, we often write [a]1 2 for the pair [a]1, [a]2. The pairing operation will be written as a product -,
that is [a]1 - [b]2 = [a]1[b]e = e([a]1, [b]2) = [ab]r. Vectors and matrices are denoted in boldface. Given a
matrix T = (; ;), [T]s is the natural embedding of T in G, that is, the matrix whose (4, j)th entry is ¢; ;Ps.
We denote by |G| the bit-size of the elements of G.

I, refers to the identity matrix in ZZX”, 0,,xn and 1,,x, the all-zero and all-one matrices in Z;”X",
respectively, and e}’ the ith element of the canonical basis of Zj (simply I, 0, 1, and e;, respectively, if n
and m are clear from the context).

Lagrange Interpolation. Given an arbitrary set R = {r1,...,rm} C Z,, we define the jth Lagrange
interpolation polynomial as:
X —
N =T] X =re)
i (15 =)
We define also t(X) = H?:l(X — ;). It is a well known fact that given a set of values z;, j = 1,...,m,
p(X) = Z;nzl x;A;(X) is the unique polynomial of degree at most m — 1 such that p(r;) = ;.

Lagrangian Pedersen Commitments. Given a set of points R of cardinal m, the Lagrangian Pedersen
commitment in G, for some v € {1,2} to a vector x € Z;" is defined as

Comi(x;7) = Zl’i[/\i(s)]'y +7[t(s)]y,

3 There’s the technicality that a verifier running in time sub-linear in the circuit size can not even read the circuit,
which is part of the input of the universal circuit. For this reason, they restricted the circuits to be to log space
uniform boolean cicuits



where r < Z, is the randomness of the commitment and the commitment key is ck = ([Ai(9)]y,...,
Am(8)]y, [t(s)]5), for s < Z,. The commitments are perfectly hiding and computationally binding un-
der the discrete logarithm assumption. In some contexts we will not need the commitments to be hid-
ing and we will take 7 = 0 and also eliminate [t(s)], from ck. Note that Comgy(z;r) is the polynomial
P(X)=>", 2\(X) + rt(X) evaluated in [s],, and we sometimes refer to it as [P(s)],.

In Sect. [6] we use these commitments without randomness, that is Comy(-,0). Consequently, P(X) =

22‘11 xi)\i(X)-

3 Security Definitions for SNARKSs

Let R be a relation generator which on input 1* outputs a family of polynomial time decidable relations
Ry = {Ry}, Ry = {(¢,u,w)}, with associated language L4 = {(¢,u) : Fw (¢, u,w) € Ry}. For simplicity
of notation, we assume that Rg implicitly or explicitly describes A and Ry implicitly or explicitly describes
Rs.

For arithmetic circuits, R outputs Rg = {Ry : ¢ € ¢} and a bilinear group gk, where

— for fixed values p, N, @ is the set of all arithmetic circuits defined over Z, and such that the total number
of inputs plus multiplication gates is at most IV,

— Ry = {(&, (®pubs Tsec): Y) © ¢(Tpubs Tsec) = Y}, where we distinguish between public inputs x,,; and
secret inputs xgec,

— gk is some bilinear group of order p.

The circuit ¢ computes a function ZZ — Z;jl for some n,n’ € N, npyp + nsec = n. We define the language
Lo = {(®, Tpub, Y) : Isec, (&, (Xpub, Tsec), Y) € Ry} Without loss of generality, we assume that all outputs of
¢ are the output of some multiplication gate. The statement is u = (¢, Zpup, y) and the witness is w = (Tsec)
or any information which can be efficiently computed from (u,w). For instance, we will often use as witness
(a,b,c) where a (resp. b, resp. ¢) is a valid assignment to all left (resp. right, resp. input and output of
multiplication gates) wires.

As discussed in [23], relations in practice arise in many ways and there are different possibilities to
generate them. Therefore we do not assume that the bilinear group (which determines p) is generated before
the family of circuits is chosen or the other way around, but we leave this decision to the specification of the
relation generator R.

Below we give the following syntactical definition for our argument system. It is inspired by the definitions
of Groth et al. [24], but with significant differences. The argument of Groth et al. generates a universal com-
mon reference string which is updatable. It allows to derive common reference strings for specific statements,
but this is just for efficiency purposes (in the actual scheme, the global crs is quadratic, while the specific
will be linear). That is, one could just use the global crs to create and verify proofs. In our case, there is
a global, universal crs which is incomplete, and to prove statements about circuits one needs to derive a
specific crs. Furthermore, both the global and the specific circuit dependent crs are updatable.

We note that our model of soundness assumes that the quadratic crs is updated before the linear crs is
created and updated. In particular, we assume that a single query (final X') and (final o) is done. We could
extend this model to allow more queries of this form, but we need to make the restriction that for each
updated quadratic crs, the linear crs is generated from scratch. For the scheme to be sound, there needs to
be one honest update in the quadratic part and one in the linear part.

For simplicity of notation, we assume that the global crs is Yg and the specialized crs o4 include a
description of the relations Rg, Ry, respectively.

Definition 1. An updatable non-interactive argument for a relation R is a tuple P = (Setup, Setup.Upd,
Setup.Vrfy, Drv.Setup, Drv.Upd, Drv.Vrfy, Prove, Vrfy) such that:

— Setup(Rg) is a probabilistic algorithm which produces a common reference string X¢ together with a proof
of correctness pg .



— Setup.Upd(Xg, {P@,i}?zo) is a probabilistic algorithm which on input a relation Re, a common reference
string X and proofs of correctness {,04;1}Z o derives an updated common reference string Xy together
with a new proof pe p+1 and outputs (X, {ps, Z}h‘H)

— Setup.Vrfy(X3) is a deterministic algorithm which on input Xg outputs a bit b € {0,1}.

— Drv.Setup(Xe, Ry, {pas.i}ty) is a probabilistic algorithm which on input a relation Ry € Re, a common
reference string YXg with a proof of correctness, outputs a common reference string oy for Ry together
with a proof of correctness py. .

— Drv.Upd(0y, {ps.i}ty) is a probabilistic algorithm which on input a common reference string o4 and
proofs of correctness {pg, 1}? o derives an updated common reference string 0;3 together with a new proof

pont1 and outputs (', {psi}ity ).

— Drv.Vrfy(oy, {pe.i}iy) is a deterministic algorithm which on input a common reference string o4 and a
sequence of proofs {ps.i i, outputs b € {0,1}.
— Prove(og, ¢, u,w) is a probabilistic algorithm which on input oy, (¢, u,w) € Ry outputs a proof .

— Vrfy(og, (¢, u), ) is a deterministic algorithm which on input o4, (¢, u) outputs b € {0,1}.

We consider the following definitions for our argument. They are inspired by [24I36]. We define perfect
completeness in the usual way. In Subversion Zero-Knowledge an adversary is allowed to request either real
or simulated proofs for many specialized crs with associated arbitrary updates. Given an extractor which
extracts the simulation trapdoor for all the queries, even an unbounded adversary should be unable to
distinguish real from simulated proofs.

Definition 2. A non-interactive argument for a relation R is

— Perfectly complete if for all PPT algorithms A the advantage |1 — Pr[COMP 4(Rg)]| is negligible in A.

— P is S-Zero-Knowledge (Subvertible Zero-Knowledge) if for all PPT algorithms A the probability | Pr|
S-ZK4(Ra)| — 1/2| is negligible in A.

— P is U-knowledge sound (updatable knowledge sound) if for all PPT algorithms A there exists a PPT
extractor x o such that the probability Pr{U-KSND 4, , (Rs)] is negligible in \.

Definition 3. An updatable argument is perfectly correct if the probability of each of the following events is
1.

1. Setup.Vrfy(Xg, po o) = 1 conditioned on (X, pp,o) Setup(Rqs)

2. Setup. Vrfy(ZJq;, {pa.i}"H8) =1 conditioned on (X%, {ps.i}'+) < Setup.Upd(Xg, {ps.i}y) and Setup.Vrfy(
o, {pa,itizg) =1

3. Drv.Vrfy(oy, pso) = 1 conditioned on (o4, pg,o) < Drv. Setup(Eq,s,Rd), {pa.i}1_ ) and Setup.Vrfy(Xp) = 1.

4. Drv. Vrfy(0¢,{p¢z}l *5) = 1 conditioned on (U¢,{p¢z} 3) < Drv.Upd(cg, {ps.i}i_y) and Drv.Vrfy(oy,

{p‘i’ﬂ«}z:O) =1

3.1 Cryptographic Assumptions

Definition 4. Let k € N. We call Dy, a matriz distribution if it outputs (in PPT time, with overwhelming
probability) matrices in ZET1<F.

The Kernel Diffie-Hellman Assumption [38] says one cannot find a non-zero vector in one of the groups
which is in the co-kernel of A. We use the split assumption (or D-SKerMDH) which says one cannot find
a pair of vectors in G¥*1 x G5! such that the difference of the vector of their discrete logarithms is in the
co-kernel of A.

Assumption 1 (Split Kernel Diffie-Hellman Assumption [20]) For all non-uniform PPT adversaries
A:
Pr([r]1, [s]o < A(gk,[Al12) i 7 #s Az A =s"A] = negl()),

where the probability is taken over gk < G(11), A < Dy, and the coin tosses of adversary A.



MAIN COMPA{RQS} (’)upd(intent,cé,o(b,h,{p¢,i}?:1)

(06, (Pp.i)t 1, (B, u,w)) < A(Rsp) if intent = setup X

b« Drv.Vrfy(oy, (pe.i) ) if Q¢ #L return L
Ifb=0or (¢,u,w) ¢ Ry return 1 else (X0, ps,0) < Setup(Rs)
T Prove(o¢, (¢7 u, ’LU)) Qp,@ < Qp,@ U {Psb,o}

Return Verify (o, (¢, u))
if intent = update X
if Setup.Vrfy(Xs 5, {ps.i}iy) =0

return L
else (Lpn11, {pa.i}i)
MAIN S-ZK 4, (Rs)  Setup.Upd(Za, {pa,i}ig)
b+ {0,1} Qp0 — Qpo U{psnii}
roe {0, 1}A.rl()\) . '
st < A(Rg;7) if intent = final X
{(O’¢J. s T¢j) : R¢j S R@}?:l — X_A(Rqs; T‘) if (Setup~vrfY(E¢,h7 {pé,i}?:()) =0
Op
b« A% (st) V({paittoNQpao = @)) return L
return ¥’ =b

else 245 = Egp,h

if intent = setup o

if¢€Q¢\/Qp,q§:®

Opf(aqu ) {Ptbj,i}?:m u, w) return L
if Drv.Vrfy (o, , (pg,.i)i=y) = 0 else
return L (04.0: Pp.0) < Drv.Setup(Xsp, Ry, {ps.i}1—)
if b = 0 return SimProve(oy, (¢,u), Tg,) Qs <+ Qp U{o}
else return Prove(oy, (¢, u, w)) Qp.o — Qoo U{(D,0p,0)}

if intent = update o
if 0 = Drv.Vrfy(¢, ¢ h, {p¢,i}?:0)

return L
MAIN U-KSND 4, (Rs) else "
Qo Qp; Qpg <-L; (0g,h+1,{Ps,i}iZ0) < .
(¢, u,7) & AOi(Rgp) Drv.Upd(og,n, {ps,i }i-o)

Qpp — Qpo U{(®, py.ni1)}

w4 xA(0p,T)
return (Vrfy(a¢, U, @, )N
(¢, u,w) & Ry A (04, 0) € Qa)

if intent = final o
if (Drv.Vrfy(¢»U¢,h7 {Pdm'}?:o) =0

V(9 po) g N Qs ) = 0 retum L
else 04 <041

Fig. 1. Security Games.



This assumption is generically hard for all distributions for which D,-KerMDH,, is hard, whenever k > 2.
For our construction based on falsifiable assumptions, we introduce an assumption which is similar to
the ¢-SFrac Assumption considered in [I8], but in the source group.

Assumption 2 ((R,q)-RSDH Assumption) Let R be an arbitrary set of integers. The (R, q-Rational
Strong Diffie-Hellman Assumption holds in Gy if the following probability is negligible in A:

. gh < 9<1A> o e[z, [1]2) = e([uwl, [(5)]2)
([, [wlh) = A(gk, {[sh }io,  {ls7)2}_)); z#0 ’

where t(s) = [,er(s — ), and the probability is taken over gk < G(1%), s <= Z, and the coin tosses of
adversary A.

It is important to note that it is possible to check if an adversary has succeeded in breaking the assumption,
since given {[s']; ;:11 ,{[s"]2} the value [t(s)]2 can be constructed as a linear combination of {[s']s}?_, given

The intuition why the assumption is generically hard is as follows. Since [z]1, [w]; are given in group Gy,
the adversary must construct them as a linear combinations of all elements it has received in Gy, which are
([1]1, [8]1,---,[87711). On the other hand, the adversary can only win if 2/¢(s) = w, but the adversary can
only find a non-trivial solution generically if z is constructed as a (non-zero) multiple of £(X) = [, . (X —7)
evaluated at s. But this is not possible because in G; it only receives powers of s of degree at most ¢ — 1
and T is of degree q.

Finally, we will be using the following knowledge assumption.

Assumption 3 (¢(\)-PKE) The q()\)-power knowledge of exponent assumption holds for gk < G(1*) if
for all A there exists a mon-uniform probabilistic polynomial-time extractor x4 such that:

([, [e]2); a0, - - - » ag) e([c]l,[l]Q)_e(ml,[c]Q); .
Pr] T Al gk, {5712 ) L2 | = el

The following is a special case of the monomial computational assumption of [24], which is introduced for
the proof of updatability.

Assumption 4 (¢(A\)-MC,[24]) The q(\)-univariate monomial computational assumption holds for gk «
G(1*) for a = {a;(X)}, and b= {b;(X)}1,, two sets of n variate polynomials of degree at most m, with
m,m,ng,ny < q if for all PPT A:

Pr | (12,a(X)) < Algh (a2 B2 | x) @ pamtoiyyre | = gl

i=1

The following assumption is related to the monomial knowledge of exponent assumption of [24].

Assumption 5 (¢(A\)-BPKE) The q()\)-bivariate power knowledge of exponent assumption holds for gk +
G(1%) if for all A there exists a non-uniform probabilistic polynomial-time extractor x 4 such that:

e([b]1, [1)2) = e([L]1, [B]2);

.| (Bl bla, [c]a, [e]2); @b, - - -, Qbg, Qb g41, ) ([1] lel2) = e(fwh, [el2); | _
P — (A||XA)(9/€ {[s* ]01,2}2-1:07[@1,2)+ # 2o C;Zzs + ap g11w; cgl().
c# aw;
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4 Arithmetic Circuits

Arithmetic circuits are acyclic directed graphs where the edges are called wires and the vertices are called
gates. Gates with in-degree 0 are labeled by variables X;, i = 1,...,n or with a constant field element, the
rest of the gates are either labeled with x and are referred to as multiplication gates or with 4+ and are
called addition gates. In this work we consider only fan-in 2 multiplication gates and the circuit is defined
over a field Z,, where p is the order of some cryptographically useful bilinear group. Each circuit computes
a function ¢ : Zy — Z;‘/.

Let G be the set of multiplicative gates of the circuit excluding multiplication-by-constant gates. We
denote by m the cardinal of this set. For simplicity and without loss of generality, we may assume all outputs
of the circuit to be the output of some multiplication gate.

We encode circuit satisfiability as a set of equations in n 4+ 3m variables, where variables are assigned
to the left, right and output wires of each multiplication gate at level 4, ¢ > 1 and to the input wires. This
encoding is standard and follows closely [7].

Lemma 1. Let ¢ : Z; — ZZ, be a circuit with m multiplicative gates (excluding multiplication by constant
gates). Fori=n+1,...,n+m, j=1,...,n+m, there exist

a) variables A;, B;, C; and
b) constants fi, gi, fi ;. 9ij € Ly

such that, for every (x1,...,zn) € Zy, if we set Cp = zy, for all k = 1,...,n, then C(x1,...,2,) =
(Y1, --,Yn) and A;, B;, C; are evaluated respectively to the left, the right and the output wires of the ith
gate, if and only if the following equations are satisfied:

1. (Quadratic constraints) C; = A;B;,
2. (Affine Constraints) A; = f; + Z;l;m 1i.;C; and B; = g; + Z?Lm 9i.;C;.
3. (Correct Output) Crim—niik =Yk, forallk=1,...,n.
Given an arithmetic circuit ¢ : Zj — Zgl, we define the witness for correct evaluation of C(x) = y as
a tuple (a,b,c) € Ly X L' ¥ Z;H‘m, which is an assignment to A;, B; and C; that satisfies the equations
described in Lemma [Il
What is different of our encoding from writing circuit satisfiability as a “Quadratic Arithmetic Program”
or QAP [16] is that we separate the set of linear and quadratic constraints more clearly by adding auxiliary
variables which represent right and left wires. In particular, what is particularly interesting of this encoding is
that the set of quadratic constraints does not depend on the circuit but just on the number of multiplication
gates. By forcing some values to be 0, this will allow us to define a common reference string to prove correct
evaluation of /m multiplication gates, for any m < m. To prove the quadratic constraints in a succint matter,
we resort to QAPs, which we view as a technique for aggregation of quadratic equations.

Lemma 2. (QAP for the Hadamard Product) Let (a,b,c) € (Z")?, m € N. Let R = {r1,...,mm} C Z, be

a set of elements of Z, and let X;(X) =[], % Define
t 1y
p(X) = (Z aiAi<X>> <Z bm(X)> - (Z cmm) :
i=1 i=1 i=1

Then, ¢ = a o b if and only if p(X) = MX)t(X), where t(X) = [[,cr(X — 1) and MX) € Zy[X] is a

polynomial of degree at most m — 2.

Proof. By definition, p(r;) = a;b; — ¢;, so p(X) is divisible by ¢(X) if and only if a;b; — ¢; = 0 for all
1=1,...,m.
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Lemma 3. (Polynomial characterization of affine constraints) Let a = (an41,-- -, Gntm), b = (bnt1, -« bngm)

and ¢ = (€1, ..., Cnym) be three sets of vectors of Z,. Then,
n+m n+m
ai=fi+ Y fije; andbi=gi+ Y gijc;,
j=1 j=1

for some constants fi, gi, fi,j,9i,; € Zp if and only if there exist two sets of polynomials
V= {vi(X) }izo,....nem; W = {wi(X) }izo,...ntm

of degree at most m — 1, such that

i=n+m n+m i=n+m n+m
> adi(X) =w0(X)+ Y cwi(X) and DY bidi(X) = wo(X)+ > cowi(X).
i=n-+1 =1 i=n-+1 i=1

The proof is obvious and follows from evaluating at the points of R.

4.1 Circuit Slicing into Different Levels

In Sect. [6] we will need to partition the set G of multiplicative gates of the circuit into different levels. More
precisely, we define {G;}% |, where G;, for i = 1,...,d’, is the set of gates G € G such that the maximum
of gates in G evaluated in any path from the input of the circuit to an input of G is ¢ — 1. The minimal
such d’ for which the partition exists is the multiplicative depth of the circuit, which we always denote by d.
Further, we define Gy to be the set of ng variable inputs. If G € G;, we say that G has multiplicative depth
i. Let n; be the cardinal of G;. With this notation, a circuit computes a function ¢ : Zj° — Zy, i.e. n = ny,

n’ = ng and the number of multiplication gates is m = 25:1 n; (recall that we may assume all outputs to
be the output of some multiplication gate.)

We now consider an encoding circuit satisfiability where the variables are divided according to their
multiplicative depth. For each gate in G;, i € {1,...,d} the circuit is correctly evaluated if the output of the
gate is the product of two multivariate polynomials of degree 1 where the variables are outputs of gates of
less multiplicative depth, that is the output of gates in G;, for some j, 0 > j > i — 1. For clarity, we formalize
this in the following lemma.

Lemma 4. Let ¢ : Z,,° — Z,?, be a circuit of multiplicative depth d and with m gates. For i € {1,...,d},
define n; as the number multiplication gates at level i. There exist

a) variables C; ;, 1 =0,...,d, j=1,...,n,,

b) variables A; j, B;j, i=1,...,d,j=1,...,n,

b) constants f’i,j7gi,j7fi,j,k,[agi,j,k,l € Zp; i=1,... 7d; k= 0,...,i—1, j =1,...,n4 (= 1.0, ng

such that, for every (x1,...,2n,) € Z,°, if we set Co; = x;, for all j = 1,...,n0, then C(z1,...,7pn,) =
(Y1, Yny) and for each i € {1,...,d}, A;;,B;;,C;; are evaluated respectively to the left, the right and
the output wires of the jth gate at level i, if and only if the following equations are satisfied:

1. (Quadratic Constraints). For eachi=1,...,d, ifj=1,...,n;: C; ; = Ai jBi ;.

2. (Ajﬁne C’onstmints) Ai,j = fi,j -I-ZZ;IO ;711 fiyj,kﬁng,g and Bi,j = gl,J+Z;c;10 Zzil gi,j,k,lck,l~
3. (Correct Output) Cy; =y;, j=1,...,nq4.

Given an arithmetic circuit ¢ : Z;° — Zj?, we can define the witness for correct evaluation of ¢(z) =y
as a tuple (a, b, c), where a = (a1,...,aq), b = (b1,...,byq), ¢ = (co,...,¢q), Si = (Si1,...,8in,) for any
s € {a,b,c}. The tuple should be an an assignment to A, ;, B; ; and C;; which satisfies the equations
described in Lemma 4
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Our approach will be to apply Lemma [2] and Lemma [3] separately to each of the circuits levels. That is,
for any fixed ¢ we will aggregate all quadratic equations C;; = A;;B;; into a divisibility relation, while the
linear constraints will translate into two polynomial identities.

We observe that affine constraints can be written in terms of families of polynomials V = {vike},

i i—1 i
W = {wire} such that 3277, aiiA;(X) = vio(X) + D200 26y crvine(X) and 3770, b (X) = wio(X) +

S0 S0t crwige(X).

5 A New NIZK Argument in the Generic Group Model

This section describes a new SNARK for proving arithmetic circuit satisfiability. The resulting proof size is
(5,1) elements. For a comparison, state-of-the art in asymmetric bilinear groups (Groth [23]) is (2,1), and
Pinocchio [40l6] is (7,1). This seems like a very acceptable tradeoff, as our scheme has several nice features:
it is fully updatable, it can be specialized to any circuit (of a maximum size), has a linear crs and the cost
of specializing the crs for every circuit or verifying its correctness is linear in the circuit size.

We omit some improvements which are described in Sect. Among them, we think it is particularly
interesting to observe that in fact the structured part of the crs needs to be only proportional to the number
of multiplication gates plus secret inputs, and not to the total number of circuit wires.

Recall from Sect. [3|that Rg is a family of relations which specifies some maximal bound N of inputs plus
multiplication gates and some bilinear group gk of order p.

The simulation trapdoor for our scheme are two values s, k, the first one is the secret associated to the
crs for proving the quadratic, universal constraints and k the secret associated to proving the affine and
circuit dependent constraints. The final secret after a sequence of hg updates for the quadratic part (resp. h
updates for the linear part) is simply the multiplication (resp. the addition) of all the updates. That is, each

update for the quadratic part contributes to the final trapdoor §; € Z; and the final secret is sp,, 1= H:L:IO i

Each update for the linear part contributes some ~; € Zg and kp = Z?:o ~;. Multiplicative updates can be
handled as in [24]. However, for the linear update, where the updates are additive, we add to the proof of
correctness another element ¢ which is updated multiplicatively in order to ensure that the contribution to
the final value k;, can be extracted from any correct update. The party running the update algorithm must
compute certain values involving the product of k; and vy, which generically it can only do when it has
knowledge of its contribution to 7. The element 1 is updated multiplicatively and for this element it holds
that 9y, := H?:o «; for some «; which is the update trapdoor.

Whenever it is clear from the context that h is the index of the latest update, we simply write s, k, 1 for
Sh, kn,¥n, respectively.

Setup(Rg): This algorithm samples s <— Z; and publishes

Lo = (gk, {91230 {5 T2, [H(9)]1.2)

where A;(X) are the Lagrangian polynomials associated to some set R = {ri,...,rn} C Z,. The
simulation trapdoor is 75 = s. It also outputs a proof of correctness pg o := {[€0]1,2 = [$]1,2, [So]2 = [s]2}
with associated update trapdoor 74,6 = &o.

Setup.Upd(Ze,n, {pa,i}/—o): On input Y s = (gk, {{Ni(sn)]l1,2}C0 {[sh]1,230, [H(s0)]12) and {pai}i—o =
{[&i1, [sil2}y, pick Eny1 « Z7 and define spi1 := Ent15hs po,ht1 = ([Enta]1,2, [Sh41]2)- Define:

Zona1 = (gk, {Ni(sne)]n2her {[shaali2 e, [E(sna)],2)

which can be computed by writing all its terms as polynomials in s, (whose coefficients depend on R
and &p,+1) and by using the powers of s, included in Xg 5. Output (Xg 11, {pq;z}?jol) and the update
trapdoor is Tupd,e = Ept1-

Setup.Vrfy(Xg n, {pe.i}i—g): On input Lg ) = (gk,{[Am]l, Ni2l2} g, {sn,inlns [snaele iy, [t [t2]2) and
{pe.i}t_o = {[&i]1.2, [si]2}, do the following checks:
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L. e([&l1, [si—1]2) = e([1]1, [si]2) and e([&]1, [1]1) = e([1]1, [§)2) for all i = 1,... A,
2. e([sni—1,1]1:[sn]2) = e([sh.i1l1, [1]2) = e([1]1, [Sh,iz]2), for all i = 1,..., N and defining sp,01 = 1.
3

. If #; are the coefficients of ¢(X), check a) [t1]; = Zi‘vzo fi[sh,m]l, b) [ta]2 = Zij\io fi[sh7i,2]g,
4. If X _; are the coefficients of \;(X), check a) [X;1]1 = Z;VBI Ai, lsnjiliand b) [A; 2]a = Zjvz)l Ai i lSh,j,2]2-
Drv.Setup(¢, npup, Xa, {p@l}z *9): On input a circuit ¢ : Z; — Z” with m multiplication gates, npup < n

public inputs and such that n+m < N and Xg, this algorlthm computes ([Q]1, [qo]1) € G ™3 x Gf,
defined as:

Apub 0 Aopt 0 0 0 0
0 Aig Aopet(s) 0 0 | o
Q o Vpub Vmid 0 0 t(S) 0 ’ 90 = () (S) ’ (2)
Wouo Wiia 0 0 0 t(s) wo($)

where Apup = (A1(8), -+ 5 My (8)), Amia = (0,50, A41(8), -+ o Atrmn—nr (8)), Aopt = Mngm—nr41(8), -+, Angm(8)),
VPUb = (U1(8)7 sy Unpyy (S))7 Vimia = (Unpu,b+1<s)v ce 7Un+mfn’(3))7wpub = (wl(s)a sy Wnyy, (8))7 W inia =
(Wnpoo41(8), - - -, Wngm—ns(s)), and the sets of polynomials V = {v; (X))}, W = {w;(X)}14]" are the

ones associated to the circuit as specified in Lemma [I] and Lemma [3]

It samples k < Zj and publishes o4 in = ([Q" K1, [k]2). It outputs the final common reference string:

oy = (Xs,[Ql1, [q0]1, D, Npub, T lin)-

For the proof of correctness, it samples ¢y < Z; and outputs py o = ({pe, 120, [ad o)1, [Yolz, [—17v0]2 Yo 1,2, [eo]1),
where g1 is the first column of Q, vo =k, ¥_1 = 1, ag = ¢)p. The simulation trapdoor is 7, = (s, k) and
the update trapdoor is Typa,¢ = (Y0, o).
Drv. Upd((ba ) {p¢, }z 0) On lnput O¢p = (245; [Qha [q0]17 (ba Npub, O ¢, Im) and {,% i ’L 0 — ({pq§ z}? 0’ {[qir'Yi]l,
[vil2s [Wim17vi)2s [¥i)1.2, [i]1 Hg), for some h € N, this algorithm samples v;,+1 Z s Qg1 4 Ly, sets
[kn+1l2 = [Yh+1]2 + [kr]2 and [¢h+1]1 = ah+1[1/)h]1, and updates the common reference string as:

o tin — ((Q vYnr1]1 + [Q k1, [knii])

and the proof of correctness as: {{pqs7i}?§o, {la] vil1s [vilas [io1vil2s [Wil1.2, (i) 20 } The update trap-

door is Typd, = ('yz, a;).
Drv.Vrfy(¢, 04, {ps.i}o): This algorithm parses the input as:

oy = (X4, [Ql1,[q0]1, D, pub, [Qk,n)1, [Kr]2) 5
and {pg ;1 = ({pqs,i}?i’o, {[gv.i]1, [Vil2s [Ye.il2s Wi, Wi 2]2, [au)1 } ), and does the following checks:
1. Setup.Vrfy(ng, {pdﬁi}?ﬁo) =
Siobvile = [knla-
e([gy.i]1: [1]2) = e([a] |1 [ri]2),
e([naln, [12) = (U1, [ale) = e(fauly, [i-1.2)2), for i =0,....,h.
el[ti-1al Pril2) = el[1] fyala) for i = 1,0 1
e([Qr,nl1, [1]2) = e([Q 1, [knl2)-
Prove(qS, 04y (Tpub, Tsee, Y)): From (Tpup, Tsec,y) the prover generates a (redundant) satisfiability witness
(a,b, c) which satisfies the constraints of Lemmal[l]
1. The prover samples 41, 62,3 < Z, and commits to the vector of output wires ¢ starting from n 4 1
in Gq, to the vector of left wires @ in Gy and to the vector of right wires b in both groups G1, G, as:

il
1.

fori=0,...,h—1.

G’.U‘P.W!\’

n+m n+m
Oh = > al@h+alt6) [Eh= Y al(s)h+8&[Hs)h
i=n+1 i=n+1
n+m
[R]12 = Z bi[Ai(s)]1,2 + 03[t(s)]1,2-
i=n+1
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2. It defines

n+m n+m n+m
p(X) = ( > ai)\i(X)Jrégt(X)) ( > bidi(X) +63t(X)> — ( > ci)\i(X)+51t(X)> .

i=n—+1 i=n+1 1=n—+1

If h(X) is such that p(X) = h(X)t(X), compute [H]; = [h(s)]: with the powers {[s'];}¥, given in
Y.

3. It defines [Opup]1 = Doi24" ei[Ni(s)]1 + Z;:r,ﬁm_nfﬂ cil\i(s)]1 and sets 2" = (Opus, O, L, R) — q{ ,
and it computes a proof that [z]; is in the column span of Q as [7]; = (¢',8")[Q T k];. The output
of the algorithm is

II = ([L]1, [R]1, [R]2, [O]1, [H]1, [7]1).

Vrfy((¢, pub, ¥), 04, II): Oninput the proof IT = ([L]1, [R]1, [R]2, [Ol1, [H]1, [7]1) for some instance (¢, Tpup, ¥),
this algorithm outputs 1 if the following checks are successful and 0 otherwise:

L. e([L]1, [R]2) — e([O]1, [1]2) = e([H]x, [t(s)]2).

2. Compute [Opup]1 = Y124 cilNi(9)]1 + 10— LA ()1, [27]1 = [Opus, O, L, R]1 — [q¢ 1 and
verify if e([r]1, [1]2) =Ae([z—'—]1, [k]2).

3. e([R]1, [1]2) = e([1]1, [R]2).

5.1 Proof of Updatability

The following lemmas are analogous to [24] Lemma 4, Lemma 5, Lemma 6], the only difference being that
our single update adversary (Lemma @ makes a single honest setup query to its oracle and possibly many
non-honest updates, while [24) Lemma 5] makes a single honest setup and a single non-honest update. This
is more consistent with the security model we have described.

Lemma [5] says that from any adversary producing a valid quadratic and linear crs “from scratch” it is
possible to extract the corresponding simulation trapdoors, as well as the update trapdoor. This will be used
in the proof of subvertible zero-knowledge and it will also be used for arguing that it is enough to prove
soundness against single adversarial updates.

Lemma 5 (Trapdoor extraction for subvertible CRSs). . For any PPT adversary A that outputs
(L, {pa.i}20) and (04, {ps.i}y), under the BDH-KE Assumption and the KWKE Assumption of [2], there
exists an extractor x a4 which, on input R and the random coins of A, outputs 74,7, such that (X, peo) =
Setup(Rg;70) and (04, pp,0) = Drv.Setup(o, npup, Lo, {ps.i }ieo; To)-

Proof. For trapdoor 74, note that the adversary outputs [s]1, [s']2 as part of Y'g. Since such crs is valid, it
must be that e([s]1,[1]1) = e([1]1,[s']2) and, by the BDH-KE assumption, there is an extractor which on
input A’s random coins outputs 7¢ = s = s'.

For the trapdoor 74, as noted by Abdolmaleki et al. ([2, Thm. 1}), if a generic adversary produces [k]2
and [Qg]; such that it is accepted by Drv.Vrfy, that is, such that e([Qgl1,[1]2) = e(|Q']1, [k]2), one can
efficiently extract such k (this is what they call the KWKE assumption). A full proof can be found in [2]
Thm. 1], although our proof is actually simpler, as in our case k is unique (because Q has more columns
than rows and A = 1).

Further, the adversary outputs [¢p1]1, [tn,2]2 such that e([¢n 1]1,[1]2) = e([1]1, [¥n,2]2) from which we
can extract ¢ = ¥p,1 = Y2 by the BDH-KE Assumption. The rest of the checks of the crs imply that

h
Yy = Hi:[) Q.

Lemma |§| says that the update trapdoor can also be extracted when the adversary (maliciously) updates
an honestly generated crs.

15



Lemma 6 (Trapdoor extraction for honest setup and single adversarial update). Consider a PPT
adversary A against U-KSND that calls its oracle Oypq with the following sequence: setup X, (final X', Xp 1, {ps.i}i=01)
and then (setup o,¢1),...,(setup o, ), (final 0, 05,04, 1,{pe, i }i=0,1), where j € {1,...,q.}, (Xe0,ps,0)

and (04,,pg;,0) are the output of the oracle to the first and the (24 j)th call to Oypq.

If (04;,1,{p¢,.i}i=0,1) is accepted by the Drv.Nrfy algorithm, under N-BPKE Assumption and the (N +
2)-MC Assumption, for any such adversary there exists an extractor x 4 which, on input A’s random coins,
outputs update trapdoors Typa,e = (§1) € Ly, Tupd,g;, = (Y1,01) € Zf) X Zy, such that (Xg1,{ps,iti=01) =
Setup.Upd((X'a,0, p2,0): &1) and (04,1, {pg;,i}i=0,1) = Drv.Setup((¢;, 04,0, pp;,0); (V1. 1)).

Proof. We first show that under the N-BPK E Assumption and the (N +2)-MC Assumption, we can extract
the contribution of adversary A to the quadratic part and the linear part.

Let ({[Si]l,g}lN:O, [w]172> be a challenge for the N-BPK E assumption. From this challenge, it is possible
to compute (X0, p5,0) as an answer to the first oracle query and give it as input to A. Adversary A

outputs as part of its query (final X, Xg 1,{ps i}i=0,1) the elements [£1.1]1 and [£1,2]2, and from the fact that
(Xp1,{pa,i}i=0,1) is accepted by the setup verification algorithm, it follows that

e([§11]1, [1]2) = e([1]1, [€1,2]2), (3)

which in particular implies that we can define {; = &1 = &1 2.

When A makes the query (setup o, ¢;), the challenger sets ¢y ; = wz@od, for some 1/3071 < Zj and sam-
ples k; + Z;‘, to generate the rest of the parameters for the linear crs for circuit ¢;. Finally, A outputs
(final 0, ¢;,04, 1, {pe,.i}i=0,1) for some j € {1,...,q.}. Since this crs is accepted by the Drv.Vrfy algorithm,
it follows the adversary’s output includes among other things, values [¢)1,1]1, [t)1,2]2 such that

e([Y1alr, [1]2) = e([l, [¥1,2]2), (4)
S0 Y1 = 11,1 = 1,2 is correctly defined. Further, it holds that e([¢1]1, [1]2) = e([au]1, [Yo,;]2), therefore:

Y1 =Py = 0111/;0,3‘60- (5)

It also holds that e([t ;]1,[v1]2) = e([1]1, [Yy,1]1), which implies:

e([wl1, [v1l2) = e([]1, [vg.1/?0,5]2)- (6)

From equations 7 7 @ it hods that 91, & are polynomials in the span of {1, X, ..., X" Y} evaluated
at (s,w), v1 is a degree 1 polynomial evaluated at w in Z,[Y] which can be extracted under the N-BPKE
assumption.

Further, equation , together with the Schwartz-Zippel Lemma implies that v; is the result of evaluating
at w the polynomial a11[)0,jY, i.e. this polynomial is in fact independent of X. In particular, from the extracted
coefficients it is possible to recover =1, omﬁod and recover 71, .

On the other hand, for the quadratic part, the extracted coefficients are (g, ...(n,(Nn+1, such that if
CX,Y) = S0 GXT +vmY, &1 = G2 = & = Y0 0 (8 + (vaw = ((s,w). Let j* be the largest
index in the range {1,...,N} such that (j« # 0. Since s; = & s it follows that s = p(s,w), where
p(X,Y) = XN(¢(X,Y))" is a polynomial of degree N (1+j*) in X, degree at least N in Y. From the latter,
we conclude that if (y41 # 0 or j* > 1 it holds that p(X,Y) ¢ Span({X*}}¥,Y), which would break the
(N + 2)-MC Assumption. Therefore, the polynomial p does not depend on Y and j* = 0. We conclude that
we can extract {1 = (o € Zj, such that (X 1, {ps,0, ps1}) = Setup.Upd(Xs 0, {ps.,0, ps.1};&1).

It is also important to note that in Lemma [f] to extract the contribution of the adversary to the final
trapdoor it suffices to use the proof of correctness and not the common reference string. In particular, if
an adversary does an honest setup for the quadratic part, and then hg updates to the quadratic part, an
honest update for the linear part and then h updates for the linear part, we can extract its (aggregated)
contribution to the global crs by applying several times Lemma [6] In other words, for extraction we do not
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need to have all the intermediate common reference strings but the contribution of the adversary can be
extracted from the proofs of correctness.
Similarly as in [24], updates can be combined, that is Setup.Upd(Setup.Upd(Setup(Rg;&0);&1);&2) =

Setup(Ra; £9€1€2) and Drv.Upd (o, (Drv.Upd (o, (Drv.Setup(d, npub, L, {pi} 121570, 40); Y1, 1); Y2, aa) = Drv.Setup(o,

Tpubs Sa, {po.i He2:v0 + 1 + Y25 coona2).
As noted by Groth et al. in [24], this enables the following simulations:

— Given the trapdoor sg of Xg o and the elements [s1]1,[s1]2 of Xg 1, we can simulate the update proof
pa1 = ([s1]1,2/50,[s1]2) of Xg 1 being an update of Xg 9. We denote this simulated update proof by
OS2 g0 (X015 200, To0)-

— Given the update trapdoor &; for Yg 1 being an update of X o, and the update proof pg = ([¢]1,2,[s]2)
for X being an update of X o, we can simulate the update proof pj; = ([¢]1,2/&1,[s]2) for X being an
update of Xg 1. We denote this simulated update proof by pSE“;(_E(M (o1, Yo, Tupd, 2414 a0 pg(ﬂ_g(pﬁ)

— Given ko, ¥y for 04 ¢ and the elements [Q];, [QT k1)1, [k1]2 of the crs and [1/1]; 2 of the proof pe,1 of correct
setup of 04,1, we can simulate the update proof p, , = ([a] k1]1 — [qf ko)1, [k1]2 — [kol2, Yo ([k1]2 —
[kol2), [¥1]1,2, [¥1]1/%0) of 41 being an update of o49. We denote this simulated update proof by
Pog 1 c04.0(06.1,06,05 0,15 (Ko, 1o))-

— Given the update trapdoor (v1,c1) for g4 1 being an update of o4, and the update proof p, =
(a1 )1, [Y)2, [¥]1.2, [a]1) for oy being an update of o4 o, we can simulate the update proof ps = ([q v] —
[q{ Y11, V]2 — [v1]2, [¥)1.2/, [a1]1 /@) for o4 being an update of o 1. We denote this simulated update

proof of o being an update of o1 by p57% o, (04,06,1, P, (Y1, 01)).

Putting all these ingredients together, we next prove Lemma [7] which says that one can consider, without
loss of generality, adversaries against U-KSND of the type considered in Lemma[f] that is, adversaries who
make an honest setup and a single adversarial update.

The following lemma is just an adaptation of [24] to our two-stage crs generation.

Lemma 7 (Single adversarial updates imply full updatable knowledge soundness). For any adver-
sary A against U-KSND there exists another “single update” adversary B, as the one considered in Lemmal6},
such that | Pr{lU-KSNDA, x 4(Ra)] — Pr[U-KSNDg , , (Ra)]| is negligible in X.

Proof. We split A into three stages A, Az, A3. The first stage ends with a successful query with intent =
final X, and the second stage ends with a successful query with intent = final o.

We construct an adversary B which first queries its oracle Oypq on setup X, and receives (X0, ps,0) as
answer. It initializes an empty database D, ¢ of updates and corresponding randomness. It runs A; (Rg;7),
for r « {0, 1}“41'“'()‘), and answers its queries to the Oypq oracle as follows:

setup X: Add (pa,0,1) to D, ¢ and return (Xso, ps,0)

update X, (X 1, {pa.i}lo): If {pe.i}t_, does not contain any honest update, use the extractor of Lemma
to extract s; such that (ng,h,pfﬁh) = Setup(Rg; sp,), for some pﬁp’h. If {p@i}?:() does contain honest
updates, A; can be perfectly simulated by an adversary C which on input (X, ps,0) runs A; and
answers oracle queries itself using the corresponding random coins from D, . Then B can extract £ such
that (X n, {pa,0,034}) = Setup.Upd((Xs,0, pa,0); §) using the extractor from Lemma@ repeatedly.

Adversary B chooses a valid update of Xg o, (ﬁ’¢, {ps.0,ps}) & Setup.Upd(Zg o, po,0) and explains it as

an update of Yg 5, by defining pe pr1 = pﬁy_ij,h(zqs, X4 1, Sh) OF P pt1 = p}&_zq)yh(ﬁqx Yo n & Pa),

depending on whether the query includes or not an honest update, and defines Xg 11 = Xs.
Finally, B adds the entry (ps,§) to D, ¢ and returns (X ni1, {ps,i i’jol)
final X, (X3 5,, {pqs’i}ffo): This query is honestly answered, that is, reject if the crs does not verify or the

updates do not include any honest update or setup.

/11

Adversary B uses the extractor from Lemma 6[repeatedly to construct proof pg', . such that (X n,, {ps,0 P 1, })

Setup.Upd((Xp,0, ps,0);§) for some & B sends (final E,Z¢,h¢7{p¢,o,pg’7h¢}) to its oracle Oypq and sets
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Yo = Yo n, and Se = {pa,0, 03 5, }- Then, it initializes an empty database D, 4 of circuits, updates and

corresponding randomness. It runs As(Ry;72), for ro < {0, 13421 and answers its queries to the Oupd
oracle as follows:

setup o, ¢: If (¢, %, %) is already in D, 4 it returns L. Otherwise, B forwards the query to its own oracle Oypq
obtaining (o, 0: Pg, 0) as answer. It adds (¢, pe,0,1) to D, 4 and returns (o409, Ps.0)-

update , (04, {Pp.itio): If {pe.i}1_o does not contain any honest update, use the extractor of Lemma|5|to
extract (Kp,n) such that (o4 n, p 1) = Drv.Setup((@, npub, @, So); (Kn, 1)), for some p . If {pg.i iy
does contain honest updates, A can be perfectly simulated by an adversary C which on input (¢4.0, p¢,0)
runs A and answers oracle queries itself using the corresponding random coins from D, 4. Then B can
extract (y,a) and construct pi, using the extractor from Lemma |§| such that (o¢,n, {pg,0,041}) =
Drv. Upd((¢7 0¢,05 P, 0) (77 ))

B picks an update of 04,0, (64, {pe.0; p¢}) % Drv. Upd(0¢,0, pg,0) and explains it as an update of o
computing pg i1 = P37 o, , (66, 06.n: Pgs (kns¥n)) OF poni1 = P37 5, , (66,06.n, Py: (7, @), depend-
ing of whether or not the query includes an honest update, and defines o, ptl = =04.
Finally, B adds the entry (¢, gy, (¥,&)) to D, 4 and returns (O’¢ a1y 106 ).

final o, (0¢.n, {Ps,i }Z o): This query is honestly answered, that is, reject if the crs doesn’t verify or the
updates do not include any honest update or setup.

By the same argument as for update queries, B can extract (v,«) and construct p¢ ,, using the ex-
tractor from Lemma (6 such that (c4.n, {pe,0,0}4,}) = Drv.Upd((¢, 04,0, ps,0); (7, a)). Adversary B sends
(final 0, (04,1, {Pe,0, P§ 1, }) to its oracle Oypq and sets oy = 04 . Finally, B runs .A3 and outputs whatever
As outputs.

Simulation is perfect and an extractor for A using the extractor of B as described in [24].

5.2 Security Proof
Lemma 8. The argument is perfectly complete.

Proof. If a;b; = ¢;, then p(X) is divisible by #(X). This is because p(r;) = a;b; —¢; fori=n+1,....,n+m
and p(r;) = 0 for ¢ = 1,...,n, because \;(r;) = 0 if i # j. Therefore, there exists a polynomial h(X) of
degree at most N such that p(X) = A(X)t(X) and p(s) = h(s)t(s), i.e. the first verification equation is
verified. On the other hand, the second verification equation holds because by construction, [r]; = [zTk]
(i.e. the perfect completeness of the QANIZK argument of membership in linear spaces). Finally, the last
equation holds because in an honestly constructed proof, [R]; and [R], have the same discrete logarithm.

Before we prove soundness, we observe that without loss of generality, if Q(X) is the matrix of polynomials
such that Q = Q(s), for s < Z3, we can assume that the columns of Q(X), {¢;(X)}[Z/™ are a set of
linearly independent polynomials. To see this, first observe that {g;(X) Z’Iﬁl is a set of linearly independent

polynomials and independent of the rest of the columns. This is because the second row of Q(X) consists of

n zeros and the polynomials (A,41(X), ..., Aptm (X)), which are linearly independent polynomials (to see

this, observe that when evaluated at r;, i = n+1,...,n 4+ m, only A\;(X) is non-zero). On the other hand,

the last two rows of q;(X) fori=1,...,n are { (Zﬁi%) } . So, to argue that the columns of Q(X) can
i i=1

be assumed to be linearly independent polynomials, it suffices to see that without loss of generality, these
polynomials are linearly independent. R
Indeed, if they are not linearly independent, there exists another circuit ¢ : ZZ — Z,, with i < n such

that if ¢(x) = y, then from @ it is possible to efficiently compute & such that qAS(:ic) = y and such that
the associated matrix Q has linearly independent columns. More specifically, the circuit ¢ can be built by
successively applying the following rule: for any linear relation

> ligi(X)

i=1,i#j
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define n = n—1, eliminate the jth column from Q and replace the input (z1,...,2,) by (z1+bz;,..., -1+
Ej_l.’I}j, Tjt41 + Elmj, ey Ty T+ Enl‘])

Lemma 9. The argument has updatable computational knowledge soundness in the generic bilinear asym-
metric group model.

Proof. The checks of Drv.Vrfy imply that the crs has the right structure, that is, o1;,, = ([Q T K]y, [K]2) for
some k € Z;‘, and the same holds for Y'g. Further, as we have argued in Lemma it suffices to prove security
against an adversary who makes an honest setup and a single adversarial updates. In particular, in this case,
the associated trapdoors to oy, X¢ are s = sgs1, k = ko + k1, for sq, k1 chosen by the soundness adversary
and sg < Zy, ko + Z;.

We first show that a generic adversary that outputs a valid [w]; must know a witness which satisfies
the linear constraints. That is, we show implicitly that for this particular distribution of Q, the QANIZK
argument has knowledge soundness, similarly as it was proven in [I3] for another subspace distribution. Then
we show that, if the extracted witness does not satisfy the set of quadratic constraints contradicts the fact
that the proof is accepted by the verifier.

From our previous discussion, it follows that the crs is the result of evaluating polynomials, k(X) =
(Xga1+ki1, Xio+kio Xxs+kis Xka+kia), s(X)=Xls] and {q](X)}T:Jrln7 {q;(X) k(X ) AT at
a random point g = (ko 1, .., ko,4, So) (plus some other polynomials to define the Lagrangian polynomlals
and the target polynomial ¢ evaluated at s).

Since the proof produced by the adversary satisfies the verification equation, it follows that m(x) =
z(x) "k(x). By the Schwartz-Zippel lemma, the last equation implies that the correspondent polynomial
equation holds with overwhelming probability, which we write

4
m(X) =Y zi(X)( Xk + k1) (7)
=1

The only way to generically construct such a proof is to compute linear combinations of {q;(X)"k(X) ;":'E"

(which are the only terms with variables Xk ; in the same group of definition as 7). Therefore, the proof
must satisfy

m+n 4
7T(X) = Z wqu](X)Tk Z Zq] wj XK’i+I€17¢).
Jj=1 1=1 =1 j=1

As we have seen, we can assume without loss of generality that {q;(X) k(X)}]2" is a set of linearly
independent polynomials. Then because of last equation, we can conclude that we can extract w such that
z=Quw= (Z?:l quj>'

Now we show that, if the extracted witness does not satisfy the set of quadratic constraints, the first
verification equation is satisfied with only negligible probability, following a standard argument. If w is
the witness extracted, define (cT, ") =w?'. It follows from the soundness property of this argument that

O = 327000 cidi(s) +01t(s), L =vo(s) + 2270070 eqvils) +62t(s), and R = wo(s )+Z?+ﬁr1 ciwi(s) + 0st(s).
On the other hand from e, the reduction can compute L(Xg) = vo(s1Xs) +ZZ T Civi(s1Xs), R(Xs) =
wo(51Xs) + 00 ciwi(s1Xs) and O(Xg) = S0 | eiAi(s1Xs), such that [L ()] = [L], [R(s)) = [B]1,
R—0)(r;) = p # 0, which

1(Xs) = [l,er(s1Xs—7).
(8)]2), can only hold with

[O(s)]1 = [O];. If the adversary breaks soundness, there exists some j such that (L
implies that L(Xg)R(Xs)—O(Xs) is not divisible by (Xg—r;) and in particular, by

Therefore, the first verification equation, e([L]1, [R]2) — e([O]1, [1]2) = e([H]1, [t
negligible probability.

Lemma 10. The argument has perfect subvertible zero-knowledge in the generic asymmetric bilinear group
model.
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Proof. To prove this lemma, we need to show both the existence of an extractor which outputs the simulation
trapdoor from any adversary which outputs valid parameters and an efficient simulator which outputs proofs
with the same distribution as real proofs. The existence of such an extractor is a direct consequence of
Lemma Bl

On the other hand, a proof with the same distribution as the honest setting can be computed by sampling
O,L,R « Z, and setting: [H]; = [(LR — O)/t(s)]1, which can be efficiently computed given s, and [7]; =
k1[Opup)i + k2[O]1 + k3[L]1 + ka[R]1. Both real and simulated O, L, R are uniformly distributed over Z,
while H is the unique solution to the verification equation. On the other hand, the linear proof is uniquely
determined by k, so [r]; follows exactly the same distribution as its honest counterpart.

5.3 Simplifications and Improvements

For simplicity, we have omitted some improvements of our argument which reduce significantly the size of
the structured crs.

1. In the quadratic crs, the terms {[s’]2}}Y, are never used by the prover (in fact, they are redundant and
can be derived from the other terms) and are just included to simplify the exposition of the update
algorithm.

2. A closer examination of our proof reveals that the only point where we need a structured common
reference string is for proving the quadratic equations. For the linear proof, what we need is that the
columns of Q are independent generically. Therefore, the Lagrangians A;(s), for ¢ = 1,...,n can be
replaced by uniform random elements in Z;. The interpolation set R can be chosen to be of cardinal M,
the Lagrangians of degree M —1 and the target polynomial of degree M, for some M which is a bound on
the number of multiplication gates. This seems like a really useful simplification, as the non-structured
elements of the crs can be chosen in some public way without a trusted procedure and do not need to
be updated.

3. Finally, the specialized crs for a circuit ¢ does not need to include all the quadratic crs Xg, but the
terms which of degree larger than m, the number of multiplication gates of ¢, can be eliminated.

Putting all these improvements together, the quadratic universal crs is

Yo = (gk AN ()12} Ly AT T )2, {[ud i iy,

where M is a bound on the number of multiplication gates, N is a bound on the public input length and
{[ui]1}}L, are uniformly random elements of Zj,
The matrix Q associated to a certain circuit ¢ is:

Upb 0 Ay 0 0 0 0
| 0 Apia Ay t(s) 00 0
Q B Vpub Viia 0 0 t(S) 0 ’ Q0= Yo S) ’ (8)
Wpub Wmid 0 0 0 t(s) wO(S)

where Upup = (U1,.. ., Uny)s Amia = (0,...,0,21(5), -+ s An—nr(8)), Aopt = (Am—nr41(5), -+, Am(8)),
Vpub - (Ul (3)3 ce 7Unpub (S))a V’mid - (U7Lpub+1(8)7 ce 7'Un+'m—n/(3))7 Wpub - (wl(s), “e awnpub (S))a W'mid -
(Wnp oy 41(8), -+ o, Wngm—ns(8)), and the sets of polynomials V = {v; (X))}, W = {w;(X)}}2J" are the ones
associated to the circuit as specified in Lemma [I] and Lemma

The crs for the specialized circuit is

Lo = (gh, {[ ()12 bimr {1 S [H(9)]12, {1 25 [Qlh, (ol & ipub, Tgin)

where 04 in is defined as before.
The update of the linear crs is defined as before. For the quadratic part, since now [s%]y is not included
in the crs, we have to show how to compute [A;(ss1)]2 for any s1 € Z,, and [A;(s)]2.
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For any polynomial 2(X) of degree at most M — 1, 2(X) = >°7°, A;(X)z(r;). Therefore, if we define

A\i(X) as the unique polynomial of degree m — 1 such that A;(X) = \;(Xs1),

Nl s1) = Ails) = N = 3on6) | T 27

j=1 j=1 k=1,k#i

Therefore, [A;(ss1)]2 can be computed from [A;(s)]2, j =1,...,m, s; and R.

On the other hand, to verify the correctness of the update algorithm, it suffices to observe that [s7] =
Z?jﬁl r7[Ai(8)]2. The checks of the update algorithm can be done using this expression for the checks which
involve [s7]5.

6 An New Argument under Weaker Assumptions

In this section we describe our construction for proving correct evaluation of an arithmetic circuit. As
explained in the introduction, it makes use of two subarguments: a quadratic and a linear “knowledge
transfer” subarguments. The reason why we use the term “knowledge transfer” is because these arguments
will ensure that, if the prover knows a witness for the circuit evaluation up to level ¢ which is also a valid
opening up to level ¢ of a set of shrinking commitments to the corresponding wires, it also knows a valid
opening to the commitments of the wires at level ¢ + 1.

Since the input of the circuit is public, the idea is that these arguments allow to “transfer” the knowledge
of the witness for correct evaluation (a consistent assignment to all wires) to lower levels of the circuit.
Any adversary against soundness needs to break the “chain” of consistent evaluations at some point and
thus, break the soundness of one of the two subarguments. This technique allows us to avoid using binding
commitments to the wires at each level, while still being able to define what it means to break soundness.
Intuitively, the difficulty we have to circumvent is to reason about wether the openings of shrinking commit-
ments satisfy a certain equation without assuming that the adversary is generic, as there are many possible
such openings.

Such intuitive notion of knowledge transfer argument can be formalized as a promise problem defined
by a language of good instances Ly pg and of bad instances Lyo. Completeness guarantees that proofs
are accepted for all instances of Ly gg, while soundness guarantees that no argument will be accepted for
instances of £Lxno. Nothing is claimed when z ¢ (Ly ps U Lno). In our case, membership in Ly gs and Lyo
can be efficiently decided with a number of operations which is proportional to the size of the statement, but
the reason why our subarguments are interesting (and not trivial) is that the verifier does only a constant
number of public key operations (ignoring the need to read the full statement).

We note that the two subarguments are not zero-knowledge and in fact their soundness proof heavily
relies on the fact that the commitments given by the prover are deterministic.

This section is organized as follows: we first present the description of our argument in terms of the two
subarguments, then we present in detail each of the subarguments, give the proof of security and finally we
discuss its efficiency.

6.1 Argument Description

In this section we describe our construction for proving correct evaluation of an arithmetic circuit. We use
a simplified syntax and consider simply 3 algorithms (Setup, Prove, Verify) and we assume that Setup takes
as input a relation Ry = {(z,y) : ¢(x) = y} for some circuit ¢ : Z;° — Zy¢ as described in Sect. Let
Nmaz = MaX;cq n;. This is only for simplicity and our scheme could be trivially written using the syntax of
Sect. [3| and be fully updatable and have a partially universal crs.

Setup(Rs): Generate the CRS for the quadratic knowledge transfer argument, defined in section [6.2} crsg
which includes {[A;(s)]1 2}im". Generate also a crs for the linear knowledge transfer argument, defined
in fig. [3| crs, for proving membership in the space (M ];,[NT]1, [P T]2), where matrices M, N, P are
matrices which define the affine constraints as defined in equations ,,, respectively.

21



K(gk, {[Siha [Sjb}ie[m—ll,ie[wﬂ): P(crs, a, b):
Output crs = (X)) =Y aidi(X);
)] P s r(X) = 300 bidi(X);
(gk;’{[h( Moo s P8z o(X) = S, eihi(X);
{sh Y ic i, 2y [’«‘(Sﬂz)- h(X) = (0(X)r(X) — o(X))/H(X);
(L] = [€(s)]1; [R]2 = [r(s)]2;
V(crs, a, b, [L]1, [Rls, [Ol1, [H]1): (Ol = [o(s)]1; [H]1 = [h(s)]1;
Check if: Output [H];.

e([L]1, [R]2) — e([ON; [1l2) = e([H]1, [t(s)]2);

output 1 in this case and 0 otherwise.

Fig. 2. Our argument for componentwise product. A;(X) is the ith Lagrange polynomial associated to R, ¢(X) is the
polynomial which has as roots all the elements of R. Both a and b are m-dimensional vectors in Z,.

Prove(crs, (x,y,a,b,c) € Ry): Given the input @, the output y, and (a, b, ¢) a valid assignment to left, right
and output wires as described in Lemma [4] the prover proceeds as follows:
1. For each i € {1,...,d}, commit to a;,c; in Gy and to b; in Gg as: [L;]; = >."
[Rila = 2272, bij[Nil2 = [Ail2bi, [0l = 2272 cijlNili = [Adlies.
2. (Quadratic Constraints) For each ¢ € {1,...,d}, compute a proof Il that the vector a; o b;, which
is the componentwise product of the openings of [L;]1,[Ri]2, is an opening of [O;];.
3. (Linear Constraints) For all ¢ € {1,...,d}, compute a proof II;, that [L;]; and [R;]2 are commitments
to the correct evaluation of all the left and right wires at level ¢, that is, that they satisfy the affine
linear constraints which relate them to the outputs of gates at levels j =0,...,7 — 1.
4. Output (C = {[L], [R]2,[O1}L,, I, II}) as the proof.
Verify(crs, (x, ¢), (C, IIg, II1,)): Output 1 if the following two checks are successful and 0 otherwise:
1. Verify Ilg, Iy,
2. Check that [Og]; = X7, A1y

j= 161”[)\2']1 = [Ai]laia

The proof of security is deferred to Sect.

6.2 Aggregated Argument for Quadratic Constraints

Let m € N. We give an argument for the promise problems defined by languages E;‘)’gds,ﬁ?\l,’gj , which are

parameterized by m € N and a multiPedersen commitment key ck := ([A]1,[A]2) and are defined as

awod [ (@b, [L]1,[R]5,[0]1) s c=aocb

Eves "{ nd [L]1 = [A]ia, [R]; = [A]sb, [Oh:[Ahc}’
((@b,[L]s, R, [01) e = aob,

E?\Lflg = [L]lz[A]la and [R]Q—[A]Qb,

but [0]; # [Alic

Perfect completeness. The argument described in Fig. [2| has perfect completeness as the values [L];, [O];
can be computed from {[\;(s)]1...,[Am(s)]1}, and [R]; from {[A\;($)]2. .., [Am(s)]2}. Further, by definition,
the polynomial L(X)R(X)—O(X) takes the value a;b;—c; = 0 at point r; € R. Therefore, L(X)R(X)—O(X)
is divisible by ¢(X), so H(X) is well defined. Further, the degree of H is at most m — 2 (since L(X)R(X)
has degree 2m — 2 and ¢(X) has degree m) and thus [H]; can be computed from {[s]y,..., [s™];}.

Computational Soundness. We argue that if A produces an accepting proof for (a, b, ¢, [L]1,[R]2, [O]1) €

Eq"ad then we can construct an adversary B against the (R, m)-Rational Strong Diffie-Hellman Assumption.

Given a challenge gk, { }2111 , {[Si]g }l |» adversary B can simulate the common reference string perfectly

22



because A;(X) is a polynomial whose coefficients in Z,, depend only on R of degree at most m — 1. Therefore,
[Ai(8)]1, [Ni(8)]2 can be computed from {s}7! in both the source groups. On the other hand, ¢(X) is a
polynomial with coefficients in Z, which depend only on R of degree at most m. So [t(s)]2 can be computed
in Gy given {[s’]2};.
Adversary A outputs (a, b, ¢, [L]1, [R]2, [OT]1, [H]1) which is accepted by the verifier and (a, b, ¢, [L]1, [R]2, [OT]1) €

ﬁ?\;'aod, which in particular means that, for L = L(s), R = R(s), the equation
e([L]1, [R]2) — ([0, [1]2) = e([H 1, [t(5)]2) (9)

holds but OT # O(s).
Since adversary B received a, b as part of A’s output, it can run the honest prover algorithm and obtain
O, H which satisfy that
e([L]1; [R]2) — e([O]1, [1]2) = e([H]x, [t(s)]2) (10)

and O = O(s).

Subtracting equations @ and (10), we get e([OF — O]y, [1]2) = e([H' — H]1, [t(s)]2). Therefore, ([OF —
O)1,[HT — H];) is a solution to the (R, m)-Rational Strong Diffie-Hellman Assumption.

We note that the verification algorithm never uses (a,b) which are part of the statement. When using
the scheme as a building block, we omit (a,b) from the input of the verifier of the quadratic relations.

6.3 Aggregated Argument for Affine Constraints

In this section we show how to prove that the linear constraints which express correct circuit evaluation
We show that if we have some commitments O; to known values ¢;, until a certain depth j, then we can
guarantee that O; 1 opens to a fixed linear combination of ¢y, ..., ¢;. This can be used to prove that if all
the commitment to the output gates are correct up to level j, then certain commitments L;;1, (respectively
R;11) open to left wires (resp. right wires) at level j + 1.

Encoding Affine Constraints as Membership in Linear Spaces.

x I10 0 0. 0 co

0, 0A; 0 0 ... 0O c

02 00 A2 0 . 0 C2

O; | =100 0 A; 0 s (11)
Od,1 00 0 O0... Ad,1 Cq—1
Ll Fl,O 0 0 e 0 Co I:/I
L2 FQ’(] F2,1 0 N 0 C1 .@2
Ly | _ | F30 F31 Fzp 0 e | 4| Ls|, (12)
Lq Fo10Fq_11Fg12...Fa_14-2 Ci—1 Ly

R, Gio 0 0 .. 0 co B

RQ G210 G271 0 N 0 Cq1 R2

Ry | = | Gso Gz1 Gap 0 e | 4| Rs |, (13)
Rq_q Ga-1,0Ga-1,1 Gag—12 ... Gg_1,0-2 Ci—1 Ry,

Before we give details of our argument we write in matrix form the expression of (z, [O]y, [L]1, [R]2) in
terms of the internal wires of the circuit, following section The commitments to the output values [O];
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K(gk, M1, N1, [Pls, ¢, {[s'h. [s]2 }iepn—1).jemmy): P18 @, a,b,¢):

Ky  ZpoF 2 Ky 2K, 2072, ], = < [Mh) ¢
Sample A < Do; [N§
Sample T" ngz; [v]2 :2[P]2C ;
_ T T p < Liy:
Output crs = (gl@ [1\; ;0 +NKy AT, [l =c'[M"Ko+NTK; +TJ; + [pl;
TpT
PTKQ—I‘27K 0)] (KA ) 0] =c'[P'Ky — Ty — [p]2;
[ ] K:A 2 [ Tl output

([u]1; [v]2, [7]1, [6]2);
V(ers,z, a,b, ¢, [u]1, V]2, [7]1, [0]2):
Check if:

(e ) —ellh, | (05) )

= e([0)2, [A]1) — e([v]o, [K2AL);

output 1 in this case and 0 otherwise.

Fig. 3. The Lin argument for proving that the vector is well formed. The argument is just a rewriting of the argument
of membership in linear spaces of [20], but we will be proving a stronger notion of soundness. The matrix A is sampled
from a distribution Dz such that the Da-SKerMDH Assumption holds, and eliminating the last row. In particular, we
can choose A to be a random diagonal matrix.

should be such that [O;]; = [A;]1¢;, where A; = (A(8),..., A, (8)), and the input & = ¢j is public. These
constraints can be expressed in matrix form in equation We denote the matrix on the right hand side of
as M, so this equation reads (&) = Mec. On the other hand, the constraints satisfied by the left wires
in terms of the output wires of previous levels can be written in matrix form as shown in equation : that
is, for each i, L; = 22;11 Fircr + L;, where

Fir = (2051 figkai(s), 205 figraXe(s), - 2008 fijkmiAi(8)) (14)

and L; = Z?Zl fi,jA;(s), for the constants which are defined in Lemma We denote the matrix on the right

hand side of equation as N, so this equation reads L = Ne¢ + L. The constraints satisfied by the right
wires in terms of the output wires of previous levels can be written in a similar form as shown in equation

that is, for each i, R; = 22;11 G rer + R;, where
Gik = (22751 91 i (s) 22051 Gijk2aXe(s), o D005 Gijkana Ni(5)) (15)

and R; = Z;Zl 9i,;Aj(8). We denote the matrix on the right hand side of equation as P, so this equation
reads R=Pz + R.

o'l M
With the notation defined, satisfaction of the affine constraints can be written as < [L][l 7][1211 ) S Im( [[[11\31}]]11 ) ,
[R]2—[R]2 2
where [O'T]; = ([£"]1,[OT]1). That is, the linear constraints are satisfied if a certain vector is in a subspace
generated by some matrix which depends on the circuit. This can be proven with a QANIZK argument for
bilateral spaces (linear spaces with components in different source groups) due to [20]. Note that the matri-
ces [M]y, [N]1, [P]2 which define the language are witness samplable (they can be sampled along with their
discrete logarithm), so we can use the most efficient of the two arguments described in [20]. The proof size
depends on the choice of a secure D-Split Kernel Diffie-Hellman Assumption (Assumption . The minimal
proof size is 2|G1| + 2|Gz| (choosing k = 2, since the assumption is insecure when k = 1).
The full argument adapted to our setting is described in Figure . Perfect completeness, perfect zero-
knowledge and computational soundness under the Split Kernel Assumption, is proven in [20]. The argument
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is very close to the argument of membership in (unilateral) linear spaces of [34] for witness samplable
matrices, but where the information is divided in different groups Gi, Go. Since part of the argument of [34]
is information theoretic, the key step in the proof of [20] is to make sure that this splitting in two groups
does not leak additional information.

We note that the verification algorithm never uses (a, b, ¢) which are part of the statement. When using
the scheme as a building block, we omit (a, b, ¢) from the input of the verifier of the linear relations.

Intuition: Standard soundness is not enough. At first sight, it might look that the soundness property
of the argument of membership in linear spaces is sufficient to show that the affine constraints are satisfied.
However, it only guarantees that there is a witness which satisfies all the linear constraints. Since the
commitments are perfectly hiding there might be several possible openings and the adversary could do an
opening “switch”, starting with the opening determined by the input and switch to another possible input
in some step.

More in detail, for some input «, let the witness for correct evaluation be (aT, b, cT). If an adversary
A is capable of finding another vector ¢ such that ([5‘]1 )cT = ([5‘]1 )c, then the adversary can construct

[®]1
(M]
the values L;, R; using ¢, and prove that [L]l[(j][lfl]l = ( [[N]]l1 ) c. This will convince the verifier that the
N Ply
[R]2—[R]:

output of evaluation of the circuit is ¢4 instead of the right value cji, although the adversary did not break
the soundness of the proof of membership in bilateral spaces.

Now the attack we just described seems easy to rule out, because the Lagrangian Pedersen commitments
are computationally binding and such a pair (¢, c') cannot be found efficiently. However, there is no easy
reduction of the attack to breaking the binding property of the commitments. Since @ is public, ¢! can be
computed from x but the output of the adversary is too short to extract ¢, so we do not know how to prove
that it broke the binding property.

Formal Analysis. We now define the security properties satisfied by the argument in figure [3| and analyze
its security. The argument satisfies completeness and soundness for the promise problem will show that the
QANIZK argument of membership in linear spaces as described is an argument for the promise problem
defined by the languages

ﬁl}ipEs ={(c, [OI 1, [L]1, [R]2) : [O]1 = [M]yc, [L]y = [N]ic, [R]; = [P]c}

E“n _ { (C, [O/]l, [L]l, R]Q) : di* < d s.t. [61'*]1 = [Mi*hc but }
No [Lit1]1 # [Fixqa]ic or [Rixy1]2 # [Gix11]2c ’

where X; denotes the first i rows of matrix X.

To do so we assume that the membership proof given in Figure satisfies an additional property
when the matrices [M];, [N]q, [P]2 are sampled from the distribution specified above (which depends on the
constants of the circuit and the choice of s).

Given an adversary that produces a valid proof for a statement in £“N”O, successful attacks can be divided
in two categories.

(M],
Type I: In this attack ( [[Z]h) is not in the image of Q = ( [N]; )
2 [P]2
Type II: In this type of attack, the vector is in the right subspace.

The subargument is sound under the Di-SKerMDH Assumption, which rules out Type I attacks, and
the “tautological” assumption that Type II attacks are infeasible. We note that it is falsifiable, as one can
sample Q, K with the right distribution and decide whether the adversary has been successful with Type II
attack.
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Definition 5. (Hardness of Type II attacks) Let Ry € Rg. For the matrices ([M]1, [N]1, [Pl2) chosen ac-
cording to the distribution specified above, every polynomial time prover of the Lin argument has negligible
probability of outputting a tuple (c,[O']1,[L]1, [R]2, []1,[0]2) such that:

— [O'11,[L]1, [R)2, [r]1,[0]2 is accepted by the verifier,
— ([0, [L]1, [R]2) € Im(Q).
- (C, [Olhﬂ [L]h [R}Q) € ‘Clj\lfrb

An equivalent formulation of the assumption says that it is not possible to prove membership in the image
of D of vectors of a certain form, namely, any vector which has * 0’s in the first d rows and but has less
than ¢* zeros in the rows from d + 1,...,2d or in the in the rows from 2d + 1, ...,3d. In the supplementary
material we prove that the assumption is generically equivalent to breaking the soundness property of the
Pedersen commitment.

Generic Hardness of Type II Attacks The proof can be generalized to any matrix A associated to a
kernel assumption, but for simplicity in the analysis we will choose A to be a random diagonal matrix in
ZQ><2.

P

Theorem 1. An adversary A successful against type II attacks can be used to construct an adversary B which
receives (gk, {[s']1 }ime= ", {[]2}j2p* and outputs W such that Aw = 0, for A = (Ai(8),..., An,,..(5)) in
the asymmetric generic bilinear group model.

Proof. Adversary A receives (gk, {[s"]1 }ime= 1, {[s7]2 Gmie, and generates the common reference string crsin,
which is given to A. Eventually, A outputs a successful Type II attack (c, [u]y, [v]z, [7]1, [0]2), where u =
(x",O",L") and v = R.

For simplicity, we introduce the following notation:
Ko M
K, = (Kl) Ky = (K2), Qi = (N) Q2= (P)

We show that if A is generic, we can extract from the adversary some vector w such that u = Qw,u =
Q w. Together with the vector of consistent evaluations ¢ which can be computed from ¢, this allows to
compute an element in the kernel of A. B

The crs includes the result of evaluating matrices of polynomials (of the appropriate dimensions) A(Z) :=

Z 0
(P4 20 ) K@) = (Zi ) Kol 2) = (2 a), T(2) = (Zr), MZ6), N(25), P(Z9). Qe (2) =
(Q1(Xs)) "Ku(Z2)+T(Z) and Qr2(Z) = (Q2(Xs)) "K,(Z)—T'(Z) at a random point z = (ay.1,0a2.2, ku1.1,

<o Yn,2, S)

The adversary outputs [u]1, [v]2, [7]1, [@]2 which are the result of evaluation polynomials u(Z),v(Z),n(Z),0(Z)
in z, and the coefficients can be efficiently extracted in the generic group model. We now argue that these
coeflicients are in fact some vector w € Zj such that u = Qw, v = Qaw.

Since the proof produced by the adversary satisfies the verification equation, it follows that

m(2) TA(2) —u(z) Ku(z) = 0(2) "A(2) — v(2) 'K, (2)
= (m(2) +0(2)) "A(2) = u(z) "Ku(2) + v(2) 'Ky (2),

By the Schwartz-Zippel lemma, A(2) is invertible and the last equation implies that the following polynomial
equation holds with overwhelming probability, which we write as:

no+2d d
Ti(Z)+0,(Z)= Y ui(Z)Zk,ij+ Y vi(Z)Zk,; for j=1,2 (16)
=1 =1

We now use that we are in the asymmetric generic group model and that m;,u; (resp. 6;,v;) must be
constructed as linear combinations of the polynomials which are evaluated in Gy (resp. in Gz). In particular,
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— From equation , it follows that 7; must be computed as a linear combination of the polynomials
K, A, {quKu)j +1I;;},i=1,...,n, j = 1,2 which are the polynomials in the first source group which
have K terms.

— Similarly, it follows that §; must be computed as a linear combination of the polynomials K,A, {q;in i—
I;;},i=1,...,n, j = 1,2 which are the polynomials given in the first subgroup which have K terms.

— The latter two points imply that u;(Z), v;(Z) cannot depend on the K-variables, because the left
hand side of the equation depends only linearly in these variables. So u;(Z) is a linear combination of
Qi1(Zs), ZL and v;(Z) is a linear combination of Q2(Zs), Z%.

— We conclude that ; must be computed as a linear combination of the polynomials {q; ;K ; — I ;} and
m; must be computed as a linear combination of the polynomials {qLKu,j + I ;}. This is because the

right hand side does not include terms with A. Because of the variables I; ; must cancel, the coefficients
must be equal.
— Finally, we argue that there is a unique set of possible coefficients. This follows because the columns of

_(Q
- (&

1) are linearly independent polynomials, this is argued as in Lemma
2

If the coefficients of the linear combination are called w, it follows from the definition that (mw(z)+60(z)) =
Qw and they can be extracted from the adversary. Since the adversary breaks soundness w # ¢, and there
exists some i* such that w;« # ¢;+ but Aj»w;« = Ajc;» and ¢+ can be computed from x. This concludes
the proof.

6.4 Security Proof

We now prove the security of the argument given in Sect. 77.

Perfect completeness is obvious, because if (x, y, a, b, ¢) is a valid witness for satisfiability, then it satisfies
both linear and quadratic constraints.

We sketch the proof of computational soundness. Let A be an adversary against the soundness of the
scheme. We construct adversaries B and By against the quadratic or the linear knowledge transfer arguments,
respectively.

Nmaz —1
i=1 ’

{[Sz]g}?jl{w) and creates the common reference string of the full argument. When it receives an accepting

proof (C = {[L]1, [R]2, [O]1},, g, I11,) from adversary A for some statement (x, y), adversary 31 computes
the full witness for correct evaluation (a, b, ¢). It then searches for an index 4 such that [L;]; and [R;]2 are
commitments to a; and b; but [O;]; is not a valid commitment to a; ob;. If such an i does not exist, it aborts.
Else, it returns (a;, b;, [L;]1, [Ri]2, [O;]1) as an instance of £ together with an accepting proof [H;l;.
Adversary Bs receives the common reference string of the linear subargument associated to some cir-
cuit ¢, plus the necessary powers of [s]; 2 to create the common reference string of the full argument

(gk, {[81}1}?:11 , {[81]2}7;1) When it receives an accepting proof (C = {[L]1,[R]2,[O]:1}L,, g, 1) from
adversary A for some statement (x, ¢), the adversary By computes the full witness (a, b, ¢). It then searches
for an index i such that [O1]1,...,[O;-1]1 are commitments to €1, ...,¢;—1 but either [L;]; or [R;]2 are not
valid commitments to a; or b;. If such i does not exist, it aborts, else (€, x, [0]1, [L]; — [L], [R]z — [R]2) is a
successful attack against the soundness of the argument for affine constraints.

For every successful adversary A at least one of the adversaries By, Bs does not abort. This is because if
the statement is false there must be some point in the “chain” where either [L;]1, [R;]2 are honestly computed

but [O;]; not, or [O;]; is honestly computed but [L;41] or [R;41] not.

Adversary By receives the common reference string of the quadratic subargument (gk, {[s']:}

6.5 Efficiency

The proof size is (3d + 2)|G1| + (d + 2)|G2| and naive verification requires to compute 3d pairings for the
quadratic relations and 2(ng + 3d + 4) for the linear part. Using the “bilinear batching” techniques of Herold
et al. [28] the number of pairings can be reduced to ng + 3d + 4 for the linear part. Since the input is
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known in Z,, no pairings in this part can be replaced by ny exponentiations in Gr. Finally, using standard
batching techniques [I4], the number of pairings for the quadratic part can be reduced to d + 2. As a result
the total number of pairings required for verification is 4d 4 6, plus ng exponentiations in Gz and O(ng + d)
exponentiations in the source group.

6.6 Adding Zero-Knowledge

In this section we argue how to add zero-knowledge to the argument for correct arithmetic circuit evaluation
of Sect. [6] The same discussion applies for the argument for boolean circuit satisfiability discussed in App.[C.5]
for boolean circuits.

We have to distinguish two different situations. In the first one the input is public, and we can easily
modify our proof so that it reveals nothing about the internal evaluation steps.

In most applications however, the input or part of the input must be secret. To deal with this second
situation, the circuit input cannot be part of the verifier’s input, at least not in the clear. A natural idea
is to let the prover commit to it. The problem is that our “knowledge transfer” idea requires the reduction
in the soundness proof to know this secret input, which means that the commitment to the input must be
extractable so that we can efficiently extend it a vector of correct evaluations (a, b, ¢). Even in a QANIZK
setting where we can efficiently open the commitments, they are only F-extractable [12] (under falsifiable
assumptions), which means that we can only extract in the source groups but not in Z,. This leaves us only
with a couple of solutions, all of them unsatisfactory.

One of them is to commit to inputs bitwise and prove that this is done correctly. This is not acceptable
in terms of concrete efficiency for arithmetic circuits, but it is a practical approach for boolean circuits.

The second one is to use a commitment to the input which is extractable under knowledge assumptions.
Of course, then our construction is no longer secure under falsifiable assumptions. It is interesting in the
sense that it indicates a tradeoff in SNARK construction: longer proof size and verification costs (©(d) group
elements,/ pairings, respectively) but shorter common reference string (@ (max;—o,....an:)). > n; < n.

The last option is to use a proof of knowledge of the input in the random oracle model. This again
deviates from our original purpose of constructing proofs under falsifiable assumptions. Using the recent
results of [7J9], we can get such a proof of size ©(y/ng) with a constant number of rounds or ©(logng) with
a logarithmic number of rounds. In this case, it still interesting because this might improve (although it
depends on the circuit) the size of the total proof, from logn to logng + d, athough at the price of moving
to a pairing group.

In any case, we leave for future work to explore the possibilities of this mixed approaches. We now give the
technical details on how to add zero-knowledge to our argument for correct circuit evaluation, distinguishing
the two aforementioned situations.

Adding Zero-knowledge to Correct Evaluation of Middle Wires. This step is straightforward.
The argument is changed so that [L];,[R]2,[O]1 are not given in the clear, but instead the prover gives
GS commitments [27] to each of its components. For the quadratic argument, it gives a GS Proof that the
verification equation is satisfied, that is, for each 7 it proves in zk that the pairing product equation:

e([Lil1, [Ril2) — e([Oi]1, [1]2) = e([Hi]1,[T]2)

is satisfied, where [L;]1, [Ri]2, [Oi]1, [H;i]1 are hidden committed values.

For the linear argument, it suffices to give a GS proof of satisfiability of the the verification equation
in Fig. [3] In its most efficient instantiation, the verification equation in Fig. [3| consists of 2 pairing product
equations and hence the GS proof consists of 8 elements of each group.

An alternative, more efficient approach (which requires only 2|Gy| + 2|Gz| group elements) for the linear
argument proves that the vectors of committed elements are in a certain linear (bilateral) space. The idea is
quite simple but a little cumbersome, so we explain in Sect.

Adding this zero-knowledge layer in the intermediate wires is not too costly. The total size of the proof is
4d|Gq| 4 2d|Go| for the commitments to the wires, 4d|G1| + 4d|G2| for the GS proofs of quadratic equation,
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2|G1|+2|Gs| for the linear constraints part. Verification requires 26 pairings for each GS verification equation
and 2(ng + 3d + 4) for the linear proof. First, one can observe that in fact since the input is known in Z,,
the ng pairings can be replaced by exponentiations in Gp. Second, using the “bilinear batching” techniques
of [2§] this is reduced to 7d + 3d + 4. Finally, using traditional batching techniques [14], the cost of verifying
all the to GS equations can be reduced to d + 6, resulting in a total cost of 4d + 10 pairings (and O(ng + d)
exponentiations).

Hiding the input and output. Finally, we discuss how to use our results in a scenario where not only
the middle values of the wires should be hidden but also the input and the output. In this case the prover
commits to the input & using an extractable commitment (using one of the options described above). For
instance, ¢, can be just the concatenation of GS commitments to the inputs provided the prover submits
also a proof of knowledge of their opening (giving additional bitwise commitments and a proof that cg is
of the right form, a proof of knowledge in the ROM) or a commitment of knowledge under extractable
assumptions). In all these cases, ¢, can be written as [cz]1 = [E]ix + [V]1s (or, if it has components in
both source groups in G1, G5 in a similar way except that the matrices E and V will also have component
in different groups).

The only difference in this case is that in the first ng rows of M we replace the identity matrix by the
matrix E and we add columns of the form (E, 0).

The output is never given in the clear but the commitment to [Og4]; is a perfectly binding commitment
to it.

6.7 Zero Knowledge Argument of Linear Knowledge Transfer

Given [M]y, [N]y, [P it is straightforward to find matrices [M]y, [N]y, [P] such that

5 M, v [N,
. 1[O] 1[£]1 € Im Nl | | = [CL]Ec?hCih € Im NERE (17)
(R, - [R); [Pl lcrl2 — leg): Pl

where [cg]l = [(L1,0,Ls,0, ..., Lg,0)]; and [Cg]g = [(R1,0, R5,0, ..., Rq,0)]2 are commitments (with 0 ran-
domness) to the public constants and ew, for W € {L, R, O}, is the vector of commitments to W.
For instance,

0 00...0
0OA; 0...0 O UO...0
0 0U

00 0 0...A; 100...U

where U = (ul, ug) is the matrix whose columns are the commitment keys to elements of G; in the SXDH
instantiation of GS proofs. If s; € Zf, is the randomness of the GS commitment to O;, obviously,

Similar matrices N, P can be derived from N, P and the commitment key so that equation holds.
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A Security Definitions

A.1 Dual-mode commitments and Groth-Sahai proofs [26].

Groth-Sahai proofs allow to prove satisfiability of quadratic equations in bilinear groups in the non-interactive
setting. More precisely, Groth-Sahai proofs deal with equations of the form

my My mm,my
E ajy; + E bix; + E YijXi¥j =T,
j=1 i=1 ij=1

in which the set of variables is divided into two disjoint subsets X = {x1,...,Xm,} and Y = {y1,...,ym,},
and depending on the type of equation X,Y C Z, (quadratic equations in Z,), X C Z,,Y C G, (multi-
exponentiation equations in G,) for v € {1,2} or X C Gy and Y C G, (pairing product equations).

The scheme can be seen as a commit-and-prove scheme [I2], where in the first step the prover gives
commitments to the solutions, and in the second provides a proof that these commitments verify the corre-
sponding equation. In particular, the commitments used are dual-mode commitments, that is, commitments
that can be either perfectly binding or perfectly hiding, and we can move from one to the other with an
indistinguishable change of security game. More precisely, Groth-Sahai commitments to field elements z € Z,
and group elements [z]s € G are, respectively:

Com(z;w) = z [u], + wlu]s, Com([z]s; w1, wse) = [2} + wr[u1]s + walusls,

where [u], [u1]s, [us]s are vectors in G2 given in the commitment key, and their definitions depend on
whether we want the commitments to be perfectly binding or perfectly hiding.

Groth-Sahai proofs are sound, witness-indistinguishable and, in many cases, zero-knowledge. More pre-
cisely, the proof is always zero-knowledge for quadratic equations in Z, and multi-exponentiation equations,
and also for pairing product equations provided that ¢ = 1.

A.2 Quasi-Adaptive NIZK proofs

QANIZK proofs consider a language defined by a relation R,, which in turn is completely determined by
some parameter p sampled from a distribution Dy,. We say that Dy is witness samplable if there exists an
efficient algorithm that samples (p,w) from a distribution D" such that p is distributed according to D,
and membership of p in the parameter language Ly can be efficiently verified with w. While the Common
Reference String can be set based on p, the zero-knowledge simulator is required to be a single probabilistic
polynomial time algorithm that works for the whole collection of relations R g.

A tuple of algorithms (Ko, Ki,P,V) is called a QA-NIZK proof system for witness-relations Ry, =
{R,} pesup(D,,) With parameters sampled from a distribution Dy, over associated parameter language Lpar, if
there exists a probabilistic polynomial time simulator (S;,Ss3), such that for all non-uniform PPT adversaries
A1, Ay, A3 we have:

Quasi-Adaptive Completeness:

Pr [gk‘ — Ko(1Y); p <= Dy v < Ki(gk, p); (2, w) A1(gk,¢);] _
T P, z,w) : V¢, z,m) =1if R,(z,w) o

Computational Quasi-Adaptive Soundness:

r[gk%Ko(lx);p%ng;wHK1(gk,,0); ] ~0
(z,7) « Aa(gk,¢) : V(¥,z,7) = 1 and =(3w : Ry(z,w))| =~
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Perfect Quasi-Adaptive Zero-Knowledge:

Pr(gk < Ko(1*); p < Dyi; b + Ki(gk, p) : Ag(w"")(gk,w) =1]=
Prlgk < Ko(1%); p 4= Dyi (,7) = Su(gk, p) + A3V 7 (gh, ) = 1]

where
— P(%,-,-) emulates the actual prover. It takes input (z,w) and outputs a proof = if (z,w) € R,.
Otherwise, it outputs L.
— S(#,T,-,) is an oracle that takes input (z,w). It outputs a simulated proof Sq (¢, 7, z) if (z,w) € R,
and L if (z,w) ¢ R,.

Note that 1 is the CRS in the above definitions. We assume that ¢ contains an encoding of p, which is thus
available to V.

In this work algorithm K, always samples the group key for an asymmetric bilinear group. For this reason
we will always omit K.

B An Example

We illustrate how our encoding for circuit satisfiability which divides the linear constraints into different
levels works.

Ezample 1. ¢ : Ly — Ly, (w1, T2, 03, 4) = (((#1+222) (23+24)) (3+422)) ((x2 +x4)x1). If we set Co j = x5,
j=1,2,3,4, then C(z1,22,23,24) = c and C; ; is a valid assignment of the jth multiplication gate at level
1 if and only if the following equations are satisfied:

— Level 1: @« C1y = A11B11 A1 = (Co1 +2Co2), Big = (Coz + Co.a) o (1o =A12B12, A12 =
(Co2+Co4), Bi1=0Coa.

— Level 2: o C211 = A271B211, Ag’l = 01’1 B211 = (3 + 4C072).

— Level 3: o 03,1 = A371B371, A371 = 0271, B371 = 0172.

— Correct output: C3 1 = y.

The Lagrangian Pedersen commitments for each level and each side are defined as:

— Level 1: @ Ly = (Cop1 +2Co2)A1 + (Co2 + Coa)Na  © Ry = (Cos+ Coa)ri + Co1)e.
— Level 2: @ Ly = Cy 1\ o Ry =4C) 2.
— Level 3: L3 = Cy1); o R3=C] 2,

and the affine term (ﬁl,Rl, Lo, Ry, Ls, Rg) =(0,0,0,3)X1,0,0). In matrix form,

Co.1 1000000

Co 00100000/, 0
0.3 00 10000 01 0
Co.4 00 01000]]|©

Ly M2\ 0 X 0 0 0 | |03 0
Rl =2 0 xma 000 @] T]0
Lo 00 00XNO00O0][][] 0
R, 04\ 0000 0] |52 A
Ls 00 00 0NGO/[ \2 0
Rs 00 0000DN

w
w



C Boolean Circuits

For boolean circuits, we let R be a relation generator which on input 1* outputs a family of polynomial time
decidable relations Rp = {Ry : ¢ € $}, where,

— for some N, @ is the set of all boolean circuits such that the total number of inputs plus gates is at most
N,
- qu = {(¢7 (mpubvmsec)a y) : (b(wpuba xsec) = y}

Further, the associated language is L4 = {(¢, Zpub, Y) : ITsec, (Tpub, Tsec, Y) € Re}. The circuit ¢ computes
a function {0,1}™ — {0, 1}"/ for some n,n’ € N. The gates of ¢ are arbitrary fan-in two gates. Again, the
statement is u = (@, Tpup, y) and the witness is w = (Lse.) or any information which can be efficiently
computed from (u,w).

C.1 Preliminaries on Boolean Circuits

We extend our results to any boolean circuit ¢ : {0,1}"™ — {0, 1}"/ with m multiplication gates and where
all the gates have fan-in two. The gates of ¢ can be of any type (excluding non-interesting or trivial gate
types).

We give two constructions which have different performance. The first one characterizes boolean gates as
quadratic operations on the input. The second one uses the gate linearization approach of [10], which observe
that if the left, right and output wire a, b, ¢ of a certain gate are boolean, then correct gate evaluation can be
reduced to proving that a linear combination of the three wires is in {0,2}. Note that despite of the name,
“gate linearization” is still a quadratic condition, as z € {0, 2} is equivalent to saying that x is the solution
to a quadratic equation. The first characterization is closer to a a Quadratic Span Program, while the second
one is closer to Square Span programs.

We list below the 10 gate types allowed for the circuit ¢, along with both characterizations. The list of
gates is taken from [I0], which observe that the last remaining 6 gate types depend mostly on one input and
are not used often.

— AND(a,b,¢): 1) ab=1¢, 2) a+b—2c € {0,1}.

— NAND(a,b,¢): 1) 1 —ab=v¢, 2) a+b—2(1 —c¢) € {0,1}.

— OR(a,b,c): 1) 1—(1—-a)(1-b)=¢,2) (1—a)+(1-0)—2(1 —¢) € {0,1}.

— NOR(a,b,¢): 1) (1 —a)(1—b) =¢, 2) (1 —a)+ (1 —b) —2¢ € {0,1}.

— XOR(a, b,¢): 1) b(1 — a)+a(1—b)—c 2)a+b+ce{0,2}.

— XNOR(a,b,¢): 1) 1 —a(l=b)—=b(l—a)=¢,2) a+b+ (1 —c) €{0,2}.

— Gi(a,b,c)=(c=aAb):1)(1—a)b=¢c 2) (1—a)+b—2ce {0,1}.

— Gy(a,b,¢) =(c=aAnb):1)1—-(1—-a)b=c¢2) (1—a)+b—2(1—-c)ec{0,1}.
— Gs(a,b,c) = (c= a/\b) 1) a(l—b)=c¢,2) a+ (1 —5b) —2c e {0,1}.

— Gy(a,b,c) =(c=anb): 1)1 —-a(l-b)=c, 2)a+(1-b)—2(1-c)ec{0,1}.

From each one of the two characterizations, we derive a lemma which expresses boolean circuit satisfi-
ability in terms of different sets of equations. The first one uses the expression of boolean gates in terms
of quadratic equations. The constants f; ;, g; ; establish consistency of the wires and the constants oy, 3;, v;
depend on the type of gate and make sure that the right gate is evaluated.

Lemma 11. Let ¢ : {0,1}" — {0,1}", be a circuit with m boolean gates. There exist

a) variables A;, B;,Ci, i=1,...,n+m,
b) constants fi j,g:; € {0,1},i=1,...,n4+m,j=1,...,n+m,
¢) constants Bi,7vi,€; € {0,1}, i=n+1,...,n+m,

such that, for every (v1,...,x,) € Zy, if we set Cj = xj, for all j =1,...,n, then ¢(x) =y and Apnyi, By
and Cy4; are evaluated to the left, mght and output of the ith gate if and only if the following equations are
satisfied:
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1. (Boolean input) For each i =1,...,n,
A;B;, — C; =0. (18)

2. (Correct Gate Fvaluation) For eachi=n+1,...,n+m,
Ci=A;B; + BiAi +7iBi + €. (19)
3. (Affine constraints) For eachi=1,...,n+m,

n+m n+m

A= Z fi,joj B; = Z gi,jcj-
j=1 j=1

4. (Correct Output) For all j =1,....,n, Cptm—n'+j = Yj-

Proof. For i = 1,...,n, the constraints f; ;,¢;; should be defined as 0 if ¢ # j and 1 otherwise. Then, for
any a, b, c satisfying the constraints, a; = ¢; and b; = ¢;, and the equation expresses the fact that the input
is boolean, as a;b; — ¢; = cf — ¢; is satisfied if and only if ¢; € {0,1}.

On the other hand, the circuit ¢ specifies, for the ith circuit gate, a pair of indexes jr,, jg which indicate
the left and right wire, and also a type of gate. That is, from the quadratic expression for boolean circuit
satisfiability, correct evaluation of this gate is expressed as:

Chyi = CjLCjRai + CjLﬁi + CjR’A)/i + €5,

for some constants «, 5;,4;, €; which depend on the gate type and such that «; € {£1}. This can be rewritten
as:

Crti = Cjp (Cipaq) + Cj, Bi + (Chrai) (i) + €, (20)

where we use the fact that a? = a;. For i = n+1,...,n + m, we define the constant f; ; and g; ; to be 0
everywhere except for f; ;, =1 and g; j,, = ;. Therefore, A; = Zyi{n fi;C; =C;,., By = Zyi{" 9i,;C; =
Cjra; and equation [21) can be rewritten as:

Ci; = AiB; + A;B; + By + €, (21)

where 7; = ;%;. Obviously, this implies that if C; = x;, and the linear constraints are satisfied, then the rest
of the output wires are also consistent with this definition. Together with the conditions which guarantee
that the input is boolean, we conclude that, for j = n+m—n'+1,...,n+m, C; is the output corresponding
to this input. Therefore, if these values are consistent with y, we can conclude that ¢(x) = y.

For succintness, we will express all the quadratic equations (boolean input and correct gate evaluation)
as a divisibility relation with the usual polynomial aggregation technique.

Lemma 12. Let R C Zj, be a set of cardinal n+m and let \;(X) be the associated Lagrangian polynomials
and t(X) the polynomial whose roots are the elements of R. Let ¢ : {0,1}"™ — {0, 1}"/, be any circuit with m
boolean gates. There exist some unique polynomials ur, (X),ur(X),uo(X) of degree at most n+m — 1 which
are efficiently computable from the circuit description and such that for any tuple (a,b,c) € (Z;}"’m)?’, if

n+m m n+m
(X)) =) ah(X),  r(X)=)_bNX),  o(X)= ) ehi(X),
i=1 i=1 =1

it holds that (a,b, c) satisfy equations (1§) and (19) if and only if t(X) divides p(X), where

p(X) = £(X)r(X) + £(X)ur(X) + r(X)ur(X) + uo(X) — o(X).
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Proof. The proof is a direct consequence of Lemma Indeed, fori =1, ..., n, it suffices to define uy,(r;) = 0,
ur(r;) = 0 and wug(r;) = 0. Therefore,

p(ri) = L(ry)r(ri) — o(ri) = aib; — ¢;.

On the other hand, for i = n + 1,...,n + m, it suffices to define ur(X),ur(X),uo(X) to take the values
ur(r;) = Bi, ur(ri) = v and uo(r;) = €;. Therefore, p(r;) = a;b; + a;B; + biyi + €; — ¢;.

These two facts together prove that if equations and are satisfied then p(X) is divisible by #(X),
since it is 0 in all of its roots.

Finally, the polynomials ur,(X),ur(X),uo(X) can be efficiently computed from the circuit description,
as they depend only on n, m and the type of each gate.

We now state a similar lemma which uses the other characterization of correct gate evaluation.
Lemma 13. Let ¢ : {0,1}" — {0,1}", be a boolean circuit with m gates. There exist

a) variables C;, i=1,...,n+m
b) wvariables D;, i =1,...,m,
c) constants fi, fi; €Ly, i=1,...,m, j=1,1,...,n+m

such that, for every (z1,...,x,) € Ly, if we set C; =2z, for all j =1,...,n, then d(x) =y and Cypy; is
evaluated to the two times the output of the ith gate if and only if the following equations are satisfied:

1. (Boolean wires) For each i =1,...,n+m,
(C; —1)? =1.
2. (Correct evaluation of gates) For each i =1,...,m,
(D; —1)*> =1 =0.

3. (Affine constraints)

n+m

D; = fi + Z fi5C5-
=1

4. (Correct Output) For all j =1,...,1n/, Cpim—nrtj = 2y;.

Proof. The lemma is a direct characterization of gate linearization. Multiplying by two when necessary, write
all gate linearization constraints as proving that a linear combination of a,b,c is in {0,2}. The constants
fi, fi,; should be defined as encoding the gate linearization constraint. For instance, if the ith gate is a NAND
gate which takes as left and right input the wires C;, , C;, and outputs Cj,, D; = 2C;, +2C}, +2C;, — 4,

Le. fi =—4, fij, = fijrn = fijo =2.

C.2 Circuit Slicing for Boolean Circuits

We partition the set of gates G of a given circuit ¢ into d different subsets G1,...,G4. The subset G; consists
of all the gates at level ¢, that is, each gate in G;, takes as input a left wire wy, and a right wire wgr and both
wires have been obtained from the input wires by evaluating at most i« — 1 gates and at least one of wy, or
wpg is the result of evaluating exactly i — 1 gates. Let n; be the cardinal of the gates at level i. We assume
gates at each level are ordered in some way and they are denoted as G, 1,...,Gjp,-

We encode boolean circuit satisfiability as d sets of equations in a very similar way as we did for the
arithmetic case. For each level 4, define variables C; ;, 7 = 1,...,n;. The equations will be defined so that
each of these variables encodes the output of gate j at level i. The gate G; ; will be correctly evaluated if

Cij = Gij(Aij, Bij),
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where A; ; = Ci, ¢, and B;; = Ci, ¢, for some indexes 0 < kr,kr < i, {1, € {1,...,ni,} and {r €
{1,...,n%,}, which depend on ¢, and which are specified by the circuit description. That is, the left wire
of G; ; should be evaluated to the output of the £;, gate at level k, and the right wire to the output of the
{r gate at level kr. The following lemma is obvious from this discussion and the expression of boolean gates
as a quadratic equation.

Lemma 14. Let ¢ : {0,1}" — {0,1}"4, be a circuit of multiplicative depth d with n; gates at level i. There
exist

a) variables C;;, 1 =0,...,d, j=1,...,n,

b) variables A; j,B;j, i=1,...,d,j=1,...,n

¢) constants fi jre,Gijee € {01}, i=1,...,d, k=0,...,i—1,j=1,...,n;, L =1,... 0y,

d) constants B3; j, Vi, €ij,0i; € {0,1}, i =1,...,d, j =1,...,n;, which depend on the gate type:

such that, for every (zi,...,xn,) € Zy°, if we set Co; = x;, for all j = 1,...,n9, then € {0,1}"°,

o(x) =y, and A; j, B;; and C;; are evaluated to the output of the jth gate at level i if and only if the
following equations are satisfied:

1. (Quadratic constraints). For eachi=1,...,d, forallj=1,...,n;,
Cij = Ai;Bij+ AijBij+ Bijvij+ €ij; (22)

where
1—1 ng

AiJ = Z Z f@ﬁk’gckl and (23)
k=0 ¢=1
1—1 Nk
B; ;= Z Zgi,j,k,fck,é- (24)
k=0 £=1
2. (Correct Output) For all j =1,...,nq, Cq; = y;.

We note that for each 7, j the constants f; ;¢ are zero everywhere except for f; ;. ¢, =1 and g; ;¢ also
except for g; j kp.en € {£1}.

C.3 First NIZK Argument in the Generic Group Model

From the first characterization of boolean circuits, given in Lemma and Lemma [I2] we can construct
a SNARK with the same universal and updatability properties discussed before. This characterization also
separates quadratic and linear constraints in such a way that the quadratic constraints are universal.

To ease readability, we omit the algorithms of the scheme which only refer to updates and verification of
the common reference string, as well as the description of the proofs of correctness and update trapdoors,
which are the same as in the argument for arithmetic circuit satisfiability of Sect.

More formally, we let R be a relation generator which on input 1* outputs a family of polynomial time
decidable relations Ry = {Ry : ¢ € $}, where,

— for some N, @ is the set of all boolean circuits such that if the number of inputs is n, the number of
gates is m, then m +n < N,

- R¢ = {(¢> (mpuln iL’sec), y) : ¢(wpuba wsec) = y}

Further, the associated language is L4 = {(¢, Zpup, Y) : ITsec, (Tpub, Tsec, Y) € Ry} The circuit ¢ computes
a function {0,1}" — {0,1}" for some n,n’ € N. The gates of ¢ are arbitrary (non-trivial) fan-in two gates.

Setup(Rg): This algorithm samples s <— Z; and publishes

Zo = (gk, {Ni(9)]2biy, {IsT1 2, [H(9)]12)

where \;(X) are the Lagrangian polynomials associated to some set R = {ri,...,rn} C Zp. The
simulation trapdoor is 75 = s.
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Drv.Setup(¢, npup, Zp): On input a circuit ¢ : Loy — Z” with m multiplication gates, n,,, < n public inputs
and such that n +m < N and Xg, this algorlthm computes ([Q]1, [go]1) € G ™ F3 x G, defined as:

Aps, 0 Ay 0 0 0
_ Apub Aid Aopt t(S) 0 0
Q B Vpub Vmid 0 0 t(S) 0 ’ (25)
Wpub Wmid 0 0 0 t(S)

where Apub = (/\1( ) )‘Wpub( )) Amia = (Anpub-‘rl(s)’ R >\n+m—n/(5))7 AOPt = (>\n+m—n’+1(5)7 EERE) /\n+m(5))7
Vpub = (’01(8) vnpub( )) mid = (Unpub+1(s)v ce 7Un+mfn’(3))7wpub = (wl(s)a ceey Wnyy, (8))7 W inia =
(Wnyp41(5), - - wner,n( )), and the sets of polynomials V = {v;(X)}/ "W = {w;(X)}4™ are

the ones associated to the circuit, which satisfy that v;(r;) = f;;, w;(r;) = g;; for the constants of
Lemma It samples k < Zj and publishes o45in = ([Q"k]1,[k]2). It outputs the final common
reference string:

oy = (Y, [Ql1; [ur(s)]2, [ur(s)]1, [uo(s)]T, &, Mpubs T lin)-

Prove(, 04, (Tpub, Tsec, ¥)): From (Zpup, Tsec, y) the prover generates a (redundant) satisfiability witness
(a, b, c) which satisfies the constraints of Lemma [12]
1. Sample 01, 62, d3 < Z, and commit to a, b, c a witness for satisfiability as:

n+m n+m
Oh =Y cl(@h + i)l [Lh= Z ai[Ai(s)l1 + da[t(s)la
i=1
n+m

By = 3 (o)l + &l v (1,2

2. Let
n+m n+m
(X)) = ( > ai)\i(X)Jr(;zt(X)) ( > bidi(X) + 65t(X ))
i=n+1 i=n+1

n+m

o(X) = ( > ci)\i(X)+61t(X)> .
i=n+1

Let ur,(X), ur(X),uo(X) be the polynomials associated to ¢ as described in Lemma [T2] of degree at

most n +m — 1. Define

p(X) = {(X)r(X) + (X )ur(X) + r(X)ur(X) + uo(X) — o(X).

Compute the polynomial A(X) such that p(X) = h(X)#(X). Compute [H]; = [h(s)]; with the powers
{[s'1}¥5? given in Y.

3. Let [Opus)t = 2024 calhi()1+ 300 i cilhi(s))h. Define 27 = (Opus, O, L, R), and compute
a proof that [z]; is in the column span of Q as [r]; = (¢, ")[Q " k];. The output of the algorithm
is

II = ([L]1, [R]y, [R]2, [Ol1, [H]1, [7]1).
Vify((¢, Zpub, y), 0, IT): On input the proof IT = ([L]1, [R]1, [R]2, [O]1, [H]1, [x]1) for some instance (¢, Zpup, ¥),
output 1 if the following checks are successful and 0 otherwise:

L e([L]1, [Rl2) + e([L]y, [ur(s)l2) + elur(s)]s, [Rl2) + [uo(s)]r —e([Oh, [1]2) = e([H]y, [t(s)lz).

2. Compute [Opup]1 = S124" ci[Ni(s)]1 + S04 o a1 CilAi(8)]1, [2T]1 = [Opus, O, L, R]1 and verify if
e([m)1, [1]2) = e([z]1, [K]2).

3. e([R]1, [1]2) = e([1]1, [R]2).
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For zero-knowledge, the simulator works analogously as in the argument for arithmetic circuit satisfiability
of Sect. ol The proof of soundness is also analogous the same as in The proof of knowledge soundness is
the same as the matrix Q is the same except for the definition of the two last rows (which depend on the
polynomials defined by the affine constraint). The only point where the definition of Q comes into play is
the point in which one argues that q;(X)Tk(X) are linearly independent polynomials. In this case, this is
obvious as the second row Q are the Lagrangian polynomials evaluated at s. Lagrangian polynomials are
linearly independent, as one can see by the fact that there exists a set of evaluation points (the set R) such
that for each point in this set only one of the polynomials is non-zero. We conclude that for this matrix
Q, the QANIZK argument is also an argument of knowledge and it is possible to extract the coefficients
of p(X) from any generic adversary. On the other hand, if the adversary breaks soundness, ¢(X) does not
divide p(X) and the adversary has negligible probability of computing [H]; = [p(s)/t(s)]1.

Efficiency. The cost of the proof is (5, 1) as in the arithmetic case. Naive verification of the equations requires
to compute 11 pairings, but with batching the cost reduces to 6 pairings.

C.4 Second NIZK Argument in the Generic Group Model

We now give an alternative construction base on the second characterization of boolean circuits, inspired
on the “Square Span Program” construction of [10]. In this subsection, we construct a SNARK for proving
satisfiability of any circuit on n inputs and m boolean gates such that n +2m < N.

That is, in this case we let R be a relation generator which on input 1* outputs a family of polynomial
time decidable relations Rp = {Ry : ¢ € @}, where,

— for some N, @ is the set of all boolean circuits such that if the number of inputs is n, the number of
gates is m, then m + 2n < N,

- R¢ = {((!I)a (wpubz wsec)7 y) : ¢(wpuba wsec) = y}

Further, the associated language is L4 = {(¢, Tpub, ¥) : ITsec, (Tpubs Tsee, Y) € Ry} The circuit ¢ computes
a function {0,1}" — {0,1}" for some n,n’ € N. The gates of ¢ are arbitrary (non-trivial) fan-in two gates.

Setup(Rg): This algorithm samples s < Z; and publishes

Zo = (gk, {Ni(9)]2biy, {IsT12 3, [H(9)]12)

where A;(X) are the Lagrangian polynomials associated to some set R = {ri,...,rn} C Z,. The
simulation trapdoor is 75 = s.

Drv.Setup(¢, npup, Y¢): On input a circuit ¢ : Zj — Zgl with m multiplication gates, 1, < n public inputs
and such that n +m < N and X, this algorithm computes ([Q]1, [qo]1) € G322 x G3, defined as:

Apub 0 Aopt 0 0 0
Q = Apub Arid Aopt t(S) 0 ) qo = 0 5 (26)
Vpub Vinia 0 0 £(s) vo($)

where Apup = (A1(8), -5 Aoy (8))s Anid = My +1(5), -+ s Anpm—nr (8)), Aopt = (Agm—nr+1(8), -+ s A (8)),
Vous = (01(8), -+ Vn,,(5)), Vimia = (Vnyup+1(8)s -+, Ungm—n’(8)), and the set of polynomials V =
{v;(X)}4™ is the one which satisfies vo(r;) = fi, vj(r;) = fi, for the constants of Lemma It
samples k < Z3 and publishes o4 in = ([Q K], [k]2). It outputs the final common reference string:

0 = (Xs,[Ql1, [q0]1, D, Npub, T lin)-

Prove(¢, 04, (Xpub, Tsec, ¥)): From (Tpup, Tsec, y) the prover generates a satisfiability witness (e, d) which
satisfies the constraints of Lemma I3l
1. Commit to (¢,d) in Gy and Gy as [O]12 = 307" cilNi(8)]1+ 3y dilAgmri(8)]1 +0[t(8)]1, 6 = Zy.
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2. Define

n+m 2
:(Z i ZdA,ﬁmﬂ )+ 0t(X) — 1) —1.
i=1 i=1
Compute the polynomial h(X) such that p(X) = h(X)t(X) and [H]; = [h(s)]1 with the powers
{[s1}¥, given in Xg.
3. Let [Opunlt = 021" cilhi(s)l1 + 300 s Gilhi(8)]1.
Define z" = (Opus, O, O), and compute a proof that [z]; is in the column span of Q as [r]; =
(c",d",87)[QTk];. The output of the algorithm is

11 = ([Ol1, [Ola, [H]1, [7]1).

Vify((¢, Zpub, ), 0, IT): On input the proof IT = ([0]y, [Ola, [H]1, [7]1) for some instance (¢, Zpup, ¥), output
1 if the following checks are successful and O otherwise:
L ¢([Oh — [1]2,[O]2 — [l]z) — {17 = e([H]y, [t(s)]2)
2. Compute [Opup]1 = Z?”’i" cilNi(s )1 + Zl et —n/+1 C cihi(9)]1, 2T = [Opub, O, 0]1 and verify if
e([r]1, [1]2) = e([z ]y, [K]2).
3. €([O]1, [1]2) = e([1]1,[O]2)-

Efficiency. The cost of the proof is (3,1) as in the square span program construction of [10], but our scheme
has the updatable and universal properties discussed before. Naive verification of the equations requires to
compute 8 pairings, but with batching the cost reduces to 4 pairings, by grouping together all terms of the
form e([O]1, ) and all terms of the form e([1]q, ).

C.5 A New Argument based on Weaker Assumptions

From Lemma we can design an argument for boolean circuit satisfiability based on weaker assumptions,
similar as in Sect. [} The argument is based on a quadratic and a linear “knowledge transfer” subarguments.
The linear argument is identical to the arithmetic case.

For the quadratic argument, now the prover needs to show (aggregating the proof at each level i for
j =1,...,n;) that the quadratic equations C; ; = A; ;B; ; + A; ;8i; + Bijvi; + €,; are satisfied, whereas
before the equations were Cj; = A;;B;;. The technique to aggregate them, inspired by the quadratic span
programs of [16] as well as the proof, follows exactly the same steps. Security also reduces to the (R, m)-
Rational Strong Diffie-Hellman Assumption, where m = max;—o,.._qn;.

Indeed, the verification equation of the quadratic argument is adapted to the new equation type. For
each level i = 1,...,d, given commitments [L;]1, [R:]2,[O;]1, and some value [H;]; the quadratic argument
checks if

e([Lilx, [Ril2) + e([Lil1, [ur,i(s)]2) + e([ur,i(s)]1, [Ril2) + e([uo,i(s)]1, [1]2) — e([O4]1, [1]2) = e([H]1, [T]2),

where up, ;(X),ur,(X),uo(X) are the polynomials associated to the gate constants at level i. To prove
soundness, given an opening of [L;]; and [R;]o which is not consistent with [0;], it suffices to compute
[O']1,[H']1 consistent with these openings and subtract the two verification equations to find a solution to
the (R, m)-Rational Strong Diffie-Hellman Assumption.

Zero-Knowledge . The argument can be made zero-knowledge for the middle wires by proving with the GS
proof system that the argument for correct circuit evaluation is satisfied, as discussed in Sect. for the
arithmetic case. The input can also be hidden provided it is encrypted with an extractable commitment. In
the boolean case this can be done in a relatively efficient way under falsifiable assumptions. In particular,
a GS commitment to a boolean value is extractable. The cost of giving the committed inputs and a proof
that they open to {0,1} using the GS proof system is (6ng,6ng) group elements and can be reduced to
(2np+10,10) group elements under standard assumptions using the results of [20], but at the price of having
a common reference string quadratic in ng and to (2ng+4, 6) under a non-standard (falsifiable) g-assumption
using the results of [I1].
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