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Abstract. At EUROCRYPT 2020, Hosoyamada and Sasaki proposed
the first dedicated quantum attack on hash functions — a quantum ver-
sion of the rebound attack exploiting differentials whose probabilities are
too low to be useful in the classical setting. This work opens up a new per-
spective toward the security of hash functions against quantum attacks.
In particular, it tells us that the search for differentials should not stop
at the classical birthday bound. Despite these interesting and promising
implications, the concrete attacks described by Hosoyamada and Sasaki
make use of large quantum random access memories (qRAMs), a resource
whose availability in the foreseeable future is controversial even in the
quantum computation community. Without large qRAMs, these attacks
incur significant increases in time complexities. In this work, we reduce or
even avoid the use of qRAMs by performing a quantum rebound attack
based on differentials with non-full-active super S-boxes. Along the way,
an MILP-based method is proposed to systematically explore the search
space of useful truncated differentials with respect to rebound attacks. As
a result, we obtain improved attacks on AES-MMO, AES-MP, and the first
classical collision attacks on 4- and 5-round Grøstl-512. Interestingly,
the use of non-full-active super S-box differentials in the analysis of AES-
MMO gives rise to new difficulties in collecting enough starting points. To
overcome this issue, we consider attacks involving two message blocks to
gain more degrees of freedom, and we successfully compress the qRAM
demand of the collision attacks on AES-MMO and AES-MP (EUROCRYPT
2020) from 248 to a range from 216 to 0, while still maintaining a com-
parable time complexity. To the best of our knowledge, these are the
first dedicated quantum attacks on hash functions that slightly outper-
form Chailloux, Naya-Plasencia, and Schrottenloher’s generic quantum
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collision attack (ASIACRYPT 2017) in a model where large qRAMs are
not available. This work demonstrates again how a clever combination of
classical cryptanalytic technique and quantum computation leads to im-
proved attacks, and shows that the direction pointed out by Hosoyamada
and Sasaki deserves further investigation.

Keywords: Quantum computation · qRAM · Collision attacks · Re-
bound attacks · AES-like hashing · MILP

1 Introduction

Shor’s seminal work [44] showed that a sufficiently large quantum computer
allows to factor numbers and compute discrete logarithms in polynomial time,
which can be devastating to many public-key schemes in use today. To prepare for
the future, the public-key cryptography community and standardization bodies
have put substantial effort in the research of post-quantum public-key cryptog-
raphy. In particular, NIST has initiated a process to solicit, evaluate, and stan-
dardize one or more quantum-resistant public-key cryptographic algorithms [41].
In contrast, the research on how quantum computation would change the land-
scape of the security of symmetric-key cryptography seems to be less active. For
almost twenty years, it was generally believed that the quadratic speedup in
an exhaustive search attack due to Grover’s algorithm [16] is the only advan-
tage an attacker equipped with a quantum computer would have when attacking
symmetric-key ciphers, and thus doubling the key length addresses the concern.

This naive view started to change with the initial work of Kuwakado and
Morii, who showed that the classically provable secure Even-Mansour cipher and
the three-round Feistel network can be broken in polynomial time with the help
of a quantum computer [28,29]. Several years later, more generic constructions
were broken [25,32]. Almost all these attacks enjoying exponential speedups rely
on Simon’s algorithm [45] to find a key-dependent hidden period, where accesses
to the quantum superposition oracle of the keyed primitives are necessary. This is
a quite strong requirement, and sometimes its practical relevance is questioned.
Therefore, attacks with higher complexities are still meaningful if they do not
need to make online queries to superposition oracles of keyed primitives [2,18].

When we apply quantum algorithms to keyless primitives, online queries are
not needed since all computations are public and can be done offline. Classical
algorithms find collisions of an n-bit ideal hash function with time complex-
ity O(2n/2). In the quantum setting, BHT algorithm [6] finds collisions with a
query complexity of O(2n/3) if an O(2n/3)-qubit quantum random access mem-
ory (qRAM) is available [6]. However, it is generally admitted that the difficulty
of fabricating large qRAMs is enormous [14,13], and thus quantum algorithms
(even with relatively higher time complexities) using less or no qRAMs are prefer-
able. Chailloux, Naya-Plasencia, and Schrottenloher first overcome the O(2n/2)
classical bound without using large qRAMS [7]. This algorithm has a time com-
plexity of O(22n/5), with quantum memory of O(n) and a classical memory of
O(2n/5). Also, quantum algorithms for the generalized birthday problem (or
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the k-XOR problem) in settings with or without large qRAMs can be found
in [15,39].

The above mentioned attacks on hash functions are generic in the sense that
they do not exploit any internal characteristics of the targets. In fact, before
year 2020, no dedicated quantum attack is seen in the open literature, in stark
contrast to the line of cryptanalytic research targeting keyed primitives in the
quantum setting, where attempts to escalate dedicated attacks are plentiful (e.g.,
differential and linear attacks [26], impossible differential attacks [46], meet-in-
the-middle attacks [19,4], slide attacks [3,10], etc.). The first dedicated quantum
attack on hash functions was presented at EUROCRYPT 2020 by Hosoyamada
and Sasaki [20], showing that differentials whose probability is too low to be
useful in the classical setting may be exploited in quantum attacks. They applied
a quantum version of the rebound attack on AES-MMO and Whirlpool, and gave
the first quantum collision attack on AES-MMO.

Our Contribution. Motivated by the fact that the availability of large qRAMs
is controversial [13,14,1], we try to lower the qRAM requirements of Hosoyamada
and Sasaki’s attacks [20]. With the application of non-full-active super S-box
techniques [42], we can significantly reduce (or even avoid) the use of qRAMs.
Along the way, we propose an MILP-based method to systematically explore the
search space of useful differential trails with respect to rebound attacks, which
is of independent interest. With the help of this method, we find differentials
leading to improved attacks in both the classical and quantum settings. For
example, we present the first classical collision attacks on 4-round and 5-round
Grøstl-512, where the complexity of the 4-round attack is significantly better
than previously known best attacks on 3-round Grøstl-512. Also, we obtain
improved semi-free-start collision attacks on Grøstl-256.

In the analysis of AES-MMO and AES-MP, the differentials we find leading to non-
full-active super S-boxes for the inbound phase cannot generate enough starting
points to produce a collision due to the probabilistic nature of the outbound
phase of the attack. To overcome this difficulty, we consider two blocks of mes-
sages, execute rebound attacks on the second message block, and borrow degrees
of freedom from the first one. As a result, we successfully compress the qRAM
demand from 248 to a range from 216 to 0, while still maintaining a comparable
time complexity. Hosoyamada and Sasaki’s work [20] tells us that certain worth-
less truncated differential trails in the classical setting are exploitable in the
quantum setting. Our work further enlarges the space of quantumly exploitable
truncated differential trails by considering collisions produced by two-block mes-
sages, where trails unable to generate enough starting points during the inbound
phase of a single-block rebound collision attack are included. We believe this ob-
servation will inspire new attacks on hash functions in the quantum setting.
Moreover, in a model without large qRAMs, Hosoyamada and Sasaki’s attacks
are inferior to the generic attack by Chailloux, Naya-Plasencia, and Schrotten-
loher [7]:
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“However, in the setting that a small quantum computer of polynomial
size and exponential large classical memory is available, our rebound
attack is lower than the best attack by Chailloux et al. (see [20, Sect. 1.1,
Page 6])”

To the best of our knowledge, our work is the first dedicated quantum attack on
hash functions that slightly surpasses the generic quantum collision attack [7]
in a model where large qRAMs are not available. In the quantum time-space
scenario, our attacks also gain improvements. For example, the attack without
qRAM on 7-round AES-MMO needs a time complexity of 245.8. If we have S
quantum computers in parallel, we will find the collision with time 245.8/

√
S.

In the same setting, Hosoyamada and Sasaki [20]’s attack needs about 259.5/
√
S

time complexity. A summary of our attacks on AES-MMO, AES-MP, and Grøstl is
given in Table 1.

Organization. Section 2 gives a brief introduction of AES-like hashing, quan-
tum computation, and qRAMs. We describe the classical technique for collision
attacks on hash functions with the rebound technique, and show how to search
for useful truncated differential trails with non-full-active super S-boxes by MILP
with multiple objectives in Section 3. This is followed by Section 4, to Section 7,
which present our improved attacks on AES-MMO, AES-MP, and Grøstl. Section 8
concludes the paper.

2 Preliminaries

In this section, we give a brief introduction of AES-like hashing and quantum
computation, and familiarize the readers with the functionalities of quantum
random access memories (qRAMs).

2.1 AES-like Hashing

To be concrete, we first recall the round function of AES-128 [8]. It operates
on a 16-byte state arranged into a rectangular shape and contains four ma-
jor transformations as illustrated in Figure 1: SubBytes (SB), ShiftRows (SR),
MixColumns (MC), and AddRoundKey (AK). The parameters like the numbers of
rows and columns, the sizes of the cells, the order of the transformations, and
the roles played by the rows and columns can be altered by making compatible
changes to the operations involved to produce new designs, which are loosely
called as AES-like round functions. In this paper, we assume the MixColumns is
to multiply an MDS matrix to each column of the state.

By using (keyed) permutations with AES-like round functions in certain
hashing modes, compression functions (denoted as CF) can be constructed. For
example, the MD, MMO, and MP hashing modes [35, Section 9.4] are illustrated in
Figure 2. Plugging such compression functions into the Merkle-Damg̊ard con-
struction [36,9], one arrives at AES-like hashings. Concrete designs include AES-
MMO, AES-MP, and Grøstl [11], which are the main targets of this work.
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Table 1: Classical and quantum collision attacks on AES-MMO, AES-MP, Grøstl.
Q-Model I and II are quantum settings with qRAM and without qRAM, respec-
tively.

Collision attacks on AES-MMO and AES-MP

Settings Attack Rounds Time c-Memory qRAM Source

Classic
Dedicated 5 256 24 0 [33]
Dedicated 6 256 232 0 [12,30]

Q-Model I

Dedicated 7 242.50 0 248 [20]
Dedicated 7 245.4 0 216 Section 4
Generic all 256 0 216 [6]
Generic all 242.66 0 242.66 [6]

Q-Model II
Dedicated 7 259.5 0 0 [20]
Dedicated 7 245.8 0 0 Section 5
Generic all 251.2 225.6 0 [7]

Collision attacks on Grøstl-512

Classic
Dedicated 3 2192 264 0 [43]
Dedicated 4 2128 264 0 Section 6
Dedicated 5 2240 264 0 Section 6

Q-Model I

Dedicated 4 288.4 0 216 Section 6
Dedicated 5 2200.4 0 216 Section 6
Generic all 2248 0 216 [6]
Generic all 2170.7 0 2170.7 [6]

Q-Model II
Dedicated 4 289.3 0 0 Section 6
Dedicated 5 2201.3 0 0 Section 6
Generic all 2205 2102.4 0 [7]

Semi-free-start collision attacks on Grøstl-256

Classic
Dedicated 6 2120 264 0 [43]
Dedicated 6 2112 264 0 Section 6

Q-Model II
Dedicated 6 292.8 0 0 Section 7
Generic 6 2102.4 251.2 0 [7]
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Fig. 1: The round function of AES
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Fig. 2: Common Hashing Modes

2.2 Quantum Computation and Quantum RAM

The states of an n-qubit quantum system can be described as unit vectors in
C2n under the orthonormal basis {|0 · · · 00〉 , |0 · · · 01〉 , · · · , |1 · · · 11〉}, alterna-
tively written as {|i〉 : 0 ≤ i < 2n}. Quantum algorithms are typically realized
by manipulating the state of an n-qubit system through a series of unitary
transformations and measurements, where all unitary transformations can be
implemented as a sequence of single-qubit and two-qubit transformations, which
are called quantum gates in the standard quantum circuit model [40]. The effi-
ciency of a quantum algorithm is quantified in terms of the amount of quantum
gates used.

Superposition Oracles for Classical Circuit. Given a Boolean function f :
Fn2 → F2. The superposition oracle of f is the unitary transformation Uf acting
on an (n+1)-qubit system sending a standard basis vector |x, y〉 to |x, y ⊕ f(x)〉,
where x ∈ Fn2 and y ∈ F2. As a linear operator, Uf acts on superposition states
as

Uf

∑
x∈Fn

2

ai |x〉 |0〉

 =
∑
x∈Fn

2

ai |x〉 |f(x)〉 . (1)

Note that Uf can be implemented efficiently in the quantum circuit model as long
as there is an efficient classical circuit that computes f . To build the quantum
circuit of Uf , we first construct an efficient reversible circuit of f and substitute
quantum gates for each of the reversible gates involved.

Grover’s Algorithm. Given a search space of 2n elements, say {x : x ∈ Fn2},
and a Boolean function or predicate f : Fn2 → F2, the best classical algorithm
with a black-box access to f requires about 2n evaluations of the black-box oracle
to identify x such that f(x) = 1 with probability one (For the sake of simplicity,
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we assume that there is only one such x). In the quantum setting, Grover’s
algorithm solves the same problem with about O(

√
2n) calls to a quantum oracle

Uf that outputs
∑
x ax |x〉 |y ⊕ f(x)〉 upon input of

∑
x ax |x〉 |y〉. Starting with

a uniform superposition

|ψ〉 =
1√
2n

∑
x∈Fn

2

|x〉 ,

by applying the Hadamard transformation H⊗n to |0〉⊗n. Then Grover’s algo-
rithm iteratively apply the unitary transformation (2 |ψ〉 〈ψ| − I)Uf to |ψ〉 such
that the amplitudes of those values x with f(x) = 1 are amplified. Then a final
measurement gives a value x of interest with an overwhelming probability [16].

One caveat here: complexity can be hidden in the complexity of constructing
the oracle circuit employed by Grover’s algorithm. The speedup of the search
would be illusory unless the oracle circuit can be implemented efficiently. There-
fore, it is important to have a clear view on what resources it takes to implement
the oracle. For example, a large qRAM is necessary if it requires a large qRAM
to implement the oracle efficiently.

Quantum Amplitude Amplification. Let P = |j0〉 〈j0| + · · · + |js−1〉 〈js−1|
be a projector with {|j0〉 , · · · , |js−1〉} ⊆ {|0〉 , · · · , |2n − 1〉}, and A be a unitary
operator such that A |0〉 = α |φP 〉+β |φ⊥P 〉, where P |φP〉 = |φP〉 and P |φ⊥P〉 = 0.
Then there exists a quantum algorithm that requires exclusively b π4θ −

1
2c calls

to UP , U†P , A, and A†, after a final measurement, to produce a quantum state
close to |ψP〉, where sin(θ) = |α|, and the effect of the unitary operator UP
on base vectors satisfying UP |x〉 |y〉 = |x〉 |y ⊕ 1〉 if |x〉 ∈ {|j0〉 , · · · , |js−1〉} and
UP |x〉 |y〉 = |x〉 |y〉 otherwise [5].

The quantum amplitude amplification can be regarded as a generalization of
Grover’s algorithm in which A is restricted to produce an equal superposition
of all basis vectors. Similarly, when analyzing the complexity of the quantum
amplitude amplification, we should take into account the complexities for imple-
menting UP and A.

Quantum Random Access Memories (qRAM). A quantum random access
memory (qRAM) is a quantum analogue of a classical random access memory
(RAM), which uses n-qubit to address any quantum superposition of 2n memory
cells. Given a list of classical data L = {x0, · · · , x2n−1} with xi ∈ Fm2 , the qRAM
for L is modeled as an unitary transformation ULqRAM such that

ULqRAM : |i〉Addr ⊗ |y〉Out 7→ |i〉Addr ⊗ |y ⊕ xi〉Out , (2)

where i ∈ Fn2 , y ∈ Fm2 , and |·〉Addr and |·〉Out may be regarded as the address and
output registers respectively. Therefore, we can access any quantum superposi-
tion of the data cells by using the corresponding superposition of addresses:

ULqRAM

(∑
i

ai |i〉 ⊗ |y〉

)
=
∑
i

ai |i〉 ⊗ |y ⊕ xi〉 . (3)
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For the time being, it is unknown how a working qRAM (at least for large
qRAMs) can be built. Nevertheless, this disappointing fact does not stop re-
searchers from working in a model where large qRAMs are available, in the
same spirit that people started to work on classical and quantum algorithms
long before a classical or quantum computer had been built. From another per-
spective, the absence of large qRAMs and the fact that a qRAM of size O(n)
can be simulated with a quantum circuit of size O(n) makes it quite meaningful
to conduct research in an attempt to reduce or even avoid the use of qRAM in
quantum algorithms.

3 MILP Models for the Rebound Attack

For the sake of concreteness, we restrict our discussion to collision attacks on AES-
MMO, which is standardized by Zigbee and used by many multi-party computation
protocols [17,27] due to its efficiency. Assume that there is a differential trail for
EK with probability p whose input and output differences share a common value
∆. Given around 1/p pairs of input messages with difference ∆, we expect one
pair (m,m⊕∆) follows this differential trail: EK(m)⊕EK(m⊕∆) = ∆. If this
is the case, the differences of the outputs of the MMO construction is

(m⊕ EK(m))⊕ (m⊕∆⊕ EK(m⊕∆)) = ∆⊕∆ = 0, (4)

that is, a collision. Since K is known in hash functions, it is possible to gen-
erate many data pairs which confirm to one particular segment (typically the
most difficult part) of the desired trail. Then these pairs are tested to find one
fulfilling the remaining part of the trail. This is the basic strategy employed
by the so-called rebound attack proposed by Mendel, Rechberger, Schläffer and
Thomsen [33,31].

In a rebound attack, the target primitive and thus the differential trail cov-
ering it is split into three parts. An inbound part is placed at the middle sur-
rounded by two outbound parts. By utilizing the degrees of freedom of the in-
bound part, many data pairs conforming to the differential of the inbound part
(named as inbound differential) can be constructed deterministically or with
a very high probability. Then these data pairs, named as starting points, are
propagated through the outbound parts to find pairs respecting the outbound
differential by chance. Among many improvements and extensions of the rebound
attacks [22,38,23,24], the super S-box technique [12,30] and the non-full-active
super S-box technique [42] are most relevant to our work.

3.1 The Full-Active and Non-Full-Active Super S-box Techniques

In the context of rebound attacks on AES-MMO, the super S-box technique en-
larges the inbound part by one more round than previous analysis by identifying
four non-interfering F32

2 → F32
2 permutations across two consecutive AES rounds

and regarding them as four super S-boxes. Initially, when using the super S-box
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technique for the inbound phase, researchers only considered differentials acti-
vating all cells of the super S-boxes, and we refer the reader to Figure 3 for an
example, where one of the four super S-boxes involved in the inbound phase
(surround by the dashed line) is highlighted. To generate starting points under
this configuration (full-active super S-box) with complexity one on average, one
has to store a table L∆in

whose entry L∆in
[∆out] at index ∆out contains the

pairs respecting the differential (∆in, ∆out) of the super S-box [12,30]. Since the
memory of L∆in is released after the analysis for one particular input difference
∆in is done, we only need the memory to store one copy of L∆in .
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W1

AK
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Fig. 3: The differential trail used in Hosoyamada and Sasaki’s quantum collision
attack on 7-round AES-MMO [20] with its inbound part and one of the super S-
boxes highlighted

In [42], Sasaki, Wang, Sakiyama, and Ohta found that by using differentials
with non-full active super S-boxes, the memory complexity of the inbound phase
can be significantly reduced. This is because typically data pairs compatible with
a given differential with a non-full-active super S-box can be built up progres-
sively by working on 8-bit values. We refer the reader to [42] for more details.
In what follows, we describe how to generate data pairs respecting a given dif-
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ferential with a non-full-active super S-box through a concrete example shown
in Figure 4. This is also a differential we actually used in our improved attacks
on AES-MMO.

A

SB

B C

MC

D

SB

Fig. 4: A differential with non-full-active super S-box

First, we precompute the differential distribution table DDT of the small S-box
in table T using Algorithm 1 and load it into random access memories. As shown
in Figure 4, given the truncated differential of the super S-box SSB = SB◦MC◦SB,
we can generate data pairs conforming to a given differential (∆A,∆D) for SSB
by enumerating (A[0], β) ∈ F11

2 with Algorithm 2. We remember an easy property
for MC when understanding Algorithm 2.

Property 1. MC · (X[0], X[1], X[2], X[3])T = (Y [0], Y [1], Y [2], Y [3])T can be used
to fully determine the remaining unknowns if any four of X[0], · · · , X[3], Y [0],
· · · , Y [3] are known.

Note that in Algorithm 2, there are 3 DDT accesses to determine a combination
of (A[2], C[1], C[2]), hence, we have 2× 2× 2 = 8 choices. Following the strategy
of Hosoyamada and Sasaki’s attack [20], we introduce an auxiliary 3-bit variable
β to specify which combination to choose among the 8 choices. The complexity
of Algorithm 2 includes 2+2 = 4 small S-boxes evaluations (Step 1 and Step 19)
and 3 DDT accesses (Step 6-8). Suppose the differential distribution of the S-box
is similar to that of the S-box of AES, i.e., 4-uniform. Therefore, it returns a pair
when accessing T with (δin, δout) ∈ F8

2 × F8
2 with probability of about 1

2 , and
returns empty also with probability of about 1

2 . Hence, Step 6-8 of Algorithm 2
act as a filter of 2−3. In addition, we have a filter of 2−8 in Step 19. Therefore,
by traversing the 11-bit (A[0], β), it is expected to return (28×23×2−3×2−8=)
1 pair which conforms the given input-output differences (∆A,∆D) of SSB. The
total complexity is 211 · 4 S-box evaluations and 211 · 3 DDT accesses.

We consider a more general scenario: a column state A with d c-bit cells is
mapped to D = SB ◦ MC ◦ SB(A), where SB is a parallel application of d c × c
small S-boxes and MC : Fd2c → Fd2c is a linear transformation with branch number
d + 1. Assume that a differential of the super S-box SSB = SB ◦ MC ◦ SB leads
to s non-active c× c S-boxes, and thus we have 2d− s small active S-boxes. To
generate a pair respecting a given differential (∆A,∆D) for the SSB, we perform
the following steps:

1. Guess d − s cells of (A,D) (the guessed positions must be selected within
the active cells of (A,D)).
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Algorithm 1: The differential distribution table of S with data pairs

1 Let T be an empty dictionary

2 for δIN ∈ F8
2 do

3 for x ∈ F8
2 do

4 x′ ← x⊕ δin, y ← S(x), y′ ← S(x′), δout ← y ⊕ y′
5 if x ≤ x′ then
6 Insert (x, x′, y, y′) into T[(δin, δout)]
7 end

8 end

9 end

10 return T

2. Compute the values of d − s cells of (B,C) from the guessed d − s cells of
(A,D). Compute the differences of d− s active cells of (∆B,∆C).

3. Combining with the s non-active cells of (∆B,∆C), we get (d− s) + s = d
cells with known differences among the input-output differences of MC. By
Property 1, we know all the differences in the truncated differential.

4. Since d − s cells of (B,C) have been determined, we need an additional s
cells to determine all other cells of (B,C) through MC. Therefore, we compute
another s cells through s DDT accesses. Here, similar to Algorithm 2, an s-bit
auxiliary variable β is needed to specify which combination to choose among
the 2s choices. In Algorithm 2, (s =)3-bit β is needed.

5. Combining with the d − s cells of (B,C) in Step 2 and s cells by accessing
DDT, we know d cells of (B,C). By Property 1, we derive the remaining d
cells.

6. Now, there are

(2d− s)︸ ︷︷ ︸
All active S-boxes

− (d− s)︸ ︷︷ ︸
Guessed

− s︸︷︷︸
Fixed by DDT

= d− s

unused active Sboxes, which are used as a 2−(d−s)c-bit filter. In Algorithm
2, it is a filter of 2−(d−s)c = 2−(4−3)×8 = 2−8. Once it passes the filter, we
obtain the full (A,D) and (A′, D′) conform to the differential of the SSB.

The complexity of the whole procedure is s DDT accesses and 4(d−s) S-boxes
evaluations (2(d − s) in step 2 and 2(d − s) in step 6). We have to repeat for
2(d−s)c × 2s times to traverse the initial guesses and s-bit auxiliary variable β
to find one pair on average, which need about 2(d−s)c+s · s DDT accesses and
2(d−s)c+s ·4(d−s) small S-box evaluations. Suppose one DDT access is equivalent
to one S-box evaluation, hence the total time complexity is in classical setting:

2(d−s)c+s · (s+ 4(d− s)) S-box evaluations. (5)

In quantum setting, we use Grover’s algorithm to accelerate the procedures with
time complexity (including uncomputing):

2 · π
4
·
√

2(d−s)c+s · (s+ 4(d− s)) S-box evaluations, (6)
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Algorithm 2: Generating data pairs for non-full-active super S-box

Input: The differential (∆A,∆D), A[0], and a 3-bit index β = (β0, β1, β2)
Output: Data A such that SSB(A)⊕ SSB(A⊕∆A) = ∆D

1 B[0] = S(A[0]), B′[0] = S(A[0]⊕∆A[0]), ∆B[0] = B[0]⊕B′[0]
2 /* Together with 3 non-active bytes in (∆B,∆C), 4 bytes of

differences are known in total. */

3 According to Property 1, we get ∆B[2] and ∆C[1, 2, 3]

4 /* Determine the pairs through accessing DDT */

5 /* We obtain values with probability of 2−3 */

6 (A[2], A′[2], B[2], B′[2])← T[(∆A[2],∆B[2])]
7 (C[1], C′[1], D[1], D′[1])← T[(∆C[1],∆D[1])]
8 (C[2], C′[2], D[2], D′[2])← T[(∆C[2],∆D[2])]

9 /* Pick combinations of (A[2], C[1], C[2]) by β: β0 ·∆A[2] = 0 if β0 = 0
and β0 ·∆A[2] = ∆A[2] if β0 = 1 */

10 A[2] = A[2]⊕ β0 ·∆A[2], A′[2] = A[2]⊕∆A[2];
11 B[2] = B[2]⊕ β0 ·∆B[2], B′[2] = B[2]⊕∆B[2];
12 C[1] = C[1]⊕ β1 ·∆C[1], C′[1] = C[1]⊕∆C[1];
13 D[1] = D[1]⊕ β1 ·∆D[1], D′[1] = D[1]⊕∆D[1];
14 C[2] = C[2]⊕ β2 ·∆C[2], C′[2] = C[2]⊕∆C[2];
15 D[2] = D[2]⊕ β2 ·∆D[2], D′[2] = D[2]⊕∆D[2].

16 /* B[0], B[2], C[1], and C[2] are known */

17 With Property 1, all the values of B and C are known

18 /* Among the 5 active S-boxes, only the S-box with (∆C[3],∆D[3]) is

not considered, which acts as a filter. */

19 if S(C[3])⊕ S(C[3]⊕∆C[3]) = ∆D[3] /* probability of 2−8 */

20 then
21 return A← SB−1(B) together with A⊕∆A
22 end

with 216 qRAM to store the DDT. We refer the readers to Section 4 and 5 to
find the detailed definitions and implementations of quantum oracles for the
application of Grover’s algorithm. From the Eq. (5) and (6), we see that the
dominating part is 2(d−s)c (in this paper, c = 8), hence, we will maximize s by
our MILP model in order to reduce the complexity to compute the non-full-active
super S-box.

3.2 Searching for Exploitable Differentials in Classical and
Quantum Attacks with MILP

We propose an MILP model with multiple optimization objectives whose solution
space captures the set of exploitable differentials with respect to rebound attacks
in both the classical and quantum settings. Let us now clarify the variables,
constraints, and objective functions.
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Variables and Constraints. For an R-round primitive, we first introduce an
integral variable l, which determines the inbound part from round l+1 to round
l + 2, and the outbound part with a backward chunk from round l to round 0
and a forward chunk from round l + 3 to round R− 1.

Then, we introduce a set of 0-1 variables xj for all cells of the states involved,
where xj = 1 if and only if the corresponding cell is differentially active. These
variables model the truncated differential trails of the target, and the constraints
imposed on them are the same as [37].

To capture the probability of the trails, we also introduce a set of 0-1 variables
ωj for each cell of the states right before (in the backward chunk) or after
(in the forward chunk) the MC operations. Concretely, in the backward chunk,
given MC with differentially active input-output cells, ωj = 1 if and only if the
corresponding input cell of the MC is differentially inactive. Similarly, in the
forward chunk, given MC with differentially active input-output cells, ωj = 1
if and only if the corresponding output cell of the MC is differentially inactive.
Therefore, the probability of the truncated differential trail for the outbound
phase can be calculated as 2−c·

∑
ωj , where c is the cell size in bits and the sum

of ωj is taken over the scope of the outbound part.

The Objective Functions. To minimize the time complexity of the outbound
phase (including the cancellation introduced by Eq. (4)), our first priority ob-
jective function is to minimize∑

Outbound

wj +
∑

Round 0

xj .

According to the discussion of Section 3.1, the complexity for analyzing one
super S-box is minimized when the number of inactive small S-boxes is maxi-
mized. Assuming we have h super S-boxes, let si (0 ≤ i < h) denote the number
of inactive small S-boxes in the corresponding super S-box. We set our second
priority objective function to maximize the minimal of {s0, s1, ..., sh−1}, i.e., the
objective function is

maximize : min {s0, s1, ..., sh−1}.

Note that this type of objective can be realized in MILP by maximizing λ with
the constraints λ ≤ sj for 0 ≤ j < h− 1.

Remark. Since in all of our attacks we have enough degrees of freedom potentially
borrowed from other message blocks, we do not care about the degrees of freedom
provided by the inbound differential.

4 Quantum Collision Attacks on 7-Round AES-MMO and
AES-MP with Low qRAM

Before we dive into the details of the attack with low qRAM, we would like to
give some high-level remarks on the difference between our attack and Hosoya-
mada and Sasaki’s attack [20]. The differentials used in [20] and our attack are
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presented in Figure 3 and Figure 5, respectively. We can see that both differ-
entials cover seven rounds of AES, and the probabilities of the segments of the
differentials covering the outbound phases are both 2−80 6. The main difference
appears in the inbound phases: The differential employed by Hosoyamada and
Sasaki (see Figure 3) activates all cells of the super S-boxes involved in the
inbound phase while the differential we used gives rise to non-full-active super
S-boxes. This discrepancy is the core reason for the reduction of the qRAM usage
and brings some technical difficulties preventing us from applying Hosoyamada
and Sasaki’s attack directly.
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Fig. 5: The differential trail used in our quantum collision attack on 7-round
AES-MMO

Since the differential probability of the outbound phase is 2−80, we have to
generate about 280 starting points to find a collision. If we follow Hosoyamada
and Sasaki’s strategy and try to produce a collision for h = CF(m, IV ) with one

6 In Figure 5, the differential transition from Z5 to W5 needs a two-byte condition,
whose probability is about 2−16. Eight-byte differences in ∆X1 and ∆W7 have to be
equal, which holds with probability 2−64 .
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m0 EK

IV h1

m1 EK h2

Fig. 6: The framework of the collision attacks with two message blocks

message block by a rebound attack based on the differential given in Figure 5,
we are doomed to fail due to an inherent shortage of enough starting points. Let
us look at the differential trail (see Figure 5) for the inbound part. There are
28×4 possibilities for ∆Z2 and 28×3 possibilities for ∆W4. Therefore, we expect
to have totally 28×4 × 28×3 = 256 < 280 starting points when the subkeys are
fixed by the IV . In contrast, Hosoyamada and Sasaki’s trail (see Figure 3) can
create as many as 28×8× 28×3 = 288 > 280 starting points that conforming with
the inbound differential.

To address this issue, we consider collisions produced by a pair of two-block
messages (m0,m1) and (m0,m

′
1) whose hash values are computed according to

Figure 6. The rebound attack happens at the second message block, and the
degrees of freedom for generating starting points is replenished by varying the
first message blockm0. To be more specific, we can generate about 224×256 = 280

starting points after go through 224 different m0’s, among which we expect to
find one starting point fulfilling the outbound differential and thus leading to a
collision.

4.1 A Low-qRAM Quantum Collision Attack on 7-round AES-MMO

Similar to [20], at the core of our attack is the application of Grover’s algorithm
to a search space where the interested elements are marked by an efficiently
computable Boolean function F . Now, let us proceed to define our F .

For the convenience of discussion, we call the instantiated input-output dif-
ference pair (∆in, ∆out) ∈ F32

2 ×F24
2 for (∆X3, ∆Y4) with regard to Figure 5 the

inbound differential. The goal of the inbound phase of a rebound attack is to
generate data pairs respecting the inbound differential. We define

F : F24
2 × F32

2 × F24
2 × F3

2 → F2 (7)

in a way such that F (m0, ∆in, ∆out, α) = 1 if and only if the starting point
computed with (m0, ∆in, ∆out) and indexed by α = (α0, α1, α2) ∈ F3

2 fulfills
the outbound differential.7 Note that we can set the search space of m0 to
be the most significant 24 bits, with its remaining bits set to 0. Therefore, if

7 Note that given (m0,∆in,∆out), we can derive the input-output differences for the
four SSB. If there exists one input-output pair for each SSB, there will be (2·2·2·2)/2 =
8 choices for starting points. Therefore, Hosoyamada and Sasaki [20] introduced a
3-bit α to specify which starting point to choose. We also adopt this strategy in our
definition of F .
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F (m0, ∆in, ∆out, α) = 1, we can produce two messages m1 and m′1 with the
help of Algorithm 2 such that

CF(m1, CF(m0, IV )) = CF(m′1, CF(m0, IV )),

where m1 and m′1 are obtained from the starting point indexed by α. Given
(m0, ∆in, ∆out, α), F (m0, ∆in, ∆out, α) can be computed in the classical world
by the following approach:

1. Compute h1 = CF(m0, IV ), which is treated as the master key for the second
block encryption.

2. Compute the differential (∆X
(i)
3 , ∆Y

(i)
4 ) for each super S-box SSB(i) (0 ≤

i < 4) from the inbound differential (∆in, ∆out). Note that the differential

trail for SSB(0) with input difference ∆X
(0)
3 and output difference ∆Y

(0)
4 is

highlighted in Figure 5.

3. Solve the non-full active super S-box SSB(0) to obtain X
(0)
3 such that

SSB(0)(X
(0)
3 ⊕∆X(0)

3 )⊕ SSB(0)(X
(0)
3 ) = ∆Y

(0)
4 .

If α0 = 0, pick min{X(0)
3 , X

(0)
3 ⊕∆X

(0)
3 } as the new value for X

(0)
3 . Else, pick

max{X(0)
3 , X

(0)
3 ⊕∆X

(0)
3 } as the new value for X

(0)
3 . Similarly, we obtain X

(1)
3 ,

X
(2)
3 . For the pair (X

(3)
3 , X

(3)
3 ⊕ ∆X(3)

3 ), we always pick the bigger one as

X
(3)
3 . We can build the starting point

X3 = (X
(0)
3 , X

(1)
3 , X

(2)
3 , X

(3)
3 )

according to the index α.
4. If the starting point (X3, X3⊕∆X3) obtained in step 3 respects the outbound

differential, F (m0, ∆in, ∆out, α) returns 1, otherwise it returns 0.

Therefore, by applying Grover’s search with the quantum oracle UF which
maps |m0, ∆in, ∆out, α〉 |y〉 to |m0, ∆in, ∆out, α〉 |y ⊕ F (m0, ∆in, ∆out, α)〉, we can

find a collision with around π
4 ·
√

283 queries. To estimate the overall complexity,
we need to be clear on the complexity incurred by UF .

4.2 Implementation of the Quantum Oracle UF

Similar to [20], we need some additional functions to implement UF . First, we

define G(i), which marks the values of one byte of X
(i)
3 and a 3-bit index β leading

to solutions (compatible data pairs) for the given differential (∆X
(i)
3 , ∆Y

(i)
4 )

of the super S-box SSB(i) and an initial message block m0 when Algorithm 2

or its variants are applied. For example, G(0)(m0, ∆X
(0)
3 , ∆Y

(0)
4 , X

(0)
3 [0], β) =

1 if and only if we pass the check in Step 19 of Algorithm 2 upon input of

(m0, ∆X
(0)
3 , ∆Y

(0)
4 , X

(0)
3 [0], β). Note that, since G(0) is just to mark the correct

11-bit (X
(i)
3 [0], β) for a given (m0, ∆X

(0)
3 , ∆Y

(0)
4 ), we can return G(0) = 1 once

it passes the check in Step 19 of Algorithm 2.
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Since the computation of G(i) in the classical setting uses the table T com-
puted by Algorithm 1, implementing a quantum oracle of G(i) requires qRAMs.
The implementation of the quantum oracle UG(0) of G(0) is presented in Algo-
rithm 3.

Algorithm 3: Implementation of UG(0)

Input: |m0,∆X
(0)
3 ,∆Y

(0)
4 ;X

(0)
3 [0], β〉 |y〉 with β = (β0, β1, β2) ∈ F3

2

Output: |m0,∆X
(0)
3 ,∆Y

(0)
4 ;X

(0)
3 [0], β〉 |y ⊕G(0)(m0,∆X

(0)
3 ,∆Y

(0)
4 ;X

(0)
3 [0], β)〉

1 Compute h1 = CF(m0, IV )

2 Apply the quantum circuit of Step 1-19 Algorithm 2 with input; /* Requires

216 qRAMSs */

3 if It passes the check in Step 19 of Algorithm 2 then

4 return |m0,∆X
(0)
3 ,∆Y

(0)
4 ;X

(0)
3 [0], β〉 |y ⊕ 1〉

5 else

6 return |m0,∆X
(0)
3 ,∆Y

(0)
4 ;X

(0)
3 [0], β〉 |y〉

7 end

For 0 ≤ i < 3, we use the function D(i) to compute the actual input-output
data pair respecting the differential of the super S-box SSB(i) with the knowledge

of one byte of X
(i)
3 [0] and β obtained by executing Grover search on G(i). D(i) is

just to replay a full version of Algorithm 2 and outputs min{X(i)
3 , X

(i)
3 ⊕∆X

(i)
3 }

upon input

(m0, ∆X
(i)
3 , ∆Y

(i)
4 , X

(i)
3 [0], β;αi = 0),

and outputs max{X(i)
3 , X

(i)
3 ⊕∆X

(i)
3 } upon input

(m0, ∆X
(i)
3 , ∆Y

(i)
4 , X

(i)
3 [0], β;αi = 1),

such that SSB(i)(X
(i)
3 ) ⊕ SSB(i)(X

(i)
3 ⊕ ∆X

(i)
3 ) = ∆Y

(i)
4 . In addition, D(3) is

defined differently. It always returns the smaller one of X
(3)
3 and X

(3)
3 ⊕∆X(3)

3

upon the input (m0, ∆X
(i)
3 , ∆Y

(i)
4 , X

(i)
3 [0], β), such that

SSB(3)(X
(3)
3 )⊕ SSB(3)(X

(3)
3 ⊕∆X(3)

3 ) = ∆Y
(3)
4 .

Finally, the oracle UF can be constructed by using UG(i) and the quantum circuits
of D(i) which is presented in Algorithm 4.

Complexity Analysis. To produce fair and comparable results, the assump-
tions made by Hosoyamada and Sasaki [20] are inherited in our complexity anal-
ysis:

• The complexity of the computation of 7-round AES is approximated by 16×7
+ 4× 7 = 140 S-box computations.
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Algorithm 4: Implementation of UF .

Input: |m0,∆in,∆out;α〉 |y〉, with α = (α0, α1, α2) ∈ F3
2

Output: |m0,∆in,∆out;α〉 |y ⊕ F (m0,∆in,∆out;α)〉

1 Compute h1 = CF(m0, IV ).

2 for i ∈ {0, 1, 2} do
3 Compute the corresponding differential ∆X

(i)
3 → ∆Y

(i)
4 for SSB(i) from

(∆in,∆out).

4 Run Grover search on the function G(i)(m0,∆X
(i)
3 ,∆Y

(i)
4 ; ·) : F11

2 → F2.

Let X
(i)
3 [0] ∈ F8

2 and β(i) ∈ F3
2 be the output.

5 Run D(i)(m0,∆X
(i)
3 ,∆Y

(i)
4 , X

(i)
3 [0], β(i), αi). Let X

(i)
3 be the output.

6 end

7 Compute the corresponding differential ∆X
(3)
3 → ∆Y

(3)
4 for SSB(3) from

(∆in,∆out).

8 Run Grover search on the function G(3)(m0,∆X
(0)
3 ,∆Y

(3)
4 ; ·) : F11

2 → F2. Let

X
(3)
3 [0] ∈ F8

2 and β(3) ∈ F3
2 be the output.

9 Run D(3)(m0,∆X
(3)
3 ,∆Y

(3)
4 , X

(3)
3 [0], β(3)). Let X

(3)
3 be the output.

10 /* Create starting points derived from (m0,∆in,∆out;α) */

11 X ← (X
(0)
3 , · · ·X(3)

3 )

12 X ′ ← (X
(0)
3 ⊕∆X(0)

3 , · · · , X(3)
3 ⊕∆X(3)

3 )

13 if (X,X ′) fulfills the outbound differential then
14 return |m0,∆in,∆out, α〉 |y ⊕ 1〉
15 else
16 return |m0,∆in,∆out, α〉 |y〉
17 end

• The complexity of one access to the qRAM storing a table is equivalent to
one S-box computation.

• The complexity of the resolution of the linear equation involving MC with
four knowns and four unknowns is equivalent to one MC operation and is
ignored.

• One inverse Sbox is about two Sboxes [21].
• Uncomputing is taken into account.

First of all, in our attack, the differential distribution table with 216 classical
data for the S-box is precomputed (see Algorithm 1) and loaded into a qRAM
in advance, which is accessed by the quantum circuits for G(i) and D(i).

Complexity of the Grover search on G(i). Applying Grover algorithm to G(i)

given (m0, ∆X
(i)
3 , ∆Y

(i)
4 ) to find a 11-bit value (X

(i)
3 [0], β(i)) requires π

4

√
28+3 ≈

25.15 queries to the oracle UG(i)
8. According to the analysis of Algorithm 2, one

8 Supplementary Material C discusses the Grover search on small space.
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query to UG(i) takes about s = 3 qRAM accesses and 4(d−s) = 4(4−3) = 4 S-box
evaluations, the overall complexity can be estimated as 2×25.15×(3+4)× 1

140 ≈
21.83 7-round AES computations.

Complexity of D(i). D(i) is just to replay a full version of Algorithm 2. In Step
1-19 of Algorithm 2, it needs s+ 4(d− s) = 3 + 4(4− 3) =7 S-boxes evaluations.
In Step 21, since all the 5 active bytes are known before, we just compute the
last 3 inactive Sboxes (see Figure 4) to determine a conforming pair for the
SSB(i). Hence, totally 7+3=10 Sboxes evaluations are needed, which is about
2× 10

140 ≈ 2−2.8 7-round AES computations.

Complexity of UF . In Algorithm 4, Step 1 needs one 7-round AES computation;
Step 2-9 need 4× (21.83 + 2−2.8) ≈ 23.88 7-round AES computations. In Step 13,
according to Figure 5, we need to compute backward for 2 rounds and forward
for 3 rounds from the starting point (X,X ′). Therefore, 2× 2× 16 = 64 inverse
Sboxes and 2×3×16 = 96 Sboxes are needed, which are equal to 2× 64×2+96

140 = 3.2
7-round AES computations. Totally, the complexity of UF is 1 + 23.88 + 3.2 ≈
24.24 7-round AES computations. Supplementary Material D discusses the success
probability of UF .

Complexity to find a collision. To identify an 83-bit value (m0, ∆in, ∆out, α) ∈
F24
2 ×F32

2 ×F24
2 ×F3

2 with Grover search such that F (m0, ∆in, ∆out, α) = 1 requires

about π
4 ×
√

283 queries to UF . Therefore, the complexity to find a collision is
π
4 ×
√

283 × 24.24 = 245.4 7-round AES computations.

5 Quantum Attacks on 7-Round AES-MMO without qRAM

The qRAM dependence of the previous attack comes from the qRAM dependence
of UG(i) and D(i). To get rid of the qRAMs, we re-implement UG(i) and D(i)

without using the DDT stored in qRAMs, while keep their functional behavior
unchanged. In this section, we introduce two method to reduced qRAMs to zero.

5.1 Method 1

The idea is simple: given a differential of an 8×8 S-box, data pairs are generated
by on-line search instead of table lookups. Since the methods for re-implementing
UG(i) and D(i) are similar, we only give the details of the implementation of
UG(0) in Algorithm 5. The complexity analysis of this new attack is given in the
following.

Complexity of the Grover search on G(i). Applying Grover’s algorithm to G(i)

given (m0, ∆X
(i)
3 , ∆Y

(i)
4 ) to find a 11-bit value (X

(i)
3 [0], β(i)) requires π

4

√
28+3 ≈

25.15 queries to the oracle UG(i) . According to Algorithm 5, the complexity of one
query to UG(i) is dominated by Step 6-8, which is about 3 · π4 ·

√
28 ·( 1

140 ) = 2−1.89

7-round AES. Hence, the total complexity of the Grover search on G(i) is about
2× 25.15 × 2−1.89 = 24.27 7-round AES.
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Complexity of D(i). With (X
(i)
3 [0], β(i)), D(i) outputs the pair respecting the

differential of the super S-box on-line. The implementation of D(i) is similar to
G(i), with Step 12-14 of Algorithm 5 replaced by outputting Xi

3 according to αi
(please refer the definitions of D(i) in Section 4.2 for details). The complexity
of D(i) is also bounded by Step 6-8 of Algorithm 5. The complexity is about
2× 2−1.89 = 20.89 7-round AES.

Complexity of UF . The implementation of UF without qRAM is obtained by
replacing G(i) and D(i)’s with their no-qRAM versions (Algorithm 4). The com-
plexity of one query to UF is about 4× (24.27 + 2−0.89) + 1 + 3.2 ≈ 26.384 7-round
AES computations.

Complexity to find a collision. To identify an 83-bit value (m0, ∆in, ∆out, α) ∈
F24
2 ×F32

2 ×F24
2 ×F3

2 with Grover search such that F (m0, ∆in, ∆out, α) = 1 requires

about π
4 ×
√

283 queries to UF . Therefore, the complexity to find a collision is
π
4 ×
√

283 × 26.384 = 247.584 7-round AES computations.

5.2 Method 2

At FSE 2020, Bonnetain, Naya-Plasencia and Schrottenloher [4] introduced a
quantum circuit that fulfilled the functionality of DDT. The cost is equivalent to
2 Sboxes computations and 22 ancilla qubits. In this section, we use this idea to
implement UF without qRAMs. The complexity is quit similar to Algorithm 4,
since when one DDT access is needed, we just replace it by 2 Sbox evaluations.
The updated complexity of G(i) is 2s+ 4(d− s) = 6 + 4 = 10 Sbox evaluations.
Therefore, applying Grover’s algorithm to G(i) costs 2× 25.15× 10× 1

140 ≈ 22.34

7-round AES. The complexity of D(i) is about 2 × 13
140 ≈ 2−2.43 7-round AES.

Hence, the complexity of UF becomes 1 + 4 × (22.34 + 2−2.43) + 3.2 ≈ 24.66 7-
round AES. Totally, we need π

4 ×
√

83× 24.66 ≈ 245.8 7-round AES computations
with 22 ancilla qubits.

6 Collision Attacks on Grøstl-512

Grøstl is a SHA3 finalist hash function. It comes with two versions: Grøstl-256
and Grøstl-512, with the trailing digits signifying the sizes of the outputs in
bits. The structure of Grøstl-n2 with two message blocks is depicted in Figure 7,
where P and Q are two n-bit AES-like permutations. Before it outputs the hash

value, an output transformation based on P and a truncation Ω : Fn2 → Fn/22

are applied to h2. We refer the reader to [11] for more details of the design.

The best known collision attack on Grøstl-512 reaches 3 rounds [43]. Based
on differentials found by MILP technique, we present the first classical and ded-
icated quantum collision attacks on 4-round and 5-round Grøstl-512. To facili-
tate our discussion, we use the alternative but equivalent description of Grøstl
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Algorithm 5: Implementation of UG(0) without using qRAMs

Input: |m0,∆X
(0)
3 ,∆Y

(0)
4 ;X

(0)
3 [0], β〉 |y〉 with β = (β0, β1, β2) ∈ F3

2

Output: |m0,∆X
(0)
3 ,∆Y

(i)
4 ;X

(0)
3 [0], β〉 |y ⊕G(0)(m0,∆X

(0)
3 ,∆Y

(i)
4 ;X

(0)
8 [0], β)〉

1 /* Please look back to Figure 5 */

2 Z
(0)
3 [0]← S(X

(0)
3 [0])

3 ∆Z
(0)
3 [0]← S(X

(0)
3 [0]⊕∆X(0)

3 [0])⊕ S(X
(0)
3 [0])

4 Solving the system of equations MC(∆Z
(0)
3 ) = ∆W

(0)
3 with the knowledge of

∆Z
(0)
3 [0] and ∆Z

(0)
3 [1] = ∆Z

(0)
3 [3] = ∆W

(0)
3 [0] = 0

5 Let gj : F8
2 × F8

2 × F2 × F8
2 → F2 be a Boolean function such that

gj(δin, δout, βj = 0, x) = 1 if and only if S(x)⊕ S(x⊕ δin) = δout and
x ≤ x⊕ δin, and gj(δin, δout, βj = 1, x) = 1 if and only if
S(x)⊕ S(x⊕ δin) = δout, and x > x⊕ δin.

6 Run the Grover search on the function g0(∆X
(0)
3 [2],∆Y

(0)
3 [2], β0; ·) : F8

2 → F2.

Let X
(0)
3 [2] be the output.

7 Run the Grover search on the function g1(∆X
(0)
4 [1],∆Y

(0)
4 [1], β1; ·) : F8

2 → F2.

Let X
(0)
4 [1] be the output.

8 Run the Grover search on the function g2(∆X
(0)
4 [2],∆Y

(0)
4 [2], β2; ·) : F8

2 → F2.

Let X
(0)
4 [2] be the output.

9 Compute Z
(0)
3 [2], W

(0)
3 [2] and W

(0)
3 [3] ; /* Z

(0)
3 [0] is known */

10 Solve the equation MC(Z
(0)
3 ) = W

(0)
3 for W

(0)
3 [3] and compute X

(0)
4 [3]

11 if S(X
(0)
4 [3]⊕∆W (0)

3 [3])⊕ S(X
(0)
4 [3]) = ∆Y

(0)
4 [3] then

12 return |m0,∆in,∆out, α〉 |y ⊕ 1〉
13 else
14 return |m0,∆in,∆out, α〉 |y〉
15 end

introduced by [34], which is illustrated in Figure 8. Let P− and Q− be the AES-
like permutations with their last MB operations removed. We have the following
equivalent description of Grøstl. For 1 ≤ i ≤ t, we set

v0 = MB−1(IV ),

vi = P−(MB(vi−1)⊕mi−1)⊕Q−(mi−1)⊕ vi−1,
h = Ω(MB(vt)).

6.1 Exploitable Differential Trails of Grøstl-512

The differential trails we used in our collision attacks on Grøstl-512 are inspired
by Mendel, Rijmen and Schläffer’s collision attack on 4-round Grøstl-256 [34].
In [34], a random difference is injected through m0 to create a fully differentially
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m0

h0 = IV

Q

P

m1

h1

Q

P
h2

P Trunc

Fig. 7: Grøstl-n2 with two message blocks

m0

v0 = MB−1(IV )

Q−

P−MB

m1

v1

Q−

P−MB
v2

Fig. 8: An alternative description of Grøstl-n2 with two message blocks

active chaining value v1. Then a sequence of local rebound attacks is performed
to cancel the differences in the chaining values “column” by “column”, which
eventually leads to a full collision. The differential trails employed to trigger such
cancellations are shown in Figure 11 in Supplementary Material A.

However, if we adopt a series of similar differential trails in the attack on
4-round Grøstl-512, we end up with impossible differentials (see Figure 12 in
Supplementary Material A for examples) such that the cancellation of the last
“column” never happens. To overcome this difficulty, we have to cancel multiple
“columns” at once during the rebound attack over the final message block, which
increases the time complexity significantly. To minimize the complexity penalty
due to the multiple-column cancellation, we apply the MILP model to the last
two steps to find two truncated differential trails to cancel the differences in the
last two chaining values before the collision. The identified trails are depicted in
Figure 13, where in the last step we attempt to cancel 16 active bytes at once,
and the numbers of inactive S-boxes for the 16 super S-boxes SSB of the inbound
phase (see Figure 9) are given as

(s0, s1, · · · , s15) = (7, 7, 6, 7, 7, 7, 5, 3, 4, 4, 4, 4, 4, 4, 5, 7).

6.2 Classical and Quantum Collision Attacks on 4-round Grøstl-512

Based on the differential trails given in Figure 13 in Supplementary Material A, a
classical collision attack on 4-round Grøstl-512 can be constructed. The strategy
of the attack generally follows the strategy of [34] with a critical difference at
the initial difference injection. The attack of [34] starts with an arbitrary fully
active chaining value v1. In our attack, we impose additional conditions on the
fully active chaining value v1. We now clarify these conditions.

From Figure 13 we can see that for a fixed initial pair of message blocks
(m0,m

′
0), the difference of the cells of the chaining states vi keeps unchanged

throughout the entire attack unless they are canceled. Therefore, to force the
chaining values following the specified differential trails for the last two-column
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cancellation, we can pretest some cells of ∆v1, which are marked by blue cells in
Figure 13, and the required differential transformation is depicted in Figure 9.

MB

mi−1vi−1

AC
SH

SB MB
AC
SB SH

7 7 6 7 7 7 5 3 4 4 4 4 4 4 5 7

MB

Fig. 9: The inbound phase of the last step of the collision attack on Grøstl-512.
The gray and blue bytes are active, but there are conditions on blue bytes. The
green bytes are inactive due to the conditions imposed on the blue cells.

Specifically, we introduce some conditions on some active bytes (marked by
blue) within some columns in the chaining values. For example, in vi−1 of Fig-
ure 13, there are 10 blue bytes. In the first column of vi−1, the two active blue
bytes have to meet the condition for the differential propagation:

(0, ∗, 0, ∗, 0, 0, 0, 0, 0)T
MB−→ (∗, ∗, ∗, ∗, 0, ∗, ∗, ∗)T .

Similar conditions for other blue bytes in the other 4 columns are also needed. For
randomly selected pair (m0,m

′
0), the output difference ∆v1 meets the conditions

in the blue bytes with probability 2−8×5 = 2−40. Hence, with 240 (m0,m
′
0) pairs,

we are expected to find one correct pair.
In summary, this attack starts with a fully differentially active v1 fulfilling

the required conditions by injecting a random difference at m0, repeats local
rebound-like attacks over the subsequent message blocks to cancel the differences
column by column until there are only two differentially active columns, and a
final rebound attack is employed to cancel the last two active columns as a
whole. The colliding pair is of the form: M = (m0,m1, · · · ,mt) and M ′ =
(m′0,m1, · · · ,mt), that is, only the starting message block m0 has a difference.
The procedure of the attack is outlined in the following.

1. Choose arbitrary 240 message blocks m0, m′0 and compute the difference
∆v1 = v1 ⊕ v′1 with conditions on five columns satisfied in the blue bytes.
Since the probability is 2−40 for a random pair (m0, m′0), we are expected
to find one right pair.
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2. Perform rebound attacks over the message block m1. Note that the input
difference ∆in of the inbound phase is fixed due to ∆v1, and the output dif-
ference ∆out of the inbound phase has 8 active cells as shown in Figure 13.
Using the full-active-super S-box technique 9, we can generate 20×264 = 264

messages m1 (starting points) such that the pair (m1⊕ MB(v1),m1⊕ MB(v′1))
respect the given inbound differential. With regards to the outbound differ-
ential, the truncated differential (8→ 8→ 8) given in Figure 13 holds with
probability 1, and the 8-bytes cancellation due to the feed-forward exclusive-
or happens with probability 2−64. Therefore, we expect one of 264 starting
points to fulfill the one-column local collision, and the time complexity of
this step is about 264.

3. Repeat step 2 with the corresponding differential trails to inactivate the
differences of the chaining values column by column until only two active
columns remain.

4. Eliminate the last two active columns with the same strategy of step 2. Since
there are 16 active bytes in the output difference of the inbound differential,
we can obtain 216×8 = 2128 starting points with time complexity 2128 by
using the super S-box technique. With regard to the outbound differential,
the truncated differential 16 → 16 → 16 holds with probability 1, and the
two-column cancellation happens with probability 2−128. Therefore, we can
obtain the desired collision with 2128 starting points.

The time complexity of the attack is dominated by Step 4 of the above
procedure, which is about 2128. The storage of the super-Sbox leads to a memory
complexity of 264. Finally, we find a collision for the 4-round Grøstl-512 with
about 16 message blocks. A quantum version of the same attack on 4-round
Grøstl-512 with or without qRAMs can be constructed based on the same
method given in Section 4 and Section 5, and we refer the reader to Supplementary
Material B for the details.

6.3 Classical and Quantum Collision attacks on 5-Round Grøstl-512

The 4-round collision attack can be extended to a 5-round collision attack shown
in Figure 14 in Supplementary Material A, where the probabilities of the outbound
phases of the rebound attacks are 2−56 and 2−112 (the last step). When a local
rebound attack fails to produce the local collision on a column, we will perform
the same attack on the next message block until the desire difference cancel-
lations occur. Therefore, how many message blocks are used in the attack is
unknown before we reach a full collision. We briefly summarize the attack on
5-round Grøstl-512 below:

9 There are at least one full-active super S-box among the 16 ones, which bounds the
memory complexity in this step in classical setting. Hence, we do not need the non-
full-active super S-box technique here. The non-full-active super S-box technique is
only used in the quantum attack versions.
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1. Choose arbitrary message blocks m0, m′0 and compute the difference ∆v1 =
v1 ⊕ v′1 until the required conditions on the blue cells are satisfied. We are
expected to find one correct pair after 240 repetitions.

2. Perform rebound attacks over the message block m1. Note that the input
difference ∆in of the inbound phase is fixed due to ∆v1, and the output
difference ∆out of the inbound phase has 8 active cells. Using the full-active
super S-box technique, we can generate 20×264 = 264 messages m1 (starting
points). With regards to the outbound differential, the truncated differential
(128→ 64→ 8→ 1→ 8→ 8) holds with probability 2−56, and the 8-bytes
cancellation due to the feed-forward exclusive-or happens with probability
2−64. Therefore, we can obtain the desired difference for the chaining value
with probability 264 × 2−56 × 2−64 = 2−56 with 264 time complexity. If we
are failed to get the desired difference, we perform the same attack over the
next message block with the chaining values produced previously. We will
succeed in canceling the 8-byte difference after about 256 additional message
blocks are processed.

3. Repeat step 2 with the corresponding differential trails to inactivate the
differences of the chaining values column by column until only two active
columns remain.

4. Eliminate the last two active columns with the same strategy of step 2. The
success probability of the local rebound attack performed in this step is dif-
ferent from others. Since there are 16 active bytes in the output difference
of the inbound differential, we can obtain 216×8 = 2128 starting points with
time complexity 2128 by using the super S-box technique. With regard to
the outbound differential, the truncated differential trail 88 → 96 → 16 →
2→ 16→ 16 holds with probability 2−112, and the two-column cancellation
happens with probability 2−128. Therefore, we can obtain the desired colli-
sion with probability 2128×2−112×2−128 = 2−112 with 2128 time complexity
(within this step). If we fail to get the collision, repeating Step 4 with about
2112 additional message blocks will achieve the collision.

The time complexity of the attack is dominated by step 4, which can be
estimated as 2112×2128 = 2240. The storage of the super S-box leads to a memory
complexity of 264. Finally, we find a collision with about 2112 message blocks. A
quantum version of the same attack can be constructed, which is quite similar
to the attack given in Supplementary Material B. We repeat a quantum version
of Step 4 for 2112 times to find a collision. The time complexity of the quantum
attack with 216 qRAMs is 288.37 × 2112 = 2200.4, and the time complexity of the
quantum attack without qRAMs is 289.3 × 2112 = 2201.3.

7 Semi-Free-Start Collision Attacks on Grøstl-256

So far, the best collision attack on 6-round Grøstl-256 is a semi-free-start col-
lision attack with time complexity 2120 and memory complexity 264. Based on
the truncated differential trail covering 6-round Grøstl-256 found by the MILP



26

technique, which is depicted in Figure 10, we can improve this attack in both
the classical and quantum settings.

mi−1
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Fig. 10: Differential trail of the compression function of 6-round Grøstl-256

The Classical Attack. Two rebound attacks are applied to P andQ separately.
The inbound phase of the rebound attack on P begins at P2 and ends at P4.
There are 256 × 256 = 2112 input-output differences in total, and we expect to
find 2112 starting points with 2112 time complexity based on the super S-box
technique. In the outbound phase, the probability for fulfilling the outbound
truncated differential trail is 2−48 × 2−48 = 2−96. Therefore, we can produce
2112 × 2−96 = 216 pairs respecting the 6-round truncated differential covering
P with time complexity 2112. Similarly, performing a rebound attack with time
complexity 2112 over Q generates 216 pairs respecting the truncated differential
trail covering Q. Combining the results of the two rebound attacks, we obtain
216× 216 = 232 quartets ((P0, P

′
0), (Q0, Q

′
0)), among which we expect to identify

232 × 2−16 × 2−16 = 1 quartet such that ∆Q0 = ∆P0 and ∆P6 = ∆Q6. This
leads to a semi-free-start collision with mi−1 = Q0, m′i−1 = Q′0, and hi−1 =
Q0 ⊕P0 = Q′0 ⊕P ′0. The time complexity of the attack about 2112, and we need
264 memory to apply the super S-box technique.

The Quantum Attack without qRAMs. The quantum attack is also based
on the differential trails shown in Figure 10. Given an inbound differential
(∆P

in, ∆
P
out) ∈ F56

2 ×F56
2 for the permutation P . If there is a starting point respect-

ing the given inbound differential, then one can generate 27 different starting
points, which are indexed by αP ∈ F7

2. We define FP : F56
2 ×F56

2 ×F7
2 → F2 such

that FP (∆P
in, ∆

P
out, αP ) = 1 if and only if there is a starting point respecting

the inbound differential (∆P
in, ∆

P
out) and the particular starting point indexed

by αP also conforming with the outbound differential of P . The probability of
the outbound phase is 2−48−48 = 2−96. Therefore, given (∆P

in, ∆
P
out, αP ), FP (·)

return 1 with probability of 2−96−7 = 2−103.
Applying Grover algorithm with certainty to the quantum oracle UFP

which
is constructed without qRAM with similar techniques shown in previous sections,
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we can obtain a superposition

|ρ〉 =
1√

{x ∈ F119
2 : FP (x) = 1}

∑
FP (x)=1

|x〉 , (8)

where
√
{x ∈ F119

2 : FP (x) = 1} ≈
√

256 × 256 × 27 × 2−103 ≈
√

216.
As shown in the generalized version of Algorithm 2, given parameters (d =

8, c = 8, s), where s is the sum of the non-active bytes of the input-output
differential of the non-full-active super S-box, we have to traverse 2(d−s)c+s to
find the conforming pair of super S-box (an s-bit auxiliary variable to specify
which value to choose within the pair obtained by accessing s DDT). To find a
conforming pair for the super S-box, we also define a similar G(i) as defined in
Algorithm 5. According to the Eq. (6), the time complexity to implement G(i)

is about 4(d − s) + s, with s DDT accesses and 4(d − s) small Sbox evaluations.
Here, we only considering the attack without storing DDT in qRAM. Hence, s DDT
accesses become s implementations of Grover algorithm to find a conforming pair
for the s S-boxes. Hence, the time complexity to search on UG(i) using Grover
algorithm is about

2 · π
4
·
√

2(d−s)c+s · (4(d− s) + s · (π
4
·
√

2c)), S-box evaluations. (9)

Considering the non-full-active super S-boxes in Figure 10, the sum of non-
active Sboxes in each SSB is s = 2. Hence, to find a conforming pair with given
input and output differences of SSB, the time complexity is about 231.27 S-box
evaluations according to Eq. (9), which is about 231.27/768 = 221.68 6-round
Grøstl-256 without qRAM.

When applying Grover algorithm to setup FP , we need about π
4 ·
√

296+7 · 8 ·
221.68 ≈ 275.8 6-round Grøstl-256 without qRAM to get the desired superposi-
tion in Eq. (8).

Similarly, applying Grover search to FQ, where FP (∆Q
in, ∆

Q
out, αQ) = 1 if and

only if there is a starting point respecting the inbound differential (∆Q
in, ∆

Q
out)

and the particular starting point indexed by αQ also conforming with the out-
bound differential of Q. With the same complexity of the first Grover search, we
obtain a superposition

|%〉 =
1√

{x ∈ F119
2 : FQ(x) = 1}

∑
FQ(x)=1

|x〉 , (10)

where
√
{x ∈ F119

2 : FQ(x) = 1} ≈
√

256 × 256 × 27 × 2−103 ≈
√

216.
Now, we are ready to perform the amplitude amplification with A being the

unitary operator sending |0〉 to |ρ〉 ⊗ |%〉 and projector
∑
x∈C |x〉 〈x|, where C is

the set of all (∆Q
in, ∆

Q
out, αQ;∆P

in, ∆
P
out, αP ) ∈ F238

2 such that the starting points

due to (∆Q
in, ∆

Q
out, αQ) and (∆P

in, ∆
P
out, αP ) produce a semi-free-start collision.

As shown in Figure 10, the probability that ∆Q0 = ∆P0 and ∆Q6 = ∆P6, which
lead a collision, is about 2−16 × 2−16 = 2−32. The complexity to find a collision
without qRAM is

√
232 · 2 · 275.8 ≈ 292.8 6-round Grøstl-256.
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8 Conclusion

In this work, we show that the amount of qRAMs required by the quantum
attacks on AES-MMO and AES-MP proposed by Hosoyamada and Sasaki can be
significantly reduced with only a slight increase in the time complexity. This is
achieved by performing a quantum version of the rebound attack based on the
non-full-active super S-box technique. Along the way, we find that the non-full-
active super S-box analysis can be partially automated with the MILP approach,
which is of independent interest, leading to improved attacks on Grøstl in both
the classical and quantum settings. To the best our knowledge, our attacks are
the first dedicated quantum collision attack on hash functions that slightly out-
perform Chailloux, Naya-Plasencia, and Schrottenloher’s generic attack (ASI-
ACRYPT 2017) in a model where large qRAMs are not available.
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The rebound attack: Cryptanalysis of reduced whirlpool and grøstl. In FSE 2009,
Leuven, Belgium, February 22-25, 2009, pages 260–276, 2009.

34. Florian Mendel, Vincent Rijmen, and Martin Schläffer. Collision attack on 5 rounds
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Supplementary Material

A Differential trails of Grøstl
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Fig. 11: Mendel et al.’s collision attack on 5-round Grøstl-256 [34]
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B Quantum collision attacks on 4-round Grøstl-512

We can covert the classical attack on 4-round Grøstl-512 into a quantum one
(see Figure 13). We can refer the classical 4-round attack on Section 6.2 to better
understand the following quantum one.

1. We use Grover search to find the right pair with complexity about 220, that
satisfying the conditions in the blue bytes.

2. We use Grover algorithm to search the 264 possible (∆in, ∆out) to check
whether it cancel the 8 active bytes in the chaining value. We define similar
F function as the attack on AES-MMO,

F : F64
2 × F15

2 → F2 (11)

in a way such that F (∆in;∆out, α), where∆out ∈ F64
2 and α = α0‖α1‖...‖α14 ∈

F15
2 . α is a 15-bit auxiliary variable and αi ∈ F1

2 is to specify which value
to choose within the pair obtained by the SSBi. F (∆in;∆out, α) = 1 if we
traverse 264+15 possible (∆out, α) and obtain an 8-byte cancellation in the
chaining value, otherwise F = 0.

Given (∆in, ∆out), we obtain the input-output differences (∆
(i)
in , ∆

(i)
out) for

each SSBi (0 ≤ i ≤ 15). We use the method given by Hosoyamada and
Sasaki [20] to search the conforming pair for each SSBi, which costs about√

264 = 232. Hence, the total complexity to search UF using Grover is about√
264+15 × 232 = 271.5.

3. To cancel the last two columns, we define F (∆in;∆out, α), where ∆out ∈ F128
2

and α ∈ F15
2 . F (∆in;∆out, α) = 1 if we traverse 2128+15 possible (∆out, α)

and obtain an 16-byte cancellation in the chaining value, otherwise F = 0.
Since this step dominates the whole collision attack, we analyze the com-
plexity in details.
As shown in Fig. 9, in the inbound phase, given (∆in, ∆out), we obtain the

input-output differences (∆
(i)
in , ∆

(i)
out) for each SSBi (0 ≤ i ≤ 15). Here we

apply the non-full-active Super S-box technique to find the conforming pair
of each SSBi, which is a similar function G(i) used in the attack on AES-
MMO. A similar Algorithm 3 is defined to implement a similar UG(i) that
computes the conforming pair.
As shown in Section 2, given parameters (d = 8, c = 8, s), where s is the sum
of the non-active bytes of the input-output differential of the non-full-active
SSB, we have to traverse 2(d−s)c+s to find the conforming pair of SSB (an s-bit
auxiliary variable to specify which value to choose within the pair obtained
by accessing s DDT). Hence, the time complexity to implement G(i) with DDT

stored in qRAM is about 4(d − s) + s (s DDT accesses and 4(d − s) small
S-box evaluations). Hence, according to Eq. (6), we see that the complexity
is dominated by s, the number of non-active S-boxes of the input-output
differential of SSB. s is smaller, the time complexity is larger. Note that in
Fig. 9, among the 16 SSB, the smallest s is 3, which dominates the complexity
of the 16 non-full-active SSB evaluations. Hence, the time complexity is about
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2·π4 ·
√

2(8−3)8+3·(4(8−3)+3) = 226.67 S-boxes evaluations, which is equivalent
to 226.67/1024 = 216.67 4-round Grøstl-512 evaluations 10. Similarly, for
s = 4, the time complexity is about 212.97 4-round Grøstl-512 evaluations.
There are 6 SSB with s = 4. The time complexities for other SSB can be
ignored.
Hence, the time complexity to search F (∆in;∆out, α) with Grover is π

4 ·√
2128+15 · (216.67 + 6 · 212.97) = 288.37 4-round Grøstl-512. We also need 216

qRAM to store DDT.

Quatum attack without storing DDT in qRAM. We can also do not store DDT

like the attack on 7-round AES-MMO. When implementing G(i) without DDT

similarly to Alg. 5. We have to use Grover search on s active S-boxes which
bounds the time complexity of implementing G(i), which need about 2 · π4 ·

√
28 ·s

S-boxes evaluations. Hence, using Grover search on G(i), the time complexity is
π
4 ·
√

2(d−s)c+s · 2 · π4 ·
√

28 · s S-box evaluations. When (d = 8, c = 8, s =
3), it is about 227.39 S-box evaluations, which is equivalent to 227.39/1024 =
217.39 4-round Grøstl-512. When (d = 8, c = 8, s = 4), it is about 224.3 S-box
evaluations, which is equivalent to 214.3 4-round Grøstl-512.

Hence, the time complexity to search F (∆in;∆out, α) with Grover is π
4 ·√

2128+15 · (217.39 + 6 ·214.3) = 289.3 4-round Grøstl-512. We do not need qRAM
to store DDT here.

C On the Grover search in small space from Algorithm 4

Suppose we are performing Grover search on a space with size N , where T ele-
ments are good. According to Grover’s algorithm, we need to perform k = d π4θ e
Grover iterations, where θ is defined via sin2(θ) = T

N . Hence, k = d π

4arcsin(
√
T/n)
e

When T
N is sufficiently small, θ = arcsin(

√
T
N ) ≈

√
T
N , therefore, we approx-

imate θ by
√

T
N . Hence, k ≈ π

4 ·
√

N
T . In Algorithm 4, the Grover search is

performed on the space with size N = 211, where the number of good elements

is expected to be T = 1. We get 1/arcsin(
√

T
N ) = 45.254 and 1/

√
T
N = 45.251.

The gap is very small, hence, in Algorithm 4 we can approximate θ by
√

T
N .

D On the success probability of UF

Given nonzero input-output differences for S-box of AES, the probability that it
has solutions is 127/255.

We take the first non-full-active SSB as example, corresponding to G(0).
Please look at Figure 4, given input-output differences of SSB, we guess A[0],
then ∆B[0] is known. Then, all the other differences are determined due to

10 There are 4× 2× 128 = 1024 S-boxes evaluations in a 4-round Grøstl-512
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MixColumn. Now there are 4 active S-boxes whose input-output differences have
to match through DDT of S-boxes, the probability is about (127/255)4.

1) If there is no solution by traversing 211 for G(0). That means for each
guessing of A[0], we do not have a valid matching for the 4 active S-boxes. The

probability is p = (1−(127/255)4)2
8

= 8.7×10−8. In this case, run Grover search
on UG, it will definitely output an invalid starting point. Since there are 4 non-
full SSB, we get an invalid starting point with Pr = 1− (1− p)4 = 3.48× 10−7,
which is almost 0.

2) If there are solutions by traversing 211 for G(0). The probability is 1 −
8.7 × 10−8 for a random given input of G(0). After about 1/arcsin(2−11/2) ≈
211/2 ≈ 45.25 Grover iterations, we get the superposition with good states with
probability of about 1 − 2−11 due to the Grover’s algorithm. We just consider
the worst case that there is only one solution.

Since there are 4 SSB, for a given input of UF , we get a valid starting point
with probability (1 − 8.7 × 10−8)4 × (1 − 2−11)4 = 0.998. Therefore, we get a
collision pair with probability Prs = 0.998×2−83. Then we run about π

4 ·
√

1/Prs
Grover iterations to get a collision.
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