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Abstract

Private Set Intersection Cardinality (PSI-CA) allows two parties, each holding a set of items,
to learn the size of the intersection of those sets without revealing any additional information. To
the best of our knowledge, this work presents the first protocol that allows one of the parties to
delegate PSI-CA computation to untrusted servers. At the heart of our delegated PSI-CA protocol
is a new oblivious distributed key PRF (Odk-PRF) abstraction, which may be of independent
interest.

We explore in detail how to use our delegated PSI-CA protocol to perform privacy-preserving
contact tracing. It has been estimated that a significant percentage of a given population would
need to use a contact tracing app to stop a disease’s spread. Prior privacy-preserving contact
tracing systems, however, impose heavy bandwidth or computational demands on client devices.
These demands present an economic disincentive to participate for end users who may be billed
per MB by their mobile data plan or for users who want to save battery life. We propose
Catalic (ContAct TrAcing for LIghtweight Clients), a new contact tracing system that minimizes
bandwidth cost and computation workload on client devices. By applying our new delegated
PSI-CA protocol, Catalic shifts most of the client-side computation of contact tracing to untrusted
servers, and potentially saves each user hundreds of megabytes of mobile data per day while
preserving privacy.
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1 Introduction

Private Set Intersection (PSI) is a secure multiparty computation (MPC) technique that allows
several parties, each holding a set of items, to learn the intersection of their sets without revealing
anything else about the items. Over the past few years, practice has motivated the development of
fast implementations that make PSI practical. As of today, Google runs PSI together with third-party
data providers to find target audiences for advertising and marketing campaigns [IKN*19]. Private
Set Intersection Cardinality (PSI-CA) is a variant of PSI in which the parties learn the intersection
size and nothing else. Recently, PSI-CA is used in the context of contact tracing to protect against
linkage attacks [TSST20]. In this work, we consider delegated PSI-CA in the semi-honest model. By
“delegated," we refer to cases where the parties outsource their datasets to an untrusted cloud and
let the cloud perform the PSI-CA computation on their behalf. At the end of the computation, the
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parties only learn the intersection size, while the cloud learns nothing. This setting is useful when
some of the parties have limited computing power. For example, when a phone has to intersect its
dataset with a large server-side database, it makes sense to delegate the phone’s computation to the
cloud for efficiency. To the best of our knowledge, this work is the first to consider delegated PSI-CA
in the context of contact tracing to overcome the computational limitations of mobile devices.

We also explore the use of PSI-CA in privacy-preserving contact tracing (CT), an emerging
technology that can help prevent the further spread of COVID-19 without violating individuals’
privacy. Recently, there has been a significant amount of work on privacy-preserving CT [TPH*20,
CGH™20,vABB*20,RPB20,G0020a, MMRV20,LAY ™20, AIS20,LTKS20,CDF+20,ABB*20, CKL ™20,
CBB™'20, TZBS20]. Most contact tracing systems are decentralized and rely on Bluetooth Low
Energy (BLE) wireless radio signals on mobile phones. These systems warn people about others
they have been in contact with who have been diagnosed with the disease.

Most of the current decentralized CT systems impose a significant mobile data cost on end-users
because they require them to download a large, new dataset every day. At the current peak, the US
has nearly 40,000 new cases daily. With the current Apple-Google design, users have to download
approximately 40,000 (cases) * 14 (keys per case) * 16 (bytes per key) = 8.96 MB each day. The
number of cases could be significantly higher after social restrictions are lifted. Even with this
cost, the current Apple-Google design remains susceptible to various attacks. For example, if Bob
is diagnosed with the disease, he would upload daily diagnosis keys to the server. In this case,
Bob’s anonymous identifier beacons/tokens, as they are broadcast each day, can be linked to each
other. This is called a linkage attack. The beacons can also be linked across days if Bob frequently
appears at the same place and the same time (i.e., because it is on his commute route). At the
time of writing, Apple and Google have not described how they are going to address this problem.
DP3T has proposed a solution based on Cuckoo filters, but it requires even more data downloaded
(Design 2, [TPH"20]). For 40,000 new daily infections, users would need to download 110 MB each
day. Mobile service providers such as Google Fi charge $10/GB. This means, at 40,000 new cases
per day, DP3T’s Design 2 would cost each user $1/day, and the Apple-Google solution would cost
$0.10/day (although we note that the Apple-Google design is more vulnerable to linkage attacks).
Since contact tracing must be run continuously until a vaccine is available, it may last for months if
not years. Therefore, the total cost to a single user could approach hundreds of dollars. In contrast,
the network cost of our Catalic is on the order of a few hundred kilobytes and is independent of the
server dataset size. We present details on comparisons between the systems’ performance in Section
6.3.

The efficacy of contact tracing is proportional to the number of users. It is therefore crucial to
the success of contact tracing to minimize the cost to these users. By applying our new lightweight
delegated PSI-CA protocol, our Catalic system allows end users to delegate their computation to
untrusted servers. As a result, the computation workload is almost free and the bandwidth cost is
of a few hundred kilobytes, which is independent of the size of the server’s database.

1.1 Owur Contributions & Techniques

We design a modular approach for delegated PSI-CA that is secure against semi-honest parties.
The main building block of our PSI-CA protocol, which we believe to be of independent interest, is
oblivious distributed key PRF (Odk-PRF). Recall that, in oblivious PRF (OPRF), the sender learns
(or chooses) a PRF key k, and the receiver learns F'(k,r), where F is a PRF and r is the receiver’s
input. The sender learns nothing about r, and the receiver learns nothing else. In Odk-PRF, the PRF
key, input, and output are secret-shared among m parties. More precisely, an oblivious distributed
key pseudorandom function (Odk-PRF) is a protocol that consists of a sender and m receivers. Each



receiver has one XOR secret-shared of input 7 and learns the local PRF value F'(k;,;), which is the
result of the PRF on a secret-shared r; with a secret-shared key k;. The sender learns a combined
PRF key k = }”:1 k;. If anyone collects all m local PRF evaluations, they can reconstruct the
global PRF as F'(k,r). Such an actor is known as a combiner.

Our delegated PSI-CA protocol consists of two major phases. First, in the distributed PRF phase,
the PSI-CA’s receiver (who we will call Alice) distributes secret shares of her input X = {z1,...,z,}
to m cloud servers, which run Odk-PRF with the PSI-CA’s sender (called Bob) to obtain secret
shares of the PRF output. Bob learns the combined PRF key k; from this execution while each
cloud server learns the local PRF value F(k; j,7; ;) for each share r; ; of x;, where i € [n], j € [m].
Among the cloud servers, Alice can choose a leader to reconstruct the PRF output F'(k;, x;) for each
x; € X. In the second phase, Bob generates a set of key-value pairs {(F(k;, yi),v:), Vy; € Y} where
the key is the PRF output over his input Y = {y1,...,yn} and the value v; is known to Alice. If any
x; € Y, the cloud leader and Bob hold the same F(k;, x;), so the cloud leader can obliviously obtain
the correct value v; by obliviously searching on Bob’s key-value pairs. Otherwise, if x; € Y, the
corresponding value obtained is random. This concept can be viewed as Oblivious Programmable
PRF, proposed in [KMPT17]. Now with a set of ‘real" or‘fake" values v;, the cloud leader permutes
and sends them to Alice, who can compute how many items are in the intersection (PSI-CA) by
counting how many “real" v; there are, but can’t learn anything about which specific items were in
common (e.g., which v; corresponds to the item x;). Thus, the intersection set is not revealed. This
brief overview ignores many important concerns — in particular, how Bob can coordinate PRF keys
and items without revealing the identities of the items. A more detailed overview of the approach is
presented in Section 4.

We motivate the design of our delegated PSI-CA protocol to build Catalic, a lightweight contact
tracing system. As discussed in the introduction, most current decentralized systems impose a
workload on end-users that has heavy bandwidth and computational costs. Catalic aims to minimize
these costs. We will compare Catalic with other systems in Section 2.2 and Section 6.3. In Catalic,
every client plays the role of a dealer by dividing each anonymous identifier beacon they collect into
shares and giving each share to a cloud server of their choice. Finally, using the results of the cloud
servers’ computation, clients perform a simple calculation to check whether there is a match (e.g.,
one that indicates they are at risk). The distinguishing property of our system is that it allows
the development of a collaborative and decentralized system of cloud servers all around the world.
These servers are available to help users who have resource-constrained devices. Users can select
among all available servers in the delegation. This choice is totally hidden from the view of any
adversary and thus, unless a majority of all the servers around the world are corrupted, the whole
system preserves privacy.

In summary, we make the following contributions:

e We propose a novel Delegated Private Set Intersection Cardinality (DPSI-CA) protocol. To
the best of our knowledge, it is the first protocol that allows clients to delegate their PSI-CA
computation to cloud servers. The computation and communication complexity of our DPSI-CA
protocol is linear in the size of the smaller set O(n), and is independent of the larger set’s size.

e We design Catalic, a lightweight contact tracing system, that delegates client-side computation
to untrusted servers. To the best of our knowledge, Catalic is the first system that outsources
computation for contact tracing. Moreover, Catalic provides strong privacy guarantees that
can prevent critical attacks (e.g., linkage attacks and false-positive claims).

e Finally, we implement building blocks of our PSI-CA protocol and estimate the protocol’s
performance. We show that the computational and network costs for the client are negligible.



With the server database size N = 226, the client set size n = 212, and 2 cloud servers, without
including the time spent waiting on the server’s response, the client requires a running time of
2.17 milliseconds and only 190.48 KBs of communication. Our experiments show that Catalic
is highly scalable.

2 Related Work and Comparison

2.1 Private Set Intersection

Private set intersection (PSI) has been motivated by many real-world applications such as contact
discovery [CLR17], botnet detection [NMH"10], human genomes testing [KRT18]. The earliest
PSI protocols are based on Diffie-Hellman assumptions [Sha80, Mea86, HFH99]. Over the last few
years, there has been active work on efficient secure PST [DCW13,PSSZ15, FHNP16, RR17, KMP*17,
CLR17,PRTY19] with fast implementations that can process millions of items in seconds. However,
these implementations only allow to output the intersection itself. In many scenarios (e.g, online
marketing campaigns) it is preferable to compute some function of the intersection rather than to
reveal the elements in the intersection. Limited work has focused on this so-called f-PSI problem.
In this section, we focus on f-PSI constructions that support PSI-CA.

All current PSI-CA constructions are built in a setting where the sender and the receiver directly
interact with each other in several interactive rounds to do the computation. Huang, Katz, and
Evans [HEK12] propose an efficient sort-compare-shuffle circuit construction to implement f-PSI.
Pinkas et al [PSWW18,PSTY19] improve circuit-PSI using several hashing techniques. The main
bottlenecks in the existing circuit-based protocols are the number of string comparisons and that
computing the statistics (e.g., counts) of the associated values is done inside a generic MPC
protocol, which is communication-expensive. Therefore, the current Diffie-Hellman Homomorphic
encryption approach of [IKNT19] is still preferable in practice [Pos19], due to its more reasonable
communication complexity. However, the protocol of [IKN'19] requires a certain amount of
computation, which is still expensive in the mobile setting. Very recently, [TSS*20] combines DH-
based PSI protocols [HFH99] and Private Information Retrieval [KO97] to reduce the communication
cost of [IKNT19]. Their PSI-CA protocol requires 35 seconds to securely compute the intersection
size for a server database size 5.6 x 10° and client set size 1120.

With the growth of cloud computing, delegating computation to cloud servers is more practical.
There are a few works [Ker12, LNZ*14,7ZX15, ATD17, QLS™18, ATMD19, ATD20] that consider
the outsourcing (delegating) setting. Importantly, their protocols only compute the intersection
itself. Most of the constructions are based on polynomials. Their core idea is that if the set X
(respectively, Y') is represented as a polynomial f (respectively, g) whose roots are the set’s elements,
then the polynomial representation of the intersection X NY is P = f x r + g X s where r and s
are random polynomials, each of them secretly chosen by each party. An important property is
that an item x € X NY if and only if f(z) = g(z) = 0. Consequently, for each item x that appears
in both sets X and Y, it holds that P(z) = f(z) x r(x) + g(z) x s(x) = 0 no matter which values
r(xz) and s(x) have. In the outsourcing setting, the parties encrypt and outsource the encrypted
polynomials f and g to cloud servers that help to compute the polynomial P under homomorphic
encryption. The servers then return the encrypted polynomial P to a receiver who figures out the
intersection items by finding all roots of P. Because the valid roots of the polynomial are the items
in the set intersection, it is not clear how to extend this idea to output only the intersection size
without revealing the common elements. To the best of our knowledge, our DPSI-CA is the first
protocol that allows the client (i.e., the receiver) to delegate their computation to cloud servers.
The computation and communication complexity of our protocol is independent of the larger set



size, and linear in the size of the smaller set O(n).

2.2 Secure Contact Tracing

Global lockdown measures have been imposed all around the world and will cause severe social and
economic problems. To relax the lockdown measures while keeping the ability to control the spread
of the disease, technical tools for contact tracing have been introduced. The resulting applications
try to log every instance a person is close to another smartphone-owner for a significant period of
time.

The first method includes keeping logs of users’ Global Positioning System (GPS) location data
and asking them to scan Quick Response (QR) codes. However, GPS-based methods carry privacy
risks because the GPS data may be sent to a centralized authority. Almost all nations are now
focused on using another technology - wireless Bluetooth signals - to detect contact matches.

The main principle of Bluetooth-based approaches is to determine who has been in close physical
proximity, determined by Bluetooth signals, to an individual who is diagnosed with the disease (a
‘diagnosed user’). All methods require users to continually run a phone application that broadcasts
pseudo-random Rolling Proximity Identifiers (RPI) representing the user and to record RPIs
observed from phones in close proximity. Whenever a user is diagnosed positively with COVID-19,
the application alerts all the devices from which it had received diagnosis RPIs during the infection
window (e.g., 14 days for COVID-19).

There are two main categories of proposals: centralized and decentralized. In a centralized
approach [Tra, Rob, NTK], the server generates RPIs and thus knows all the RPIs honestly used
in the system. The model relies on a trusted third-party (e.g, a government health authority). It
is therefore vulnerable to many privacy issues. In a decentralized approach like DP3T [TPH™'20],
PACT [CGH™20] and Apple/Google [Goo20a], each phone generates its own RPIs that are exchanged
to another phone when a close contact event is detected. The RPI list never leaves a user’s phone
as long as the user is not diagnosed with the disease. This model removes the need of the trusted
server, but is still vulnerable to several attacks like linkage attacks. For example, an attacker can
install BLE-sniffing devices to different known physical locations and collect RPIs. By keeping track
of when and where they received which tokens, the attacker can identify who has been diagnosed
with the disease as well as the travel route of the individuals [Sei].

Recent analysis has shown that current centralized and decentralized digital contact tracing
proposals come with their own benefits and risks [Vau20]. Against a malicious authority, the
risk of mass surveillance is very high in centralized systems. This risk is lower in decentralized
systems because the users generate their tokens themselves. However, the decentralized systems also
endanger the anonymity of diagnosed people over other users, as the tokens of diagnosed people
are broadcasted to everyone. [Vau20]: “centralized systems put the anonymity of all users in high
danger, specially against a malicious authority, while decentralized systems put the anonymity of
diagnosed people in high danger against anyone.”

Several solutions have been proposed to prevent against linkage attack as well as to leverage the
best of centralized and decentralized systems. As far as we know, there are three protocols in this
direction.

e The Epione system [T'SST20], in which private set intersection protocols are used on top of
decentralized systems: the diagnosis RPIs are not broadcasted. Instead, the user’s query is
done with the back-end server via an interactive secure computation protocol (PSI-CA). This
system achieves both high privacy and a low volume of data to be downloaded. However, it
requires each user to realize the high computation (w.r.t resource-constrained devices) of a
two-round interactive protocol with the servers.



e The Pronto-C2, proposed by Avitabile et. al. [ABIV20], in which instead of asking diagnosed
people to send RPIs to the back-end server, they construct a system where smartphones
anonymously and confidentially talk to each other in the presence of the back-end server.
Informally, the back-end server helps users to establish shared Diffie-Hellman keys to check
whether they are in contact with each other. The main shortcoming of this system is that
the client still has to download a large database (as in the DP3T system) and this is not
appropriate for resource-constrained devices.

e Finally, the DESIRE [DES] is presented as an evolution of the ROBERT protocol used in
France [Rob]. In this system, for each contact between two phones, a Diffie-Hellman key
exchange between is established and stored on each phone, which makes a high barrier for
resource-constrained devices.

We observe that none of the above three schemes supports resource-constrained devices that
have limited capacities for computation and storage. Our work solves this problem by introducing
an efficient delegated PSI-CA. Our solution allows resource-constrained devices to fully perform the
functionality of the contact tracing system while maintaining the user’s privacy.

Catalic can also be considered as a generalization of the Epione system. Indeed, if the user plays
the role of the cloud servers themselves, then Catalic is equivalent to Epione. This gives us the
ability to design a flexible system that allows users with sufficiently powerful devices who do not
trust cloud services to participate in contact tracing without cloud help.

3 Security Model and Cryptographic Preliminaries

This section introduces the notation, security guarantees, and cryptographic primitives used in the
later sections. In this work, the computational and statistical security parameters are denoted by
K, A, respectively. For n € N, we write [n] to denote the set of integers {1,...,n}.

3.1 Security Model

We consider a set of parties who have agreed upon a single functionality to compute and have also
consented to give the final result to some particular party. At the end of the computation, nothing
is revealed by the computational process except the final output. In the real-world execution, the
parties often execute the protocol in the presence of an adversary who corrupts a subset of the
parties. In the ideal execution, the parties interact with a trusted party that evaluates the function
in the presence of a simulator that corrupts the same subset of parties. There are two adversarial
models and two models of collusion.

o Adversarial model: A semi-honest adversary follows the protocol but is curious and attempts
to obtain extra information from the execution transcript. A malicious adversary can apply
any arbitrary polynomial-time strategy to deviate from the protocol.

e Collusion security: A colluding model is considered as a single monolithic adversary that
observes the possibility of collusion between the dishonest parties. Consequently, the model is
secure if the joint distribution of those views can be simulated. In contrast, a non-colluding
model is considered as independent adversaries, each observing the view of each independent
dishonest party. The model is secure if the individual distribution of each view can be
simulated.



PARAMETERS: A PRF F, and two parties: receiver and sender.

BEHAVIOR:
e Wait for input ¢ from the receiver.

e Sample a random PRF seed k and give it to the sender.

e Give F'(k,q) to the receiver.

Figure 1: The OPRF ideal functionality

In this work, we consider the semi-honest setting. The adversary can corrupt parties but as long
as there are at least two non-corrupted specific servers involved in the protocol, the privacy of the
users will be guaranteed. We describe more detail on the security of our DPSI-CA protocol and
Catalic system in Section 4 and Section 6.3.

3.2 Cryptographic Primitives

Oblivious PRF An oblivious pseudorandom function (OPRF) [FIPRO5] is a protocol in which a
sender learns (or chooses) a random PRF seed s while the receiver learns F'(s,r), the result of the
PRF on a single input r chosen by the receiver. The OPRF functionality is described in Figure 1.

Distributed PRF A distributed pseudorandom function (DPRF) is a protocol in which a PRF
secret key sk is shared among n parties. Each party can locally compute a partial evaluation of the
PRF on the same input . A combiner who collects ¢ partial evaluations can then reconstruct the
evaluation F'(sk,x) of the PRF under the initial secret key.

Private Set Intersection Cardinality Private set intersection cardinality (PSI-CA) is a two-
party protocol that allows one party to learn the intersection size of their private sets without
revealing any additional information. In this work, we consider PSI-CA in an untrusted third-party
setting where the computation can be delegated to the third-party (e.g., cloud servers).

4 Cryptographic Protocols

In this section, we present more detail on our DPSI-CA construction which replies on our new
cryptographic tool Odk-PRF. The DPSI-CA is later used as the main building block of our Catalic
system described in Section 5.2.

4.1 Oblivious Distributed Key PRF
4.1.1 Definition.

We introduce a new cryptographic notion of an oblivious distributed key pseudorandom function
(Odk-PRF). Intuitively, the functionality is a hybrid of the distributed PRF and OPRF, with an
additional feature that the PRF input is secret shared among m parties. Concretely, an oblivious
distributed key PRF (Odk-PRF) is a protocol in which a server learns (or chooses) a random PRF
key k. There are m clients, each has XOR secret share x; of input point . In Odk-PRF, each client
learns F'(k;,z;), the result of the PRF on the secret share input x; with a secret share key k; of k.



A combiner who collects all m PRF evaluations can then reconstruct the evaluation F'(k,z) as the
m m
PRF output on the input z = @ z; with the key k = @ k;.
i=1 i=1
We present a formal definition of Odk-PRF functionality by considering the following algorithms:

e KeyGen takes a security parameter , and generates a PRF key as KeyGen(1}) — k.

e KeyShare takes a PRF key k as a master key and a number m, and generates m shared PRF

m
keys as KeyShare(k,m) — {ki,...,kn} such that k = @ k;.
i=1
e KeyEval takes a shared PRF key k; and a (shared) input z;, and gives output F'(k;, x;) — v,
where F' is a PRF.

The correctness of our Odk-PRF is that if k < KeyGen(1*) and {ky, ..., kn} < KeyShare(k,m),
then F(k, @ zi) = @ F(ki, z:).
i=1 i=1
The security of the oblivious distributed key PRF (Odk-PRF) guarantees two following properties:

(1) Similar to the security guarantees of distributed PRF, any strict subset of the F'(k;, x;) hides
m
F(k,x), where z = @ x;. Note that the distributed PRF requires all the x; values and z are
i=1
the same (i.e, z = x; = ... = ) while in our Odk-PRF, the z; values are XOR secret shares
m
of x (i.e, z = @ x;).
i=1
(2) Similar to the security guarantees of oblivious PRF, F(k,x) reveals nothing about both x and
k with very high probability (e.g, 27%).

4.1.2 OPRPF’s Instantiation.

In an OPRF functionality for a PRF F'| the receiver provides an input z; the functionality chooses
a random key k, gives k to the sender and F(k,x) to the receiver. In this work, we focus on the
OPREF protocol [O0S17, KKRT16] which is based on inexpensive symmetric-key cryptographic
operations (apart from a constant number of initial public-key operations). The protocol efficiently
generates a large number of OPRF instances, which makes it a particularly good fit for our eventual
contact tracing application. Note that the protocol of [KKRT16] achieves a slightly weaker variant of
OPRF than what we have defined in Figure 1, but the construction remains secure for our Odk-PRF
protocol.

The work of [KKRT16] introduces BaRK-OPRF where the PRF key is a related pair (s, k). The
first key s is a random secret value chosen by the sender, and when doing many “OPRF” instances,
all instances have the same s (e.g. related key). The second key has a formula k =t @ [C(z) A 5],
where z is an input to OPRF, C is a pseudo-random function that has minimum distance x, and A
is bit-wise AND operator. In the construction of [0OS17], C' is BCH code. The value ¢ is chosen by
the functionality (or the receiver), and has been considered as a PRF’s output. e.g. the receiver
gets F(k,z) =t.

Intuitively, for a BaRK-OPRF instance, the receiver can evaluate it on only one input (e.g,
x) while the sender can evaluate this PRF at any point y by computing F(k,y) =k @ [C(y) A s].
It is easy to see that F(k,y) = t ® [(C(y) ® C(x)) As]l. If z = y then F(k,y) = t, and thus,
(k,y) = F(k,x) as desired.

Briefly, the BaRK-OPRF construction has an additional key (i.e, the related key s) rather than the
OPRF functionality defined in Figure 1. To adapt the above OPRF variant for our Odk-PRF definition,



we relax our KeyShare and KeyEval functions as follows. KeyShare only takes the second BaRK-OPRF
key k as a master key, and generates secret shares of k as before KeyShare(k, m) — {ki,...,kn}.
However, the KeyEval takes the shared PRF key k; and the additional related PRF key s and gives
output y; as F((ki, s), xi) — ;.

4.1.3 0Odk-PRF Construction from OPRF.

We assume that there are m clients, each holds a value z;c[,,). When the clients act as PRF’s
receiver to provide m inputs {x1,...,zn} to the BARK-OPRF functionality, the related key s and
keys {ki,...,kn} are generated accordingly, where k; = t; ® [C(x;) A s],Vi € [m]. Each client, in
turn, obtains F'(k;, z;) = t;, the result of the PRF on each single input ;.

For Odk-PRF, we would like to produce a combined key by XORing all individual keys as

m m
k = @ k;, a combined input value by XORing all corresponding PRF inputs as z = @ z;, and a
i=1 =1

m

combined output value by XORing all corresponding PRF outputs as t = @ t;. To achieve the
i=1

correctness of our Odk-PRF, the combined key k should be the same as the second BaRK-OPRF key

generated by evaluating OPRF on the combined input value x. In other words, k must be written
in a formula as k = ¢t & [C( ) A sl

We observe that k = EB ki = @ ti @ [( @ C(z;)) A s], and if we define F(k,z) := ¢ then it is

=1
necessary to have XOR- homomorphlc property for the function C' so that k can be represented as
k= @ ti @ [C( EB z;) Ns] =t @ [C(x) A s] as desired. By using a linear code [00S17, PRTY20] for

the functlon C, surprlsmgly Odk-PRF is implemented by evaluating OPRF. The Odk-PRF protocol is
presented in Figure 2. All functions KeyGen, KeyShare, and KeyEval are directly implemented from
the protocol. Note that our Odk-PRF can support any type T (e.g, XOR, AND) of the combination
of the individual keys k; as long as the function C' has T-homomorphic property. In this work, we
use T as XOR.

PARAMETERS: A server S, and m client Cq,...,Cp; an OPRF primitive defined in Figure 1
INPUTS: Each client C,, has input z;, the server has no input.

ProTOCOL:
e Each client R;c,) and the server S invoke an OPRF instance:

— Client C; acts as OPRF’s client with input z;

— Server S acts as OPRF’s sender. The server obtains a key k; and a related key s which
is the same for all OPRF instances.

— Client C; obtains a PRF value t;

n
e Server outputs a master key k = € k; and the related key s
i=1

Figure 2: Our Odk-PRF Construction.

The security of Odk-PRF follows in a straightforward way from the security of its building blocks
(e.g. OPRF). In particular, each PRF value t; is independent of each other. In addition, F'(k,x)

m
is indeed equal to @ F(k;,x;). Therefore, any strict subset of the F(k;, x;) reveals nothing about
i=1



F(k,z). Moreover, since OPRF is guaranteed to produce output indistinguishable from real, F'(k, z)
reveals nothing about both x and k. Thus, we omit the proof of the following theorem.

The construction of Figure 2 securely implements the oblivious distributed key PRF (Odk-PRF)
defined in Section 4.1.1 in semi-honest setting, given the OPRF functionality described in Figure 1.

4.2 Delegated PSI-CA

In this section, we propose an efficient delegated PSI-CA in which the computation is delegated to
the cloud servers.

4.2.1 Problem Definition

In a delegated PSI-CA protocol, three kinds of parties are involved: a client C, a backend server S,
and a set of m cloud servers H. We assume that at most m — 1 cloud servers are colluded, and the
backend server does not collude with any cloud server. The delegated PSI-CA protocol IT computes
a PSI-CA as follows: II: L x ({0,1}*)" x ({0,1}*)™ — L x L x fr where, L denotes the empty
output, {0,1}* denotes the domain of input item, N and n denote the set size, and f denotes the
PSI-CA function. For every tuple of inputs |, a set X of size n, and a set Y of size N belonging to
H,C, S respectively, the function outputs nothing L to H and S, and outputs fj) = [X NY] to C.

4.2.2 Technical Overview.

The basic idea for our PSI-CA is to have the backend server S represent a dataset Y as a polynomial
P(y) by interpolating the unique polynomial of degree (N —1) over the points {(y1,71),- .., (Yn,7TN)},
where R = {r1,...,rn} is random and known by both C and S. The backend server S sends the
(plaintext) coefficients of the polynomial to a cloud server H, who evaluates the received polynomial
on each x; € X (assuming X is known by H) and obtains P(x;) = rf. It is easy to see that if x; € Y,
ri € R. However, the cloud server cannot infer any information from 7/ since (s)he does not know R.
To allow the client learn only the intersection size, the cloud server H sends a set {r{,...,7.,} to
the client in a randomly permuted order. Shuffling means the client can count how many items are
in the intersection (PSI-CA) by checking whether 7, € R but learns nothing about which specific
item was in common (e.g. which  corresponds to the item x;). Thus, the intersection set is not
revealed.

Note that the above brief overview assumes that the cloud server H knows X in the clear. To
allow H to evaluate the polynomial without knowing the information of X, we propose to use our
Odk-PRF primitive. In particular, the client secret shares its item z;¢c[,) to a set of m non-colluding
cloud servers, each H ¢y, receives a share x; ;. All cloud servers H ¢, invoke n Odk-PRF instances
with the back-end server S. For each Odk-PRF instance i € [n], the cloud server H ¢y, acts as
one of Odk-PRF’s clients with input z; ; and obtains PRF value t; ;, while the back-end server
S acts as a Odk-PRF’s server and obtains Odk-PRF master key k; and related key s. Let’s H,,
be a combiner, who can collect all ¢; ; from H;c[,,—1) and reconstruct PRF value of item z; as

m
F((ks,s),x;) < @ tij. The security of Odk-PRF guarantees that the F'((k;,s), ;) reveals nothing
j=1

about z;, k;, and s to the combiner. For the rest of the paper, we omit the related key s, and use
PRF key k; to refer to the pair (k;, s).

Recall that our goal is to have a cloud server (e.g. the combiner) to obtain the correct r; from
the polynomial’s evaluation in a case that x; € Y, and random otherwise. To do so, the polynomial
must be generated based on PRF values. The back-end server S has PRF key k; from the Odk-PRF
execution, thus § can evaluate PRF value on any input. There are n PRF keys kjc[,) and N
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elements y;c[n]. The total PRFs needed to be evaluated is n/N, and thus, the polynomial has a
degree of (nN — 1), which is very expensive for interpolation and evaluation operations.

In order to address the above issue, similar to [PSSZ15], we use a hashing scheme to place items
into several bins and then perform the polynomial’s operations per bin. However, the cloud servers
do not allow to know X, and thus cannot place the share z; ; into a corresponding bin. Therefore,
in our protocol, the client C is required to map a set of X into the bins. Each C’s bin contains at
most one item. The backend server also hashes its items into bins, each contains a small number of
inputs. The C secretly shares the item in its bin to the cloud servers, which later allows the cloud
leader and the backend server to interpolate and evaluate the polynomial bin-by-bin efficiently. A
more detailed overview of the approach and the hashing scheme is presented in the following section,
prior to the presentation of the full protocol.

4.2.3 Cryptographic Gadgets.

We review the basics of Cuckoo & Simple hashing scheme [PSSZ15], and Pack & Unpack Mes-
sage [DCW13, KMP*17] to improve our DPSI-CA construction.

Cuckoo hashing. In basic Cuckoo hashing, there are 5 bins denoted BJ[1...[], a stash, and k
random hash functions hq,..., kg : {0,1}* — [5]. The client uses a variant of Cuckoo hashing such
that each item z € X is placed in exactly one of 8 bins. Using the Cuckoo analysis [DRRT18] based
on the set size | X|, the parameters 3, k are chosen so that with high probability (1 —27*) every bin
contains at most one item, and no item has to place in the stash during the Cuckoo eviction (.i.e.
no stash is required).

Simple hashing. The backend server maps its input set Y into § bins using the same set of k
Cuckoo hash functions (i.e, each item y € Y appears k times in the hash table). Using a standard
ball-and-bin analysis based on k, 8, and the input size of client | X|, one can deduce an upper bound
n such that no bin contains more than 7 items with high probability (1 —27*).

Pack&Unpack Message. A pack&unpack message consists of two algorithms:

e pack(S) — II: takes a set S of key-value tuples (a;,b;), Vi € [n], from a random distribution,
then outputs a representation II.

e unpack(Il,a) — v: takes a IT and a key a, then outputs value v.

Such a pack&unpack scheme should satisfy the following properties:

e Correctness: if (a,b) € S and II « pack(S) then (a,unpack(Il,a)) € S.

e Obliviousness: for pack({(a1,b1),...,(ay,by)}) — II, the distributions of unpack(Il, a) and
unpack(Il, a’) are indistinguishable when the b; values are uniformly distributed.

There are several pack&unpack constructions presented in [KMP*17], with different tradeoffs in
communication and computation cost. In this work, we use the following data structures:

1. Polynomial-based construction: pack(S) is implemented by interpolating a degree (n — 1)
polynomial IT over the points {(a1,b1), ..., (ay, by)}. unpack(Il, a) is implemented by evaluating
the polynomial II on the key a. It is easy to see that II satisfies correctness and obliviousness.

The interpolation of the polynomial takes time O(nlog(n)?) field operations [MB72], which
can be expensive for large 7. The size of II is O(7n).
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2. Garbled Bloom filter (GBF) [DCW13]: given a collection of hash functions H = {hy, ..., hy |
hi : {0,1}* — [7]}, a GBF is the array GBF[1...,7] of strings. The GBF implements a
key-value pair (a,b) in which the value associated with the key a is b = >-¥_ | GBF[h;(a)]. The
GBF works as follows. The GBF is initialized with all entries equal to an empty string 1. For
each key-value pair (a,b), let T'= {h;(a) | i € [k], GBF[h;(a)] = L} be the relevant positions
of GBF that have not yet been set. Abort if T = (). Otherwise, we choose random values
for entries GBF[j],j € [T, subject to >-¥_, GBF[hi(a)] = b. For any remaining GBF[j] = L,
we replace GBF[j] with a randomly chosen value. The computation complexity is O(n). The
size of II is also O(n), however, its constant coefficient is high. The parameters k and 7 are
chosen so that the “Abort" event happens with negligible probability (e.g. 27*). We discuss
parameter choice for GBF in Section 3.

4.2.4 Delegated PSI-CA Construction.

Our semi-honest delegated PSI-CA protocol is presented in Figure 3, following closely the description
in the previous Section 4.2.2. The construction consists of four phases.

Recall that our construction requires that the client and backend server have the same set of
random items R for computing PSI-CA final output. This can be done at the setup phase, where
the backend server chooses a random seed s, and sends it to the client. Both parties can generate 3
random values as R = {ry,...,rg} < PRG(s), where  is the number of bins in the Cuckoo’s table.

In the tokens’ distribution phase, the client hashes items X into 8 bins using the Cuckoo hashing
scheme. For each bin b € [f], the client secret shares the item x in that bin to m cloud servers. To
reduce the network costs, the client can sample m — 1 random seeds s;, and sends each of them to
one among m — 1 cloud servers H ¢, 1) in the setup phase. For the item x; in the bin bt the
client computes a share z}" < xp ® PRG(s1]|b) @ ... ® PRG(s;,,—1]|b), and gives x}* to the cloud
server H,,. Having PRG seed s;, other cloud server Hc(,,_1) can generate the share x{; of xp by

computing xi < PRG(sj]|b). It is easy to check that all the z,Vj € [m], values are shares of z;, as
Tp = Ené xi.
j=1

For each bin b € [], the cloud servers H ¢y, and the back-end server S invoke a Odk-PRF
instance such that S acts as a Odk-PRF’s server and obtains PRF key k;, in Step (1,I) while the
cloud leader H,, acts as a Odk-PRF’s combiner and learns t, < F'(ky, xp) as described in Step
(3,III). Unlike the brief overview described in Section 4.2.2, the combiner H,, divides PRF values
{t1,...,tg} into m groups, each group has o = [%] items as Tj = {t(j—1)as-- - tja—1} except
possibly the last group which may have less than « items (without loss of generality, we assume
that § is divisible by m). The combiner #,, sends each set Tj to the cloud server H;. The main
purpose of this step is to distribute the last computation phase (e.g. polynomial evaluation) to all
cloud servers.

The backend server S hashes its input set Y into 5 bins using the Simple hashing. For each
b € [B], S computes PRF value wp; <= F(kp,y;) on every item y; in that bin with the PRF key
ky obtained from the Odk-PRF execution. The backend server S then generates a set of points
Py = {(H(ups),m))|yi € Bg[b])} for the bin Bg[b] where H is a one-way hash function known by
every participant, and r is in the random set R computed in the setup phase. S packs P, as
II, < pack(Fy). If b € [(j — 1)av, joo — 1], the backend server S sends II, to the corresponding cloud
server ‘H;. Each cloud server H; unpacks the received message using every element ¢; € T} as
vj < unpack(Ily, H(t;)), and forwards the resulting value to the combiner #,,,.

After collecting all v; values as V' = {v1,...,vg} , Hp, permutes the set V' and sends it back to
the client, who computes o = |R N V| as an output of PSI-CA.
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PARAMETERS:
e Set size n and N.
A client C, a backend server S, and m cloud servers Hq, ..., Hn,
A one-way hash function H : {0,1}* — {0,1}*, and Cuckoo and Simple hashing scheme described in
Section 4.2.3.
A Odk-PRF primitive described in Section 4.1
pack() and unpack() functions described in Section 4.2.3

INpPUTS:
e Client C has input X = {z1,...,2,}
e Backend server S has input Y = {y1,...,yn}
o Cloud server Hjc[,, has no input.

ProTOCOL:
I. Setup phase
— The backend server S chooses a random seed s, and sends it to the client.
— The client generates § random values R = {ry,...,r3} < PRG(s)
— The back-end server S generates § random values from PRG(s), permutes them, and gets
{pla v 7]9,8}
— The client chooses m — 1 random seeds s;c—1], and sends s; t0 Hic[m—1)-
II. Tokens distributed
— The client hashes items X into § bins using the Cuckoo hashing scheme. Let Be[b] denote the
item in the client’s b** bin (or a dummy item for empty bin).

m—1
— For each b € [5], and « € Be[b], the client computes z}* «— @ PRG(s;||b), and gives z}" to
j=1

the cloud servers H,,. ‘
— For each b € [B], the cloud server H,c[,_1) computes x; < PRG(s;||b) as a share of item
x € Be [b]
III. Server computation
1. For each b € [f], cloud servers Hjc[,, and back-end server S invoke an instance of Odk-PRF
where:
— & acts as Odk-PRF’s server and obtains PRE key kg '
— Each H; acts as Odk-PRF’s client with input 7, and obtains PRF values ¢;.
2. For all j € [m — 1], each H; sends Tj = {t],... ,té} to the combiner H,, .

n .
3. For each b € [3], the combiner H,, computes t, = P t}
j=1

4. Let a = [%1, the combiner H,, divides a set {t1,...,tg} into m subsets Tj; = {t(j—1)as-- - tja—1},
and sends each T} to H;,Vj € [m —1].
5. The back-end server S hashes items Y into § bins using the Simple hashing. Let Bg[b] denote
the set of items in the b*" bin
6. For each b € [3], S computes up,; = F'(ky,y;) for all y; € Bp[b].
7. For each b € [f],
— & generates a set of points P = {(H (us,i),ps))|yi € Br[b])} for all b € [(j —1)a, ja — 1], and
sends II, < pack(P) to the cloud server H; if b € [(j — 1)o, joo — 1]
— H; unpacks the received message using each element t; € Tj as v; < unpack(Ily, H(t;)), and
then sends it to the combiner H,,
8. After collecting all v from Hjepm—1), the combiner H,,, permutes the set V' = {v,...,vp}
and sends it to C.
IV. Client’s output: 0 = |[RNV]|.

Figure 3: Our delegated PSI-CA construction.
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4.2.5 PSI-CA Security and Discussion

The PSI-CA construction of Figure 3 securely implements the delegated PSI-CA functionality
described in Definition 4.2.1 in semi-honest setting, given the Odk-PRF functionality described in
Section 4.1.

We exhibit simulators for simulating corrupt client, a set of corrupt cloud servers, and corrupt
backend server respectively. We argue the indistinguishability of the produced transcript from the
real execution.

Simulating client. The simulator only sees a set of vy ;) = unpack(t;) messages in a randomly
permuted order 7() : [8] — [f] chosen by the cloud server combiner H,,. We consider modifying
this view as a set of v; = unpack(twfl(i)). Using the abstraction of the unpack obliviousness we can
replace term v; with an independently random element for each x; € X NY. As long as the client
and H,, do not collude, we can replace unpack(t,-1(;)) with unpack(t) where ¢ is a PRF value of a
common item x € X NY (i.e, the permutation hides the common items), and then replace unpack(t)
with random element in R. In other words, the simulator only learns | X NY| and Y. The simulation
is perfect.

Simulating cloud servers. Let Adv be a coalition of corrupt cloud servers. In our protocol,
we assume that Adv has at most m — 1 among m cloud servers. The simulator simulates the view of
Adv, which consists of received shares from the client, Odk-PRF’s randomness, pack messages from
the backend server, and transcripts from the Odk-PRF ideal functionality. We consider two following
cases:

e Security for the client C: In Step (IT) of our protocol, the client C secretly shares its input to m
cloud servers. Since Adv contains at most m — 1 corrupt cloud servers, Adv learns nothing from
this step, and we can replace the share with random. Thanks to the cryptographic guarantees
of the underlying Odk-PRF protocol, no information is revealed except the PRF output in
Steps (I11,3) and (I11,4). We also assume that Adv does not collude with the backend server,
the PRF outputs can be replaced with randoms. In Step (IIL,7), Adv evaluates unpack which
also produces output indistinguishable from the real world.

e Security for the back-end server S: In Step (IIL,7) of our protocol, S packs a set of key-value
pairs P = {(H (u),p)} via pack functionality, where u = F'(k,y) is a PRF value on the item
y € Y with the key k obtained from Odk-PRF, and p is generated from the secret PRG seed.
Because of Odk-PRF pseudorandomness property, we replace u with random. In our protocol,
the cloud servers do not know the PRG seed, we can also replace p with random. The pack
functionality takes a set of random pairs thus its distribution is uniform.

In summary, the output of Adv is indistinguishable from the real execution.

Simulating back-end server. When using the abstraction of our Odk-PRF functionality, the
simulation is elementary.

Security Discussion. In our DPSI-CA, we require that the backend server does not collude with
any cloud server. This requirement is for the security guarantee in Step (II1,4) where each cloud
server j can see a subset Tj = {t(j—1)a>- - - tja—1} of PRF outputs of the client’s items in the
buckets [(j — 1)a, ..., jal. If the cloud server j* colludes with the back-end server, they can learn
which specific items of these buckets are common by comparing 7 and the set of PRF outputs on
VyeY.

Our protocol can be modified to make the above non-colluding requirement weaker. In particular,
we can assume that there is a specific (instead of any) cloud server (e.g, the combiner #,,) that
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does not collude with the backend server. With the new colluding assumption, H,, needs to
play role of other cloud servers to perform unpack in Step (III,7). In other words, we modify our
DPSI-CA construction in Figure 3 by removing Step (III,4). The combiner H,, keeps the whole set
T = {t1,...,tg} locally. The backend server S sends all pack(P,) to the combiner H,, (instead of
other cloud servers Hc(m—1]). The H;, uses T' to evaluate the corresponding pack(F,) and obtains
a set V which is forwarded to the client as before.

The modified protocol improves the security assumption of our DPSI-CA, but requires more
computation on the cloud server combiner’s side. Depending on the system specifications, the
protocol can be adjusted to the appropriate design.

5 Catalic System
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Figure 4: The Overview of our Catalic System. (I) Tokens (RPIs) are exchanged when two users
are in close proximity. (II) When a user is diagnosed by a healthcare provider, the user receives
a certificate which indicates that (s)he tested positive with the disease. (III) the diagnosed user
encrypts a pair of their PRG seed and the certificate using the public key of the backend server,
and sends the encrypted values to the cloud server, who then permutates and transmits them to
the backend server. Using its private key, the backend server decrypts the received ciphertexts
and obtains a set of pairs including the PRG seed and associated certificate. The backend server
checks whether the certificate is valid using the hospital key. If yes, the backend server generates the
diagnosis tokens using the corresponding PRG. (IV) Each user invokes a DPSI-CA algorithm with
the backend server via cloud servers, where the user’s input is its received tokens and the server’s
input is the list of diagnosis tokens. The user learns only whether (or how many) tokens there are

@
y
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Cloud Servers Back-end server

in common between the two sets.

5.1 System Overview

The Catalic system consists of five main phases. The first three steps are mostly the same as the
BLE-based approaches such as Apple-Google [Goo20a]. In the third step, we can enhance the
privacy w.r.t the prior methods by adding a Mix-Net system to shuffle the diagnosis tokens/keys.
This prevents attackers from linking which tokens belong to which user, and thus protect the
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privacy of users who tested positive (so-called diagnosed users). The fourth step is the heart of
our system where we allow a contract tracing app to delegate the secure matching computation
to a decentralized system of untrusted cloud servers. Then based on the returned values, the user
determines whether (s)he has been exposed to the disease. The secure matching allows Catalic to
prevent against the linkage attack which remains in other systems including Apple-Google [Goo20a]
and DP3T [TPH"20].

The system is diagrammed in Figure 4. Our Catalic model involves computation by all par-
ticipants/users and by three kinds of untrustworthy servers: those of healthcare providers, cloud
servers, and a backend server. Similar to other decentralized contact tracing systems [Goo20a], at
some point, the backend server holds the transmitted diagnosis RPIs T while the i** user holds the
received RPIs T} obtained from the “contact" phase. The last step of contact tracing system aims
to securely compare T to every T;. If there is a match, the i*" user was in close proximity to a user
that has since been diagnosed with the disease. To perform this task, we integrate our DPSI-CA
protocol into Catalic. We formulate this core component in Figure 5.

PARAMETERS: Four parties: a back-end server, a set of cloud servers, and a user.

FUNCTIONALITY:

Wait for the server with input set T

Wait for the user with input set T,

Wait for the cloud servers with no input
Give the user the intersection size |T; N T

Figure 5: Our DPSI-CA gadget.

Each user delegates the PSI-CA computation to two (or more) non-colluding cloud servers (e.g.,
those run by Amazon, Google, or Apple). The backend server and the cloud servers jointly perform
PSI-CA, and return the PSI-CA output to the user, who determines whether there is a match.

5.2 Catalic Extension

As mentioned in the previous section, each user delegates the PSI-CA computation to two or many
cloud servers. The privacy of the user will be guaranteed if at least one of these servers is not
corrupted. In practice, we can have a large network of cloud servers that helps the user to do this
delegation. In this section, we briefly describe such a network and leave the concrete design for
future work which goes beyond the scope of automated contact tracing.

DSUSH: Decentralized System of Untrusted Server-Helpers. We describe a decentralized
system of untrusted servers as in Figure 6, in which:

e Any server can ask to join DSUSH as a cloud server (so-called server-helper). Each one can
be certified by the Authority, say the backend server. Whenever there is a proof that a cloud
server is dishonest, this server will be removed from the system and blacklisted.

e Assume that the DSUSH has M server-helpers. Any client C can secretly choose any m among
M server-helpers in DSUSH and run the delegated PSI-CA protocol described in Figure 3 with
these m server-helpers.

Client’s Privacy. To break the privacy of the client C, an outsider adversary has to corrupt all
the m cloud servers chosen by C.
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Figure 6: DSUSH: Decentralised System of Untrusted Server-Helpers.

5.2.1 Tracing Traitors for the Reliability of DSUSH.

Interestingly, we can employ techniques from traitor tracing to detect malicious cloud servers in
DSUSH. Any cloud server can be traced if it acts as a malicious server. The tracing procedure can
be realized without any notice: no server can tell if it is run in a normal process or in a tracing
process. Traceability is the main feature that discourages cloud servers to behave maliciously.

Recall that in our delegated PSI-CA protocol described in Figure 3, the client can choose m > 2
cloud servers with the following requirements:

e For all j € [m — 1], the server-helper H; interacts with cloud server-helper combiner H,,.
e For all j € [m], the server-helper H; interacts with the backend server S.
e For all j € [m], the server-helper H; interacts with the client C.

From the above properties, we briefly show that anyone who possesses a diagnosis RPIs x that
belongs to the set of diagnosis RPIs Y = {y,...,yn} at the back-end server can do the tracing
and becomes thus a tracer. Eventually, the back-end server can generate this special RPI x and add
it to the list of the diagnosis RPIs Y.

Testing whether a suspected server-helper is malicious. The trace can test if a server, say
‘H1, is a malicious as follow:

e Step 1: Tracer plays the role of the client C in the delegated PSI-CA protocol described in
Figure 3. The tracer can choose n — 1 random dummy RPIs which are thus probably not in
the backend server set Y of diagnosis RPIs. The tracer then defines X that contains x and
these n — 1 dummy RPlIs.

e Step 2: The tracer sets m = 2, and chooses a trusted server H,, (the tracer can play
himself/herself as the role of #,,) and runs the protocol.

e Step 3: If the result returns at the end of the protocol is different than the correct value 1
(because x is the only element in the intersection of X and Y'), then H; is certainly a malicious
server.

e The effectiveness of the above tracing technique comes from the fact that the server H; only
knows H,, but cannot corrupt H,,. The value that H; receives from the H,, and the server
S are exactly the same as in the normal protocol and thus H; cannot distinguish a tracing
procedure from a normal procedure.
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e If H; acts maliciously with a probability p then the tracer can detect this malicious server
with probability p for each run of the protocol. By repeating the protocol k times, one can
detect this malicious with probability 1 — (1 — p)*¥ which close to 1 for sufficiently large k.

Testing whether a chosen set T of server-helpers contains a malicious server.
e Step 1: Identical as the above test of a suspected server-helper.

e Step 2: The tracer sets m = |T'| + 1, and chooses a trusted server H,, (the tracer can play
himself/herself as the role of H,,) and runs the protocol.

e Step 3: If the result returned at the end of the protocol is different than the correct value 1,
then the T contains at least a malicious server.

e The effectiveness of the above tracing technique comes from the fact that the server-helpers
do not know each other and cannot collude to deter the computation. The servers in T" only
know H,,, which is trusted and therefore cannot corrupt H,,. The values that the servers in
T receive from the H,, and the server S are exactly the same as in the normal protocol and
thus T cannot distinguish a tracing procedure from a normal procedure.

e By repeating the protocol many times, the tracer can correctly determine with overwhelming
probability whether T' contains a malicious server.

Black-box tracing. We can eventually generalize the above technique to get the black-box tracing.
The tracer first set T to be the whole set in DSUSH. Then if T" contains a malicious server then the
tracer performs a binary search from T to be able to get the malicious servers.

5.2.2 Practical Implementation of DSUSH

DSUSH in Google-Apple setting. Google and Apple would allow their cloud servers all around
the world to participate in a DSUSH. If these servers are trusted then the privacy of the users is
preserved. If one of the two firms is malicious (or half of the servers are corrupted) then the privacy
of a user who runs the delegated PSI-CA protocol described in Figure 3 with m server-helpers will
be broken with probability 2% (m should be set around 40) assuming that the numbers of servers of
Google and of Apple are the same and the choice of m server-helpers of the user is random. If both
Google and Apple are malicious (all the servesr are corrupted) then the privacy of the users will be
broken, their tokens will also be revealed.

DSUSH in a general setting of proximity tracing.

e As far as the user knows an honest server in DSUSH (for example the server from his friend,
his university, etc) then the privacy is preserved.

e If the user randomly chooses a set of m server-helpers then the privacy will be broken only
when all of these m server-helpers are malicious. Given the traceability, this case is quite
improbable.

DSUSH itself could be an interesting platform and we leave a concrete design with formal proven
properties of such a network to the future works.
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6 Implementation and Performance

To demonstrate the practicality of our Catalic system, we evaluate each building block of our
DPSI-CA protocol in C++. We run cloud server and backend server on a single server which has 2x
36-core Intel Xeon 2.30GHz CPU and 256GB of RAM. For evaluating the performance of the client,
we do a number of experiments on a virtual Linux machine which has Intel Xeon 1.99GHz CPU
and 16GB of RAM.

As detailed in Section 4, our Odk-PRF protocol builds on a specific OPRF variant [KKRT16,
0OO0S17] from the open-source code [Rin]. Our polynomial pack and unpack implementation uses the
NTL library [Sho] with GMP library and GF2X [GBZT] library installed for speeding up the running
time. The implementation of the building blocks (pack/unpack, end-user’s side) is available on
Github: https://github.com/nitrieu/delegated-psi-ca.

6.1 Parameter Choices

All evaluations were performed with input item of 128 bits, a statistical security parameter A = 40
and computational security parameter k = 128. We perform DPSI-CA on the range of set sizes
N = {222’ 224’ 226} and n = {2107 2117 212}'

Cuckoo hashing: Based on the experiment analysis [DRRT18], we choose cuckoo hashing
parameters such that no stash is required with sufficiently low probability. Concretely, in our setting
the client places its set into a Cuckoo table of size 8 = 1.5n using 3 hash functions while the backend
server using the same set of hash functions and maps its item y into three bins {h1(y), ha(y), hs(y)}
(i.e., item y appears three times in the hash table with the high probability).

Polynomial interpolation and evaluation: Given m cloud servers, our DPSI-CA protocol requires
the backend server to generate m polynomials, each of degree N/ < % Each cloud server must
evaluate such a polynomial on n/ «+ % points. The best algorithms for interpolation incur
O(N'log?(N")) field operations which is expensive for a high-degree polynomial since N’ is typically
large (e.g. N’ = 22%). To speed up the computation complexity of our protocol, we map N’
items into 6 buckets, each has maximum d items. Instead of interpolating a polynomial of degree
N’ — 1, we interpolate multiple smaller polynomials of degree d — 1. Based on the analysis of the
parameters [PSTY19], we choose d = 210, and because of d << N’ ( N’ = 224) there is a high
probability that each bucket contains the same number of items. [PSTY19] shows that only 3%
dummy items need to pad to the bucket to hide the actual bucket’s size. Accordingly, the cloud
server also maps its items into 6 buckets and evaluates 6 polynomials of small-degree d — 1. For
communication and computation efficiency, the polynomial field size can be truncated to length
A+ log(N'n') bits and the protocol will still be correct as long as there are no spurious collisions
with probability 1 —27*. In our experiment, we set the polynomial field size to be 80 bits to achieve
a high probability of correctness of approximately 1 — 2749,

Garbled Bloom Filter: The false-positive probability for a Garbled Bloom filter is the same as
that of plain Bloom filter which has been well analyzed. Therefore, we choose 31 hash functions
and the Garbled Bloom Filter of size 58 N’ to achieve the false-positive rate (1 — 6%)31 which is
close to 27,

6.2 PSI-CA Performance

We demonstrate the scalability our protocol on the client side by evaluating it on the range of
set sizes n = {210 21 212} with the backend server set size N = 226 and the number of cloud
servers m = {2,8,32,64}. As mentioned above, the client maps n items into 1.5n bins using Cuckoo
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Running Time (milisecond) Communication Cost (kilobyte)
n m=2|m=8|m=32|m=64| m=2|m=8|m=32| m=64| Asymptotic [bit]

210 1 0.48 0.48 | 3.01 5.1 47.63 | 47.73 | 48.11 48.62 (m — 1)+ 1505
21111 0.86 1.21 |25 7.87 95.25 | 95.34 | 95.73 96.24 1L5n(A + 1o (?‘mN))
2127 2.17 277 |3.01 8.76 190.48 | 190.58 | 190.96 | 191.47 : &

Table 1: Running time in milisecond and communication cost in kilobyte on the client’s slide in our
semi-honest delegated PSI-CA protocol with the back-end server set size N = 222; n and m are the
client set size and the number of cloud servers, respectively. The running time does not include the
waiting time from server’s response.

Parameters Running Time (minute) Communication Cost (megabyte)

) N 222 224 226 222 224 226
Set size o 910 912 910 ‘ 912 910 ‘ 912 910 912 910 912 910 ‘ 912
OPRF 0.003 | 0.003 || 0.008 | 0.008 | 0.034 | 0.035 || 0.04 | 0.09 0.04 0.09 0.04 0.09

Pack & | Poly. || 3.15 | 3.24 11.97 | 12.72 | 50.3 | 51.23 || 64.8 | 64.8 | 259.21 | 259.21 | 1036.83 | 1036.83
Unpack | GBF || 0.44 | 0.44 1.87 | 1.89 | 7.91 | 7.98 | 3649 | 3649 14596 14596 60136 60136
Poly. || 3.2 3.28 12.1 | 12.86 | 50.84 | 51.78 || 64.8 | 64.8 | 259.21 | 259.21 | 1036.83 | 1036.83
GBF || 0.49 | 0.49 2.00 | 2.03 | 8.45 | 8.53 || 3649 | 3649 14596 14596 60136 60136

Total

Table 2: Running time in minute and communication cost in megabyte on the cloud server’s side
in our semi-honest delegated PSI-CA protocol with 2 cloud servers; the client and back-end server
set size is n and N, respectively. The running time does not include the waiting time for server’s
response.

hashing. The client must send a seed of  bits to (m — 1) cloud servers and 1.5nk bits to the cloud
server combiner H,,. For communication efficiency, the returned values from the cloud servers can
be truncated to A + log(3nN) bits for the correctness probability of 1 — 272,

Table 1 presents the performance of our protocol on the client side. Note that the running time
does not include the waiting time for the server’s response. For n = 2'2 and m = 2, our protocol
costs only 2.17 milliseconds and 190 Kilobytes. Since the client’s running time depends on the
number of cloud servers involved in DPSI-CA, we are also interested in the protocol performance
when increasing m. While the network cost is mostly stable, the computational cost increases 1.5x
if increasing m = 2 to m = 32. However, the client’s running time is still under a few milliseconds
which achieves our ultimate goal.

Table 2 presents the performance of our DPSI-CA protocol the cloud server’s side on the range
of the client set size n = {210,212} with the back-end server set size N = {222 224 226} and m = 2
cloud servers. We assume that the backend servers uses m threads, each communicates with a
single cloud server. In our PSI-CA protocol, a cloud server requires to evaluate 1.5n Odk-PRF
instances, and unpack % messages. The main cost of the computation is the waiting time of
packing % messages by the backend server. We implement different pack and unpack constructions
described in Section 4 with the parameter choices described in Section 6.1. We report the total
cost of our protocol by aggregating the cost of building blocks. Table 2 shows the running time
and communication cost of both polynomial-based and GBF-based DPSI-CA protocols. While the
polynomial-based solution achieves the best communication cost, the GBF-based approach is fastest
in the running time.
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Linkage Attack System Req. Client
Protocols Travel | Infection | # interactive # | Runtime | Comm. Cost

Route Status Rounds | Servers (ms) (MB)
G&A [Goo20b) yes yes 1/2 1 331.96 7.34
DP3T [TPH'20] no yes 1/2 1 0.02 469.76
PACT [CGH™"20] no yes 1/2 1 neg 1073.74
Epione [TSS™20] no 1no 2 2 394.01 1.27
Our Catalic no no 1 3 0.86 0.095

Table 3: Comparison of contact tracing systems with respect to privacy guarantees, required
computational infrastructure, and computation and communication cost on the client’s side. Infection
status refers to identify who has been diagnosed with the disease. Travel route refers to recover
travel route of the diagnosed individual. The system requires “# rounds" of interaction between
client and server. Each user has n = 2!! tokens/RPIs over 14 days of infection window. There
are 2 new diagnosed case per days. “neg" indicates the negligible cost of plaintext comparison
operations in PACT.

6.3 Catalic Discussion and Comparison

As discussed in Section 1, it is very important to design a contact tracing system that minimizes
the client’s effort. In this section we only focus on the performance comparison on the client’s side.
We note that our Catalic provides a reasonable computation and communication cost on the server’s
side, which presents in Table 2. The performance on the server side can be speed up since our
protocol is very amenable to parallelization. Specifically, our algorithm can be parallelized at the
level of buckets.

We estimate the Catalic performance in which the main computation cost is dominated by
the DPSI-CA algorithm. We compare our Catalic with other systems include PACT [CGH™20],
DP3T [TPH"20], Apple-Google [Goo20b], and Epione [TSS*20]. Note that PACT and DP3T
publicly release tokens/RPIs of diagnosed users. Therefore, they are vulnerable to linkage attack
which allows attackers to identify who has been diagnosed with the disease by keeping track of when
and where they received which tokens. In the Apple-Google (A&G) approach, the daily diagnosis
keys are publicly available which also allows attackers to learn the travel routes of the individual.
Only Epione [TSS*20] keeps diagnosis keys/RPIs privately. However, it requires a certain amount
of works on the client’s side which we discuss later.

According to A&G approach, each user has about & = 144 new tokens per day. For the infection
window, each client receives a total of approximately n = 2'! over 14 days. If there are about
K = 2" = 32,768 new diagnosed cases per day, the total of new diagnosis RPIs is approximately
N = 226 per day. We report detailed comparisons in Table 3, and here we describe how to get the
numbers.

In A&G approach, the phone (user) has to download 14K new daily-diagnosis keys per day.
Each key contains 128 bits thus the total communication cost is 14 x 2% x 128 (bits)= 7.34 MB.
The phone also requires to compute 14Kk = 66,060, 288 AES operations. Since each AES requires
10 cycles, a phone with 1.99 GHz processor needs 66, 060, 288 x ﬁ = (.33 seconds to complete
the contact tracing query.

In DP3T approach, the phone (user) has to download a Cuckoo filter of new diagnosis RPIs
per day. To achieve the failure events with error probability 2~ per contact tracing instance (in
line with our protocol), the false-positive rate of the Cuckoo filter would be 240+log(n) - Therefore,
the Cuckoo filter stores for each item a 56-bit fingerprint. For N = 226 new diagnosis RPIs, the
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communication cost is 226 x 56 (bits) = 469.76 MB. In terms of computation cost, the client requires
to compute 2n AES hash functions for table lookup. The total running time is 0.02 milliseconds.

In a simpler version of PACT approach, the phone (user) has to download all new diagnosis
RPIs per day, each token has 128 bits. Therefore, the network cost is 226 x 128 (bits) = 1073.74
MB for N = 226 new diagnosis RPIs. The PACT’s client does not do any cryptographic operation,
thus, we consider its running time to be negligible.

In Epione approach, the diagnosis keys/RPIs have never publicly available. The system also
replies on PSI-CA for private matching which allows users to figure out whether they may have
been exposed to the disease and nothing else. Epione proposes two PSI-CA protocols with different
trade-offs in the communication and time complexity of the protocol and the security guarantees.
Their fast variant is based on two-server PIR. It requires the servers do not collude each other, which
has the same security guarantees in our Catalic. Therefore, we use the numbers reported in Epione
to estimate the cost of their fast variant with the cache. The Epione’s client needs to send and
receive: 2k group elements, each of 256 bits; 2n PIR keys, each of xlog(N') = 128 x log(2!8) = 2304
bits where N/ = 218 is the bucket size after splitting N = 225 into 2® buckets; 2n PIR answers from
servers, each of 159 (bits). The total communication cost is 1.79 MB. In terms of computation
cost, the client requires to compute 2k group elements and 2n PIR queries. Using parameters for
database shape, and implementation optimization of Epione, the running time is 394 milliseconds.
Note that Epione requires two rounds of interaction between client and servers. Moreover, the
running time of Epione’s client is linear in the backend server’s database.

In Catalic, Table 1 shows that our protocol requires only 0.86 milliseconds and 96 Kilobytes on
the client’s side. Note that the experiment uses 1 back-end server and 2 cloud servers, each with
a single thread. As discussed in Section 5.2, if more cloud servers involve in the computation, it
improves the security level as well as the scalability of our Catalic system.
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