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Abstract. In this article, we present WARP, a lightweight 128-bit block
cipher with a 128-bit key. It aims at small-footprint circuit in the field
of 128-bit block ciphers, possibly for a unified encryption and decryp-
tion functionality. The overall structure of WARP is a variant of 32-nibble
Type-2 Generalized Feistel Network (GFN), with a permutation over
nibbles designed to optimize the security and efficiency. We conduct
a thorough security analysis and report comprehensive hardware and
software implementation results. Our hardware results show that WARP

is the smallest 128-bit block cipher for most of typical hardware imple-
mentation strategies. A serialized circuit of WARP achieves around 800
Gate Equivalents (GEs), which is much smaller than previous state-of-
the-art implementations of lightweight 128-bit ciphers (they need more
than 1, 000 GEs). While our primary metric is hardware size, WARP also
enjoys several other features, most notably low energy consumption. This
is somewhat surprising, since GFN generally needs more rounds than
substitution permutation network (SPN), and thus GFN has been con-
sidered to be less advantageous in this regard. We show a multi-round
implementation of WARP is quite low-energy. Moreover, WARP also performs
well on software: our SIMD implementation is quite competitive to known
hardware-oriented 128-bit lightweight ciphers for long input, and even
much better for small inputs due to the small number of parallel blocks.
On 8-bit microcontrollers, the results of our assembly implementations
show that WARP is flexible to achieve various performance characteristics.

Keywords: Lightweight Block Cipher, 128-bit Block Cipher, Generalized
Feistel Network, Unified Encryption and Decryption



1 Introduction

Lightweight Block Cipher. Due to the increasing need for encryption and authen-
tication on constrained devices, lightweight cryptography has grown to be one of
the central topics in symmetric-key cryptography. Among various symmetric-key
primitives, the development of lightweight block cipher probably has the longest
history. As demonstrated by PRESENT [27], the first generation of lightweight
block ciphers, such as KATAN [34], PRINTCIPHER [46] or LED [39], mainly focused
on hardware footprint in the standard, round-based constructions. The block
size is typically 64 bits or even smaller to reduce the size. Combined with
hardware-oriented components (such as a 4-bit S-box and a bit permutation),
they achieved a very small hardware footprint compared to the standard AES.
Although small-footprint serial AES implementations are possible [7, 52], there is
still a gap between what can be done with lightweight block ciphers.

The second generation ciphers aimed at various goals, such as low-latency
(Prince [28] and QARMA [2]) or low-energy consumption (MIDORI [3]) or side-
channel/fault attack resistance (LS-designs [38], CRAFT [16]), while mostly trying
to achieve an equivalent hardware footprint of the first generation ciphers.

Importance of 128-bit Cipher. In this paper, we focus on lightweight block ciphers
with 128-bit block size and 128-bit key. The usefulness of such a primitive is
obvious as it can be used as a direct replacement of AES (more precisely AES-128

), without changing the mode of operation. Most of the popular block cipher modes
currently used with AES, such as GCM, have birthday bound security, meaning
that O(264) input blocks are sufficient to break the scheme. This also implies a
certain limitation on 64-bit block ciphers. It is clear that 64-bit block ciphers
have been playing the central role in the development of lightweight cryptography.
Having said that, birthday attacks with O(232) data complexity can be a real
threat8. To thwart them, keys must be renewed very frequently, however this is
not trivial in practice (e.g, Sweet32 [21]).

Tweakable block cipher (TBC) of 64-bit block size, such as SKINNY, is another
promising way to prevent the birthday attacks of O(232) complexity. It still
requires a change of outer modes (though BBB secure modes for TBCs are
typically simpler than those for block ciphers) and hence, it generally does not
realize a direct replacement of AES.

Consequently, we think lightweight 128-bit block ciphers have their own value.
In fact, replacements of AES by lightweight 128-bit ciphers often occur in the
development of lightweight authenticated encryption (AE) schemes. For example,
COFB [31] and SUNDAE [4] are modern block cipher-based AE modes that were
initially specified with AES. Later they were submitted [5,9] to the ongoing NIST
lightweight cryptography project9 with a 128-bit-block version of GIFT, a family

8 Alternatively, we could use beyond-birthday-bound (BBB) secure modes, however
they are generally more complex than the birthday-secure ones, and using complex
modes may nullify the merit of using lightweight primitive.

9 https://csrc.nist.gov/Projects/lightweight-cryptography

2

https://csrc.nist.gov/Projects/lightweight-cryptography


of lightweight block ciphers proposed by Banik et al. [11]. Both submissions [5,9]
are included in the second-round candidates.

As a lightweight replacement of AES, the size of unified encryption and decryp-
tion (ED) circuit is important, since some standard/popular block cipher modes,
e.g. CBC, OCB [49] and XTS [42], need a block cipher decryption (inverse) circuit
as well as an encryption circuit. Besides, when a block cipher is implemented
as a co-processor of general-purpose CPUs, we naturally expect the support of
both encryption and decryption, as the co-processor is agnostic to the operat-
ing modes. Needless to say, an encryption-only circuit is generally smaller and
enough for implementing “inverse-free” modes such as CTR or GCM. From these
observations, we set our primary goal to build a lightweight 128-bit block cipher
that is significantly smaller than prior arts for both encryption-only and unified
ED circuits.

Our Design. When we look at the current list of lightweight block ciphers, the
majorities are Substitution-Permutation Network (SPN) ciphers, such as [14,
27, 28, 39]. However, an SPN is inherently not perfect to our goal, because the
decryption circuit generally needs to invert the confusion and diffusion layers.
Despite the great research effort on concrete SPN designs using involutory S-
boxes and MDS matrices, such as NOEKEON [33], MIDORI, and QARMA, designing an
ultimately lightweight SPN cipher with fully involutory components still seems
challenging, when unified ED circuit is a primary target. In particular, if we
adopt a serialized datapath, we need recursively defined MDS matrices to be
efficient with respect to area [39]. However, it is well known that in fields of
characteristic 2, such an MDS matrix can never be involutory [40].

A potential alternative is Generalized Feistel Network (GFN) [55,68], because
it is involutory in nature. The classical Type-2 GFN [68] has been adapted by
many ciphers, such as HIGHT [41], Clefia [60], and Piccolo [59]. However it has
a slow diffusion, which is problematic when the number of sub-blocks (branches)
is large. Suzaki and Minematsu [62] (hereafter SM10) proposed a way to greatly
improve the diffusion of GFN by just changing the permutation of branches
from the rotation originally used by Type-2 GFN. They also showed r-branch
permutations achieving the fastest diffusion up to r = 16. Indeed, TWINE [63]
and LBlock [66] are 64-bit block, 16-branch GFN ciphers that can be seen as
concrete instantiations of SM10. It is interesting to note that, GFN ciphers
of larger-than-16 branches have been actively studied from the viewpoint of
permutation design (see below), however no concrete, purely GFN-based block
ciphers have been proposed, to the best of our knowledge10. In this paper, we
revisit GFN to investigate if it fulfills our needs. Specifically, we extend the idea
of SM10 to build a 128-bit, 32-branch (nibble) GFN cipher with 128-bit key,
named WARP11. As observed by SM10, one can achieve the diffusion round (the
number of rounds needed for diffusing any input difference to the whole output)

10 Liliput [19] is a 128-bit TBC built on a variant of GFN (EGFN [20]). It has a different
linear layer structure from GFN and has 16 branches.

11 The name comes from the resemblance of the cipher structure to strings in a loom.
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as low as 2 log2 r, which implies that a good 128-bit, 32-nibble GFN cipher may
only need two more rounds from the case of 64-bit, 16-nibble GFN ciphers. The
big challenge is to determine a 32-branch permutation. The diffusion property
of r-branch permutations for r > 16 has been recently studied, and made a
significant progress since SM10 [30, 36]. However, these studies do not give a
direct answer to us, as we need a permutation having not only a fast full diffusion
but also a high immunity against known attacks (differential/linear/impossible
differential/integral/division etc). Because an exhaustive search over all 32-branch
permutations is computationally infeasible, we define a subset of permutations
that are suitable to serial circuits and search over it with an Mixed Integer Linear
Programming (MILP) solver, based on the development of MILP-aided security
evaluation initiated by Mouha et al. [53]. Notably, we found that the 32-branch
permutations with 9-round full diffusion (which is 1 round smaller than what
SM10 showed) by Derbez et al. [36] are not suitable because the number of active
S-box grows very slowly. Our permutation has 10-round full diffusion, however
performs much better in terms of the number of active S-boxes (see Appendix C).

We adopt an S-box of MIDORI for its small delay and area. It is also very
efficient for threshold implementations which is very important when side-channel
attacks are possible.

The key schedule of WARP is ultimately simple: the 128-bit key is divided
into two 64-bit halves and they are alternately used, i.e. the parity of the round
number determines which half is used. This removes a need of additional register.
Such permutation-based key scheduling schemes have been employed by a number
of recent block ciphers, e.g, LED [39], Piccolo [59] and CRAFT [16] as well as
stream ciphers [10,51]. In addition, every sub-key is XORed after S-box is applied
to avoid the complement property of Feistel-Type Structures [26], following the
idea of Piccolo [59].

Implementation Results. Combining these components, we achieved 763 GE
for the bit-serial encryption-only circuit, which is, to our knowledge, the lowest
number of 128-bit block cipher hardware implementation to date. Moreover, due
to the low-energy and low-delay S-box, the 2-round unrolled implementation of
WARP achieved significantly better energy consumption as compared to MIDORI,
which is the current state-of-the-art design as a 128-bit low-energy cipher. For the
unrolled (Enc-only) implementations, WARP is smaller than QARMA, while keeping
relatively small delay, around 1.6 of QARMA-12811. We also conducted threshold
implementations of WARP for protection against first-order side-channel attacks.
The results are quite impressive (Table 10 at Appendix D). All in all, WARP has
pretty good performance for multiple hardware metrics not only in size.

For software metrics on microcontrollers, the design of WARP makes it flexible
to make different trade-offs. We report performance characteristics of our assembly
implementations on 8-bit AVR following various methods. The results show that,
for WARP, it is possible to achieve competitively small code size and extremely
low RAM consumption, with acceptable execution time.

Finally, thanks to the software-friendly structure of GFN, we report a very ef-
ficient software implementation of WARP on modern high-end CPUs equipped with
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Fig. 1: Round Function of WARP.

SIMD instructions. Unlike known bitslice implementation of recent lightweight
ciphers, which need many block to be processed in parallel, we use a vector
permutation (vperm) instruction, in a similar manner to TWINE [18]. This allows
us to work with small (or no) parallelism. Surprisingly, the results on modern
Intel processors are very competitive to the bitslice implementations of several
state-of-the-art lightweight ciphers (GIFT, SKINNY and SIMON [12]). This gives
another advantage to WARP when the operating mode is serial, say CBC-MAC or
lightweight, serial authenticated encryption mode such as CLOC [44], SAEB [54],
or COFB [31].

Organization. This paper is organized as follows. We first present the specification
of our cipher at Section 2. We provide our design rationale, such as 32-branch
permutation and S-box, at Section 3. Section 4 describes the details of security
evaluations against major cryptanalysis methods. Section 5 and Section 6 provide
our hardware and software implementations. Finally, we conclude at Section 7.

2 Specification

WARP is a 128-bit block cipher with a 128-bit key. The general structure of
WARP is a variant of the 32-branch Type-2 GFN. A 128-bit plaintext M and
a ciphertext C are loaded into a 128-bit internal state in encryption and de-
cryption processes, respectively. The internal state is expressed as 32 nibbles,
X = X0 ‖X1 ‖ . . . ‖X31, where Xi ∈ {0, 1}4. A 128-bit secret key K is denoted
as two 64-bit keys K0 and K1, i.e. K = K0||K1, where Ki ∈ {0, 1}64. K0 and K1

are also expressed as 16 nibbles, K0 = K0
0 ‖K0

1 ‖ . . . ‖K0
15, where K0

i ∈ {0, 1}4,
and K1 = K1

0 ‖K1
1 ‖ . . . ‖K1

15, where K1
i ∈ {0, 1}4, respectively.

Round Function. The round function of WARP consists of a 4-bit S-box S :
{0, 1}4 → {0, 1}4, a nibble XOR : {0, 1}4 × {0, 1}4 → {0, 1}4, and a shuffle
operation π : {0, . . . , 31} → {0, . . . , 31} applied to 32 nibbles. The round function
applies a non-linear unit transformation involving a single S evaluation and
round-key addition for each of two consecutive nibbles, adds a round constant,
and applies π to all 32 nibbles. See Fig. 1. The S-box S is described in Table 1.
The shuffle π and its inverse π−1 are described in Table 2.

Encryption and Decryption. The number of rounds of WARP is 41, where the
nibble shuffle operation π in the last round is omitted. For i = 1, . . . , 41, the i-th
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Table 1: 4-bit S-box S.
x 0 1 2 3 4 5 6 7 8 9 a b c d e f

S(x) c a d 3 e b f 7 8 9 1 5 0 2 4 6

Table 2: Shuffle π on 32 nibbles.

x 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

π(x) 31 6 29 14 1 12 21 8 27 2 3 0 25 4 23 10

π−1(x) 11 4 9 10 13 22 1 30 7 28 15 24 5 18 3 16

x 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31

π(x) 15 22 13 30 17 28 5 24 11 18 19 16 9 20 7 26

π−1(x) 27 20 25 26 29 6 17 14 23 12 31 8 21 2 19 0

round uses a 64-bit (16 nibbles) round key RKi. Then, an i-th round key RKi

is given as RKi = K(i−1) mod 2.

The encryption algorithm of WARP is given in Fig. 2. The decryption algorithm
is omitted here. It is obtained by just changing π to its inverse π−1.

WARP uses LFSR-based round constants. A state of 6-bit LFSR is written as
(`5, `4, `3, `2, `1, `0) and is initialized to 000001. It is updated in each round as

(`5, `4, `3, `2, `1, `0)← (`4, `3, `2, `1, `0, `0 ⊕ `5).

Using this LFSR, we define two nibbles RC0 = (`5, `4, `3, `2) and RC1 =
(`1, `0, 0, 0). RC0 and RC1 are xored to the first and third nibbles of the state
(note that the numbering of the nibbles is from 0 to 31) after the X2i+1 ←
S(X2i)⊕K(r−1) mod 2

i ⊕X2i+1 operation. Let RCr0 and RCr1 be the r-th round
constants. For completeness, we list (RCr0 , RC

r
1) for all r = 1, . . . , 41 in Table 3.

Claimed Security. WARP claims single-key security, and does not claim any security
in related-key and known/chosen-key settings.

Table 3: Round constants (listed in hexadecimal).

r 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

RCr0 0 0 1 3 7 f f f e d a 5 a 5 b 6 c 9 3 6

RCr1 4 c c c c c 8 4 8 4 8 4 c 8 0 4 c 8 4 c

r 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41

RCr0 d b 7 e d b 6 d a 4 9 2 4 9 3 7 e c 8 1 2

RCr1 c 8 4 c 8 4 8 0 4 8 0 4 c c 8 0 0 4 8 4 c
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Algorithm Encryption(K,M)

1. (K0
0 ‖K0

1 ‖ . . . ‖K0
15,K

1
0 ‖K1

1 ‖ . . . ‖K1
15)← K

2. X0 ‖X1 ‖ . . . ‖X31 ←M
3. for r = 1 to 40 do
4. for i = 0 to 15 do
5. X2i+1 ← S(X2i)⊕K(r−1) mod 2

i ⊕X2i+1

6. end for
7. X1 ← X1 ⊕RCr0 , X3 ← X3 ⊕RCr1
8. X ′0 ‖X ′1 ‖ . . . ‖X ′31 ← X0 ‖X1 ‖ . . . ‖X31

9. for i = 0 to 31 do
10. Xπ[j] ← X ′j
11. end for
12. end for
13. for i = 0 to 15 do
14. X2i+1 ← S(X2i)⊕K0

i ⊕X2i+1

15. end for
16. X1 ← X1 ⊕RC41

0 , X3 ← X3 ⊕RC41
1

17. C ← X0 ‖X1 ‖ . . . ‖X31

18. return C

Fig. 2: Encryption algorithm of WARP.

3 Design Rationale

As described, the goal of WARP is a 128-bit block cipher enabling small hardware
implementation, both for encryption-only and unified ED circuits, and both for
round-based and serial architectures. We detail the rational of our design choice
for each component of GFN below.

3.1 Branch Size and Permutation

We choose to use 32-nibble GFN with a 4-bit S-box, instead of 16-byte GFN with
an 8-bit S-box. Although the latter option allows to reuse most of the known
design/cryptanalytic results on 16-branch GFN (SM10, TWINE or LBlock and
their cryptanalysis such as [25]), 8-bit S-box is much inferior to 4-bit S-box in
terms of size/delay/energy.

We need a r = 32-branch permutation that is good in terms of diffusion
round and resistance to the major attacks, such as differential and linear attacks.
Despite the recent research on many-branch GFN [20, 30, 62], this remains a
hard problem, simply because the number of permutation quickly grows (r!).
When r = 2s, SM10 shows an r-branch permutation of diffusion round being 2s
based on de Bruijin graph, however, according to our random search, there is a
huge number of 32-branch permutations having diffusion round of 2 log2 32 = 10.
Besides, the differential/linear Active S-box (AS-box) counts are very different
among them, which suggests that we need another criteria before searching.
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After some experiments, we limit ourselves to permutations allowing efficient
serial hardware implementations, which is our main focus (See Section 5 for
hardware implementation). In more detail, we searched all permutations of
LBlock-like structure that consists of one 16-branch permutation composed of
two identical 8-branch permutations, and one rotation on 16 branches with an
amount of rotation from 0 to 15 nibbles as shown in Fig. 3. The resulting search
space has size 8!× 16 ≈ 219.3. The search over this space found 152 candidates
of diffusion round 10. We conducted MILP-based differential AS-box counting
for them. This evaluation requires about 2 days on computer equipped with 44
cores and 64 GB RAM.s Among them, 21 candidates achieved AS-box of ≥ 64
(which is needed for security) at 19 rounds (and no candidates achieved it at 18
rounds), and 8 out of 21 achieved AS-box of 66, which was the largest among
them. These 8 permutations are not isomorphic, however as far as we investigated,
the attack characteristics for other attacks (linear AS-box, impossible differential
characteristics etc) are identical for all of them.

Our investigation implies that they are equivalently secure in practice. More-
over, there is no difference from the implementation aspects too. Thus, we
arbitrarily chose one among them. A LBlock-like equivalent round function of
WARP is shown in Figure 4.

Recently, Derbez et. al [36] showed four equivalent classes of 32-branch
permutations achieving full diffusion after 9 rounds, while WARP requires 10
rounds. However, our MILP-based evaluation revealed that the number of active
S-boxes of these grows much slower than ours. Indeed, these require at least 32
rounds for achieving AS-box of ≥ 64. Since WARP achieves it with only 19 rounds,
the permutation of WARP is better than them as a 32-branch permutation.

X2i X2i+1

P

P

R

R : 16-branch Left-shift Rotation

P : 8-branch Permutation

Fig. 3: General LBlock-like round
function.

X2i X2i+1

Fig. 4: Equivalent round function
of WARP in LBlock-like structure.
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3.2 S-box

According to [3], the small path delay and the small gate area lead to low-energy
implementation. We searched a small-delay and lightweight 4-bit S-box which
fulfills the following requirements: (1) the maximal probability of a differential
is 2−2, (2) the maximal absolute bias of a linear approximation is 2−2 and (3)
preferably belonging one of the 30 cubic classes (as given in [24]) that allows
decomposition into two quadratic s-boxes, so that it can be used to implement
a 1st order threshold implementation with 3 shares. This helps us have a very
lightweight threshold circuit as well. As a result, we decide to use S-box of MIDORI
(Sb0). Note that other S-boxes used in low-latency ciphers such as Prince and
QARMA do not satisfy the requirement (3).

3.3 Key Schedule

The key schedule uses alternately the upper and lower half of the 128-bit key in
alternate rounds. This requires only a multiplexer to filter appropriate portions
of the round key in each round. As already outlined in [3, 17], an elaborate key
schedule function requires a register element to store and update the key, which is
costly in terms of area and energy consumption. Moreover, a simple key schedule
is particularly beneficial to unified ED circuits, because additional hardware is
not required to construct an inverse key schedule function. A key alternating
cipher like WARP with odd number of rounds, uses the same upper half of the key
in the first and the last encryption round (and indeed in all odd rounds) which
implies that the decryption routine would also use the upper half of the key in
the first, last and all odd rounds. Thus, the order of upper/lower half of keys used
in successive rounds is exactly the same for encryption and decryption, thus no
additional overhead is imposed to implement decryption alongside the encryption
in hardware. In addition, the key XOR operation is applied after the S-box to
avoid the complement property of Feistel-Type Structures [26], following the idea
of Piccolo [59].

3.4 Round Constants

We use LFSR-based round constants as it is simple and efficient to implement in
hardware. We use 6-bit LFSR with a primitive connection polynomial, which has
a period of 63, and hence sufficient to cover 41 rounds used in WARP.

4 Security Evaluation

We evaluate the security of WARP against differential, linear, integral, impossible
differential, invariant and meet-in-the-middle attacks. Among them, the 21-round
impossible differential attack is considered to be the most efficient for WARP. In
our evaluation, we do not expect an effective key-recovery attack on up to 32
rounds of WARP by using this 21-round impossible differential distinguisher or
even using other ones. Consequently, we conclude that the full-round of WARP is
expected to be resistant to those attacks. The details are given in Appendix B.
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5 Hardware Performance

One of the principal objectives for our design was efficiency in constrained
platforms with respect to multiple metrics of lightweight cryptography. Hence we
looked at area, energy and latency which are widely acknowledged to be factors
that determine the quality of a design. We first convert the round function to
an LBlock-type architecture that helps us construct an efficient serial hardware
architecture for WARP. Consider a 2-branch Feistel network, with a 128-bit block
composed of Xa||Xb (each of 64 bits). Further let Xa[i], Xb[i],K[i], ∀ i ∈ [0, 15]
denote the individual nibbles of the branches, and the roundkey respectively.
Then the LBlock-type function defined below in Fig 5, can also be used to define
the specifications of WARP.

Round Function(Xa, Xb,K)

for i = 0 to 15 do
T [π[i]]← S(Xa[i])⊕K[π[i]], -- Sbox, shuffle left branch,addkey

U [i]← Xb[6 + i mod 16], -- Rotate 6 nibbles (right branch)

end for
for i = 0 to 15 do
U [i]← U [i]⊕T [i], -- Add left, right branches

end for
U [0]← U [0]⊕RC0, U [1]← U [1]⊕RC1 -- Round const add

for i = 0 to 15 do
Xb[i]← Xa[i], Xa[i]← U [i] -- Swap left, right branches

end for

Fig. 5: Alternative definition of Round Function

In this definition, π is a permutation which maps i to the i-th element of
the following set: {3, 7, 6, 4, 1, 0, 2, 5, 11, 15, 14, 12, 9, 8, 10, 13}. It is elementary to
show that the encryption routine defined by 41 iterations of the round function
in Fig 5 (with the left-right swap omitted in the last round) is equivalent to the
definition of the encryption algorithm of WARP up to a shuffle of nibbles.

5.1 Nibble Serial Architecture

Figure 6 shows the architecture for WARP. Each storage element colored yel-
low/white in the figure is a 4-bit scan/normal flip-flop respectively. Apart from
4-bit xor gates required for round key addition, left-right branch addition, and
round-constant addition, we have used a few multiplexers to manoeuvre data
through the circuit. The circuit uses only one S-box, and in addition we have a
key-multiplexer that filters roundkey nibbles from the 128-bit master key (which
is not shown in the figure for space constraints). The circuit computes one round

10
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Fig. 6: Nibble serial architecture for WARP. The filter that feeds the permuted
roundkey is omitted in the diagram.

function of WARP in 48 cycles. Following is the cycle-by-cycle description of the
circuit operations.

Cycle 0-31: In the first 32 cycles, the plaintext nibbles are loaded on to the
state register. After this, the round counter resets to 0, and the following
operations are repeated 41 times.

Cycle 0-15: Before this set of cycles start, the left branch of the state, resides in
the storage elements marked 37 to 20, and the right branch in those marked
17 to 00, as shown in Figure 6. In 17 to 00, we need to rotate the right branch
by 6 nibbles. This is done as follows: a circular shift is performed for 16
cycles, which is somehow arrested for 10 cycles, to achieve the equivalent
functionality of 6 nibble rotation. The 16 nibble flip-flops are divided into 3
groups of 10, 1, 5 (00 to 11, 12 and 13 to 17). An internal circular rotation
of nibbles takes place for 10 cycles within each group. Since 10, 1 and 5 are
divisors of 10, this rotation effectively executes the identity transformation
on the right branch. Thereafter, a normal circular rotation over the entire
set of 16 nibbles (00 to 17) occurs for the next 6 cycles, thus achieving the
required functionality.
In the upper half, the shuffling denoted by the permutation π is performed on
the left branch (note that the order of shuffle and addkey/sbox is interchange-
able). We further take advantage of the fact that π can be defined in terms of
the 8-element permutation function π′ = {3, 7, 6, 4, 1, 0, 2, 5} over [0, 7] and
[8, 15] (i.e. π[i] = π′[i] if i < 8 and 8 + π′[i− 8] otherwise). This being so, only
the nibbles marked 20− 27 need to be scan flip-flops. We perform a circular
motion over the left branch nibbles (20 to 37) for these 16 cycles (AddC is
set to 0 for this purpose), with the select signal controlling the scan flip-flops

11



being SET at cycles 7 and 15. At cycle 7, the most significant nibbles of the
left branch reside at the flip-flops marked 26 to 20 and 37. When the scan
flip-flops are SET during this cycle, the wiring ensures that at cycle 8, these
nibbles are shuffled by π′ and stored in 27 to 20. A similar logic applies to
the shuffle in cycle 15. At this cycle, the least significant nibbles of the left
branch reside at the flip-flops marked 26 to 20 and 37. The SET signal of the
scan flip-flops in this cycle ensures shuffling by π′ in the next cycle.

Cycle 16-31: The left branch nibbles are driven out of 37 input to the S-box
and then xored with the corresponding key nibble. The output is added with
the right branch nibbles which are driven out of 17. The nibbles driven out
from 37 are driven back into 20 (thereby causing a circular shift of 16 nibbles
which is essentially the identity function). The output of the final xor is
driven into 00. Thus after cycle 31, the lower flip-flops (17 to 00) thus contain
the output of the round function. The upper flip-flops (37 to 20) continue to
hold the left branch of the current round (however the nibbles are shuffled
with the permutation π executed in cycles 0 to 15).

Cycle 32-47: We need to undo the shuffling of the left branch and then swap the
2 branches. This is done serially over 16 cycles, by a circular rotation over the
32 flip-flop nibbles (37 to 00). The nibbles driven out of 17 are driven into 20,
and thus after this set of 16 cycles, the flip-flops in the upper half (37 to 20)
will contain the round function output. The nibbles out of 37 are driven into
00 and it is here that the π−1 is performed to undo the shuffle. Note that
in the bottommost row, the scan flip-flops are wired to perform π−1. The
select signals are SET in cycles 40 and 47 to perform π′−1 over the lower and
upper set of 8 nibbles exactly as in cycles 16-31. This not only moves the left
branch nibbles to the lower flip-flops but also undoes the shuffle performed
in cycles 0-15, and so we are ready to perform the next round computations.
Note that the round constants are added to the register 17 in cycles 32 and
33. This completes the round function. Note that since the left-right swap is
omitted in the last round, the ciphertext is output from the flip-flop marked
17 rather than 37.

More circuit details of bit-serial and unified architecture for encryption and
decryption are presented in Appendix D.

5.2 Performance Results

In Table 4, we compare the hardware performances of the serial implementations
of WARP with other lightweight ciphers, with 128-bit block size and providing
128-bit security. Unless otherwise specified, for all the designs in the table, the
following design flow was adhered to. The ciphers were first implemented in VHDL
and a functional simulation was done using the Mentorgraphics Modelsim software.
Thereafter the design was synthesized using the Standard cell library of the STM
90nm CMOS logic process (CORE90GPHVT v 2.1.a) with the Synopsys Design
Compiler, with the compiler flag set to compile ultra. A timing simulation was
done on the synthesized netlist with 1000 test vectors. The switching activity of
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each gate of the circuit was collected while running post-synthesis simulation.
The average power was obtained using Synopsys Power Compiler, using the back
annotated switching activity.

Serial implementations are deployed when area is one of the primary metrics
to be optimized. As can be seen from Table 4, WARP performs well as far as area
is concerned, when compared with other ciphers with similar security level. As
in [3,17], we used multiplexers to filter round keys, instead of a register, which
saves us 100 to 150 GE of silicon area. The encrypt-only (E) bit-serial version
of WARP occupies only 763 GE which is the lowest reported at this security level.
Note that for a fair comparison, all the designs in Tables 4, 5 were implemented
from scratch except the ones marked by an asterisk.

Table 4: Comparison of performance metrics for serial implementations synthe-
sized with STM 90nm Standard cell library. Figures separated by / indicate
corresponding metrics for encryption/decryption. *Synthesized with the IBM
130 nm process/Power at 100 KHz

Degree of Area Delay Cycles TPMAX Power (µW) Energy
Serialization (GE) (ns) (MBit/s) (@10MHz) (nJ)

GIFT-128-128 4/32 1455 2.25 714 76.0 61.7 4.40
GIFT-128-128 1 1213 2.46 6528 7.6 40.3 26.30
SKINNY-128-128 8 1638 1.95 840 74.5 79.1 6.64
SKINNY-128-128 1 1110 0.81 6976 21.6 53.8 37.53
SIMON 128/128 1 1077 1.17 4480 23.3 60.5 27.10
MIDORI 128 (E) 8 1308 4.94 415 62.4 54.4 2.26
MIDORI 128 (ED) 8 1401 6.08 415/463 50.7/45.5 54.6 2.27/2.53
AES 128 (ED) 8 2060 5.79 246/326 85.7/64.7 129.7 3.19/4.23
AES 128 (E) [45] * 1 1560 - 1776 - 0.823 14.61
AES 128 (ED) [45]* 1 1738 - 1776/2512 - 0.852 14.61/15.13
WARP (E) 4 871 2.97 2032 20.2 33.2 6.76
WARP (E) 1 763 2.01 8128 7.5 28.4 23.04
WARP (ED) 4 925 2.58 2032 23.3 34.6 7.03
WARP (ED) 1 806 2.13 8128 7.1 29.0 23.59

5.3 Round Based and Round Unrolled Designs

While serial implementations are useful to construct low area architectures,
round based and round unrolled architectures offer a lot of benefits such as good
energy performances, in addition with reasonably good area and throughput
performances. In [6], the authors studied a number of block ciphers and came to
the conclusion that round based or 2-round unrolled implementations tend to be
the most energy efficient configurations for block ciphers.

For WARP, the round based configuration would need to filter the upper or
the lower key half in successive rounds. Thus a multiplexer is necessary for this
filtering. In contrast a 2-round unrolled configuration performs 2 round function
computations in a single clock cycle. Such a configuration would have circuits for
2 round functions placed serially one after the other. This obviates the use of a
multiplexer to filter any round keys, as it is clear that the first round function
block can simply use the upper key half and the second block can similarly use
the lower half. Thus a 2-round unrolled circuit would consume proportionately
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lesser resources than a round based circuit both in terms of area and energy.
Similar arguments can be made about odd and even round unrolled circuits for
WARP. We experimented with 3 configurations for WARP: the round based, the 2
round and the 4 round unrolled circuits. The simulation results along with a
comparison with other lightweight block ciphers is presented in Table 5. Indeed,
in terms of energy, the 2-round unrolled configuration is the best and is around
30% better with respect to the one round configuration of MIDORI 128, a block
cipher, which is the most energy efficient block cipher reported in literature.
Note that WARP has odd number of rounds: this means that any even round
unrolled implementation will do some redundant computation in the final cycle.
For example, a 2-round unrolled implementation will need to operate 21 cycles,
to execute 41 round functions: the final cycle performs one additional round
function. This amounts to wastage of energy in the final cycle: however this is a
small fraction of the total energy consumed (for WARP it is less than 1% of the
total energy consumed). Figure 7 further shows a breakdown of area occupied by
the corresponding components of the circuit. Appendix D also describes a 1st
order threshold implementation of the WARP circuit.

Table 5: Comparison of performance metrics for round based implementations
synthesized with STM 90nm Standard cell library (1R, 2R, 4R refer to 1, 2, and
4 round unrolled circuits).

Area Delay Cycles TPMAX TPMAX/Area Power (µW) Energy
(GE) (ns) (GBit/s) MBit/(s·GE) (@10MHz) (pJ)

GIFT-128-128 1997 1.85 41 1.611 0.826 116.6 478.1
SKINNY-128-128 2104 1.85 41 1.611 0.784 132.5 543.3
SIMON 128/128 2064 1.87 69 0.937 0.465 105.6 728.6
MIDORI 128(E) 2522 2.25 21 2.649 1.076 89.2 187.3
MIDORI 128(ED) 3661 2.44 21 2.443 0.683 108.7 228.3
AES 128 7215 3.83 11 3.113 0.442 730.3 803.3
WARP (1R) (E) 1187 2.05 42 1.418 1.223 55.5 233.2
WARP (1R) (ED) 1390 1.74 42 1.671 1.231 59.5 250.0
WARP (2R) (E) 1456 1.95 22 2.911 2.047 58.4 128.5
WARP (2R) (ED) 1824 2.67 22 2.126 1.193 69.9 153.7
WARP (4R) (E) 2223 3.25 12 3.334 1.536 117.5 141.0
WARP (4R) (ED) 3075 3.93 12 2.758 0.918 177.4 212.9

6 Software Performance

6.1 On 8-bit AVR Microcontrollers

The design of WARP makes it flexible to make trade-offs to achieve various
performance characteristics on 8-bit AVR. Applying different implementation
choices results in different trade-offs between ROM, RAM, and execution time.
Appendix E.1 presents the details of our implementations. Table 11 summarizes
the results and comparison with available results of existing designs with same
parameters. It can be seen, on one end of the spectrum, WARP consumes minimized
RAM and competitively low ROM; On the other end, it achieves relatively good
performance regarding CPU cycles without consuming too much ROM.
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Round Based (1187 GE) Nibble Serial (871 GE) Bit Serial (763 GE)

State Register - 670 GE
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64-bit Multiplexer - 140 GE
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Control System/other gates - 25 GE
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16.9%
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36.3%

59.1%
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Fig. 7: Breakdown of component-wise area figures for 3 versions of WARP. Nibble
and Bit-serial circuits require lesser scan flip-flops which require more area

6.2 On High-end Processors

The nibble-orientate character of WARP enables implementations of it fit neatly
with a Single Instruction Multiple Data (SIMD) instruction commonly seen on
modern CPUs. This SIMD instruction performs a vector permutation providing
a look up table representation of the permutation offsets, which are called Vector
Permutation Instruction (VPI) [63]. For Intel and AMD x86-64 CPUs, the concrete
VPI is named (v)pshufb (which were used in our implementations). Both the
parallel 4-bit S-box and the nibble shuffle operation can be implemented using
(v)pshufb. Thus, the round function of WARP can be fully implemented using
a few (v)pxor and (v)pshufb. In Appendix E.2, we present the details of our
implementations of WARP using SIMD instructions on x64 CPUs. Our benchmark
results of WARP, together with that of two ciphers that are also designed targeted
at hardware, i.e., SIMON and SKINNY, are reported in Figure 10.

The software performance of WARP on high-end processors has the following
advantages. First, apart from mode of operations that can be parallelized, for
those that cannot, WARP also provides competitive performance, because the single-
block implementation of WARP can be very fast. Besides, for those modes that
can be parallelized, the latency of WARP can be very small, because the required
number of message blocks to achieve the optimal performance is relatively small.
Second, in the scenario where a server communicates with many sensors using
different keys, WARP can be very fast, because there is no heavy key schedule.

The source codes for our software implementations can be found via https:

//github.com/WARP-Block-Cipher/Software.

7 Conclusion

We have presented a 128-bit lightweight block cipher WARP. The design of WARP
is based on a variant of Type-2 GFN, combined with an improved shuffle over 32
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nibbles to boost the diffusion. The primary goal is to achieve a small-footprint
128-bit block cipher, both for encryption-only and unified ED circuits. This has
been achieved by carefully choosing the components of GFN. We provided a
comprehensive hardware implementation results. They show that WARP is the
smallest 128-bit block cipher in the most of typical implementation strategies.
Moreover, WARP is very competitive in energy-efficient implementation. Besides,
the software of WARP on 8-bit microcontrollers can achieve competitively small
code size and extremely low RAM consumption, with acceptable execution time.
Finally, WARP is very efficient on software implementation using SIMD on high-end
processors. Indeed, our experimental results suggest that, for relatively short
inputs, WARP is faster than other hardware-oriented lightweight ciphers, which is
a desirable feature when the block cipher is operated in a serial mode.
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A Test Vector

Table 6 shows the test vectors of WARP.

Table 6: Test vectors.

B 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31

K 0 1 2 3 4 5 6 7 8 9 A B C D E F F E D C B A 9 8 7 6 5 4 3 2 1 0
M 0 1 2 3 4 5 6 7 8 9 A B C D E F F E D C B A 9 8 7 6 5 4 3 2 1 0
C 2 4 C E 0 A 8 E F D 9 F 3 2 D E 5 2 9 D 5 F D F 4 5 7 0 3 A 8 D

K 0 1 2 3 4 5 6 7 8 9 A B C D E F F E D C B A 9 8 7 6 5 4 3 2 1 0
M 0 0 1 1 2 2 3 3 4 4 5 5 6 6 7 7 8 8 9 9 A A B B C C D D E E F F
C 9 2 3 C 6 4 F 9 2 8 2 7 E E 6 2 B 9 6 6 7 D D 2 5 4 8 F B 1 2 C

K 0 A C D 0 2 2 F 6 8 0 A 5 4 7 F E E 0 3 C 0 8 6 7 B 0 9 E 3 D 7
M A F 6 C D D 9 0 F C 5 A 6 E A A 8 9 7 B C D 1 2 0 8 D 3 9 1 E 1
C 6 1 2 3 9 9 5 F 1 9 2 4 D 3 1 4 2 5 6 4 1 A C D D 0 5 8 D D 4 6

B: Branch Index K: Master key M: Plaintext C: Ciphertext

B Security Evaluation

In this section, we provide the security evaluations of WARP against differential,
linear, integral, impossible differential, invariant and meet-in-the-middle attacks.

B.1 Differential/Linear Attack

Differential cryptanalsis [23] and linear cryptanalsis [50] are among the most
powerful techniques available for block ciphers. To evaluate the security against
differential and linear attacks, we compute the lower bound for the number of
differentially and linearly active S-boxes with a MILP-aided automatic search
method, which was proposed by Mouha et al. [53]. We use Gurobi [43] as the solver
and search for all nibble-wise truncated differential and linear characteristics.

Table 7 shows the minimum number of differentially and linearly active S-
boxes for up to 19 rounds in the single-key setting, where ASD and ASL denote
the number of differentially and linearly active S-boxes, respectively. It can be
observed from Table 7 that WARP has more than 64 active S-boxes after 19 rounds.
Since the maximum differential probability and absolute linear bias of the S-box
of WARP are both 2−2 and the nibble-wise full diffusion requires 10 rounds, even
with a 19-round differential distinguisher, we expect that an effective key-recovery
attack cannot reach up to 19 + 12 = 31 rounds. In a word, the full-round WARP is
secure against differential and linear attacks.

B.2 Impossible Differential Attack

Generally, an impossible differential attack [22] is one of the most powerful attacks
against Feistel-type ciphers. The impossible differential attack exploits a pair of
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Table 7: The lower bound for the number of differentially and linearly active
S-boxes in the single-key setting.

#Rounds 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19

ASD/ASL 0 1 2 3 4 6 8 11 14 17 22 28 34 40 47 52 57 61 66

input-output difference denoted by ∆in and ∆out such that ∆in will never reach
∆out after several rounds.

As mentioned in Section 3, WARP achieves the full diffusion after 10 rounds
at both the encryption and decryption sides in nibble-wise. Based on a more
detailed investigation, we found that the full diffusion requires 12 rounds at
both the encryption and decryption sides in bit-wise. Hence, there should be no
probability-1 bit-wise impossible differential over 24 rounds.

In order to obtain the longest impossible differential distinguisher, we utilize
an impossible differential search tool based on MILP designed by Sasaki and
Todo [58]. Specifically, we evaluate the search space such that the plaintext
difference and ciphertext difference activate only one bit, respectively. To model
the propagation of differences through the 4-bit S-box, we take into account
the differential distribution table for the 4-bit S-box. Based on the method as
proposed in [61], it can be modeled with the linear inequalities.

As a result, we find the following 21-round impossible differential distinguisher.

(0000000000001000000000000000000000000000000000000000000000000000

0000000000000000000000000000000000000000000000000000000000000000)
21 rounds−−−−−−→ (0000000000000000000000000000000000000000000010000000000000000000

0000000000000000000000000000000000000000000000000000000000000000)

According to Boura et al’s work [29] in ASIACRYPT 2014 and the correspond-
ing interpretation [35] by Derbez in FSE 2016, when extending the 21-round
impossible differential distinguisher for 10 rounds, the required time complexity of
the key-recovery attack is almost close to a pure exhaustive key search. Therefore,
we do not expect an effective key-recovery attack on up to 32 rounds of WARP
by using this 21-round impossible differential distinguisher. In a word, we expect
that the full-round WARP is secure against the impossible differential attack.

B.3 Integral Attack

The integral attack was first proposed by Daemen et al. [32] and it was later
formalized to the integral property by Knudsen and Wagner [47]. We define the
four states for a set of 2n n-bit cell: A: if ∀i, j i 6= j ⇔ xi 6= xj , C: if ∀i, j
i 6= j ⇔ xi = xj , B:

⊕2n−1
i xi, and U: Other. The integral attack was further

generalized to the division property by Todo [64], which can exploit the hidden
feature between A and B states.
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To evaluate the nibble-based division property, we use a MILP-aided automatic
search method proposed by Xiang et al. [67], which enables us to efficiently explore
the propagation of the division property. Specifically, we evaluate all the cases
where 1, 2, 3 nibbles out of 32 nibbles are C and the others are all A in plaintexts.
Thus, we need to evaluate 223.2

(
=
(

32
1

)
+
(

32
2

)
+
(

32
3

))
nibble-wise patterns.

In this way, we find the following 20-round integral distinguisher.

(AAAAAACAAAAAAAAAAAAAAAAAAAAAAAAAA)
20 rounds−−−−−−→ (UUUBUBUUUUUUUUUBUUUUUUUUUUUUUBUU)

However, due to the high data complexity of this integral distinguisher, one
can extend only 1 round to achieve a key-recovery attack and its time complexity
is almost close to an exhaustive key search. One may find an integral distinguisher
by using a lower data complexity, but the number of rounds will be reduced.
Considering that the nibble-wise full diffusion requires 10 rounds and that a
common integral distinguisher covering larger rounds always requires a higher
data complexity, we expect that the full-round WARP is secure against integral
attacks.

B.4 Meet-in-the Middle Attack

We evaluate the security against the meet-in-the-middle attack following the
method appeared in the self-evaluation of MIDORI [3] and CRAFT [16]. The 10-
round full diffusion property guarantees that any inserted key-bit non-linearly
affects all branches after the 10 rounds in the forward and the backward directions,
respectively. Thus, the possible number of rounds used for the partial matching
(PM) [57] is estimated as 19 (= (10− 1) + (10− 1) + 1). The condition for the
initial structure (IS) [57] is that key differential trails in the forward direction
and those in the backward direction do not share active non-linear components.
For WARP, since any key differential affects all 16 S-boxes after at least 10 rounds
in the forward and the backward directions, there is no such differential which
shares active S-box in more than 10 rounds. Thus, the number of rounds used for
IS is upper bounded by 9. Assuming that the splice-and-cut technique allows an
attacker to add more 3 rounds in the worst case, at most 32-round (19 + 10 + 3)
MitM attack may be feasible. However, because of the iterated key insertions
of K0 and K1 for every two round, we consider that it is difficult to mount a
32-round attack on WARP.

B.5 Invariant Subspace Attack

We use LFSR-based round constants in each round. Following the notions pre-
sented in [13], we first tried to find the smallest L-invariant subspace that contains
all roundkey differences. Here, L denotes the transformation that describes the
linear layer in WARP. Since WARP adds two key halves in an alternating fashion,
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the master keys repeat every other round, the set of roundkey differences in the
even/odd rounds are given by

Deven = {RCr⊕RCr+2 : i ∈ {0, 2, . . .}}, Dodd = {RCr⊕RCr+2 : i ∈ {1, 3, . . .}},

where RCr is the 128-bit vector defined as (04 ‖RCr0 ‖ 04 ‖RCr1 ‖ 0112). Denoting
D = Deven ∪Dodd, we try to find WL(D), which denotes the smallest L-invariant
subspace containing D. We found that WL(D) is a subspace of dimension 124,
which does not automatically guarantee resistance to subspace attacks. As the
invariant attack applies only if there is a non-trivial invariant g for the S-box layer
such that WL(D) ⊂ LS(g), where LS(g) is the subspace of all linear structures
of the function g. We ran Algorithm 1 of [13] on Z = WL(D) first to see if S(Z)
hits all the cosets of Z. Experimentally we found that it does indeed, leading us
to conclude that g is the constant function which guarantees security against
subspace attacks.

C 32-branch Permutations with 9-round Full
Diffusion [36]

Table 8 shows four equivalent classes of 32-branch permutations of π′0(x), π′1(x),
π′2(x), and π′3(x) achieving 9-round full diffusion found by Derbez et. al [36].

Table 9 is a comparison of lower bounds on the number of active S-boxes for
WARP and four permutations by our MILP-based Active S-boxes counting. As
shown in Table 9, the number of active S-boxes of π′0(x), π′1(x), π′2(x), and π′3(x)
grows much slower than WARP. Specifically, π′0(x), π′1(x) and π′2(x), π′3(x) require
at least 32 and 48 rounds for achieving AS-box of ≥ 64, respectively.

Table 8: Four equivalent classes of 32-branch permutations with 9-round full
diffusion [36].

x 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
π′
0(x) 3 4 5 12 7 24 9 20 11 2 1 26 15 8 17 30
π′
1(x) 3 10 5 12 7 26 9 20 11 8 1 24 15 18 17 30
π′
2(x) 3 4 5 2 7 24 9 16 11 14 1 28 15 10 17 8
π′
3(x) 3 14 5 12 7 28 9 18 11 22 1 30 15 2 17 24

x 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31
π′
0(x) 19 14 21 18 23 28 13 10 27 16 29 6 25 22 31 0
π′
1(x) 19 4 21 2 23 28 13 14 27 22 29 6 25 16 31 0
π′
2(x) 19 26 21 22 23 20 13 30 27 18 25 6 31 12 29 0
π′
3(x) 13 4 21 26 23 10 19 8 27 20 25 16 29 6 31 0

25



Table 9: Lower bounds on the number of Active S-boxes for WARP and four
permutations of π′0(x), π′1(x), π′2(x), and π′3(x)

# of rounds 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
WARP 0 1 2 3 4 6 8 11 14 17 22 28 34 40 47 52 57 61 66

π′
0(x) [36] 0 1 2 3 4 6 8 11 14 19 22 24 26 28 30 32 34 36 38
π′
1(x) [36] 0 1 2 3 4 6 8 11 14 19 22 24 26 28 30 32 34 36 38
π′
2(x) [36] 0 1 2 3 4 6 8 10 12 12 14 16 16 18 20 20 22 24 24
π′
3(x) [36] 0 1 2 3 4 6 8 10 12 12 14 16 16 18 20 20 22 24 24

D More Details about Hardware Implementations

D.1 Bit Serial Architecture

The nibble serial architecture can be converted to a bit serial architecture, with
some simple circuit-level transformations. The first is explained in Figure 8. Any
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Fig. 8: Nibble to bit serial transformations

nibblewise scan flip-flop can be serialized as shown in Figure 8, so that only one
scan flip-flop per nibble is utilized. Whereas in the nibble serial architecture, the
circuit can transfer one of the 2 nibble signals in one clock cycle, the same can
be done over 4 cycles in the bit-serial architecture. Thus the bit-serial circuit can
perform the same set of round operations in 48× 4 = 192 cycles, in 3 sets of 64
cycle operations as in the nibble serial circuit. We save 18× 3 = 54 scan flip-flops
in the bit-serial architecture, and also 4-bit xor gates and multiplexers can be
replaced with corresponding single bit gates.

D.2 Unified Circuit for Encryption and Decryption

Implementing the functionalities of encryption and decryption (ED) on the same
circuit can be beneficial in some instances. Various modes of operations like CBC,
XTS, OCB and COLM [1], that use block ciphers as the underlying primitive, require
access to both its encryption and decryption functionalities. Thus it is useful to
have an implementation that achieves both functionalities of a block cipher with
minimal overhead. There are several features in the Feistel network structure,
that make it easier to construct the ED architecture. Some of them are as follows:

1. SPN structures generally require involutive S-boxes to ensure efficient ED
implementation [3,17]. If not, they require the circuits for the forward and
inverse S-box to be implemented together, which increases area [8]. However
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the inverse round function in Feistel networks can be described with the
forward S-box only. This gives us more freedom to search for S-boxes with
lightweight characteristics.

2. Some SPN block ciphers, e.g., [17] require the decryption key to be equal
to L · K, where L denotes the matrix that forms the linear layer of the
cipher. Thus additional circuit for matrix multiplication is required. Also a
multiplexer is required to filter these keys for encryption/decryption. In the
architecture for WARP, this is not necessary.

3. Let FK denote the function that performs S-box function and the roundkey
addition on the left branch. Then by slight abuse of notation we can write
the round function as

Ya = P (FK(Xa))⊕ (Xb ≪ 6), Yb = Xa (1)

where P is the function that performs the nibblewise shuffle of the left branch
by moving the i − th nibble to π[i]. Then it is easy to see that the inverse
round function is Xa = Yb, Xb = (P (FK(Yb))⊕ (Ya)) ≫ 6. However we do
omit the left-right swap in the last round, and as a result, decryption can be
computed by iterating the following round function 40 times, followed by a
“swapless” final round:

Xa = (P (FK(Ya))⊕ (Yb)) ≫ 6, Xb = Ya. (2)

Equations (1) and (2) are similar except that in encryption, the right branch
is left rotated by 6 nibbles before addition, whereas in decryption, rotation
done is after xoring left and right branches, this time by 6 nibbles towards
the right. Since WARP uses each half of the master key in alternate rounds
for key addition, it has been designed to have odd number of rounds. This
means the first and last round encryption keys are the same, which implies
that the encryption and decryption uses the left and right halves of the key
in the same order.

Thus the only real overhead in the ED circuit for WARP is to accommodate
left and right rotation by six nibbles in different times of the decryption cycle,
and arrange for round constants to be generated in the reverse direction, which
only requires some strategically placed multiplexers to accommodate the timing
of these operations in the decryption cycle.

In essence, one approach would be to not rotate the right branch during cycles
0 to 15, and do rotation only during cycles 31 to 47 when the xoring of right and
left branches has been completed. However, this approach is slightly problematic
to adopt, as cycles 31 to 47 are used to not only swap left and right branches
but also to apply π−1 to the left branch as it is being moved to bottom rows of
flip-flops. In such a situation the bottom rows cannot accommodate two different
types of permutation operations at the same time.

As a result, we need to exercise some fine-grained control over the ED circuit.
For decryption, we rotate the right branch by 10 nibbles left in cycles 0-15 (same
as 6 nibbles right rotation), although this rotation is not required as per Equation
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(2). Thus to maintain functionality, in cycles 16-31, we drive nibbles out through
register 11 to do xor between left and right branches (this was done through
flip-flop 17 during encryption). After xor, the incoming nibbles are driven in
through flip-flop 12 (this was done through 00 during encryption). This method
has the added advantage that after round 31, the flip-flops 17−00 already contain
(P (FK(Ya)) ⊕ (Yb)) ≫ 6. This allows us to have the decryption operations in
cycles 32-47 exactly the same in encryption.

For completeness, we discuss two more issues. First, for decryption we choose,
cycles 0 and 1 for round constant addition, as this operation has to precede the
non-linear operations. To rotate left by 10 nibbles, we need to freeze rotation
for 6 cycles. Like in encryption, we divide the bottom row into groups of 6, 6, 2,
2 flip-flops and do internal rotation in these for 6 cycles. To accommodate this
operation we need to replace 3 normal flip-flop nibbles with scan flip-flop nibbles.

D.3 Threshold Implementations

The s-box belongs to the cubic class C266 as per the classification in [24] and as
such it can be decomposed into 2 quadratic s-boxes F ◦ G, where

G = [0, f, 6, 1, 3, 8, d, e, 4, b, 2, 5, 7, c, 9, a],

F = [c, 3, 1, e, 8, 5, d, 0, b, 4, 6, 9, 2, f, 7, a]

Since a minimum of d+1 shares are required to implement the 1st order threshold
implementation (TI) of a degree d s-box, we can thus implement a 3 share 1st-
order TI in the manner shown in [56]. The idea is to implement the TI of G
and F separated by a register bank in between, which suppresses the glitches
produced by the TI of G.

Since the s-box has degree 3, a straightforward 4-share TI can also be imple-
mented using a direct sharing approach. With regards to circuit architecture, the
4 share versions would only consist of 4 copies of the unshared circuit combined
through a shared s-box. The 3-share circuit is slightly complicated owing to the
fact that the shared G, F functions have to be executed one after the other.
We implemented it in the manner shown in Figure 9. In the unprotected circuit
described earlier, the S-box layer is computed in cycles 16 to 31. And so in the
shared circuit, we implement the shared function G in cycles 15 to 30 and the
shared function F in cycles 16 to 31. However this creates another problem, as
the entire left branch is overwritten by the output of the shared G layer before
being fed back into register 20. Since the current left branch is required to serve
the role of the right branch in the subsequent round, we need to invert the G
layer before we proceed to the next round. This is done by implementing a shared
implementation of the quadratic s-box G−1 between registers 20 and 21, which
is operated from cycles 17 to 32.

Table 10 shows the performance results for the 3-share and 4-share implemen-
tations of WARP. The smallest 3-share implementation stands at 1964 GE which
is smaller than known implementations of SKINNY and PRESENT (although these
are computed at different level of serialization).
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Fig. 9: Sketch of the 3 share nibble serial architecture for WARP

E More Details of Software Implementations

E.1 Details of Software Implementations on 8-bit AVR

In this section, we report various performance of our software implementations
of WARP on Atmel 8-bit AVR. The implementations were written in assembly and
compiled using AVR macro assembler 2.2.7 in Atmel Studio 7.0. The considered
performance metrics include the code sizes (ROM), RAM usage, and execution
time (CPU cycles), which were also measured using Atmel Studio 7.0. All imple-
mentations followed the equivalent LBlock-type structure (see Figure 4 and 11b).
For detailed implementation, we considered the following choices:

1. One-round or two-round unrolling: combining two rounds can save the shuffle
operation between left and right branches, trading ROM for CPU cycles. Note
that the nibble-shuffle π on the left branch requires no additional procedure
when hard-coding the correspondence between the XORed nibbles.

2. One-S-box or two-S-box combining: combining two 4-bit S-boxes to an 8-bit
can reduce times of memory accesses, trading ROM or RAM for CPU cycles.

3. Storing the look up table (LUT) of the S-box in RAM or ROM: storing the
LUT in ROM can minimize the consumption of RAM; the downside is on
the one extra CPU cycle per memory access.

Applying different choices results in different trade-offs between ROM, RAM,
and execution time. Table 11a summarizes the evaluation results of our various
implementations; Table 11b presents two representative results together with the
available results of other block-ciphers (with 128-bit block and key) for comparison.
It can be seen that, on one end of the spectrum, the implementation of WARP can
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Table 10: Comparison of performance metrics for serial implementations synthe-
sized with STM 90nm Standard cell library. (RB denotes round based circuit,
3s, 4s denotes circuits with 3, 4 shares respectively) *Synthesized with the
UMC 180nm process/Power at 100 KHz. **Synthesized with the IBM 130nm
process/Power at 100 KHz

Degree of Area Delay Cycles TPMAX Power (µW) Energy
Serialization (GE) (ns) (MBit/s) (@10MHz) (nJ)

PRESENT-80 (3s)∗ [56] 4 2282 - 547 - 5.1 28.16
SKINNY-128-128∗∗ (3s) [15] 8 3780 1.63 872 90.0 - -
WARP (3s) 4 2288 3.11 2032 19.3 99.9 20.29
WARP (3s) 1 1964 2.54 8128 5.9 87.0 70.72
WARP (3s) RB 6033 2.73 83 545.3 232.5 1.93
WARP (4s) 4 3363 3.12 2032 19.3 145.7 29.61
WARP (4s) 1 3060 3.26 8128 4.6 136.6 111.03
WARP (4s) RB 15761 3.38 42 880.9 703.3 2.95

consume minimized RAM (excluding the scenario-specific RAM data, such as
data to be encrypted, master keys, and initialization vectors.) and competitively
low ROM. On the other end of the spectrum, the implementation can achieve
relatively good performance regarding CPU cycles without consuming too much
ROM. Compared with other ciphers, there are two characters on the architecture
of WARP, which are the almost self-reciprocal structure and the extreme simplicity
of the key schedule. These two characters make the code size competitively small
when all encryption, decryption, and key-schedule are required to be implemented.
The lower level choices on the nibble-oriented operations make it flexible to make
trade-offs.

E.2 Details of Software Implementations on x64 CPUs

We implemented the serial processing of message block using 128-bit registers,
the parallel processing of double or more blocks using 256-bit registers. Because
of the byte-orientate character of the (v)pshufb instruction, in each byte of the
128- or 256-bit registers, only the lower 4 bits are used. Half of the 32 branches
of one (resp. two) block are stored within one 128-bit (resp. 256-bit) register.

The detailed implementation choices we considered are as follows.

1. Using equivalent form: similar to TWINE [63], it is possible to transform WARP

into an equivalent form (see Figure 12), in which only half branches go
through a nibble shuffle in each round12. We denote a shuffle of 16 nibbles
by “half shuffle”. Four different half shuffles are required for round functions
because the shuffle parameters form a loop every four encryption rounds.
Additionally, eight different shuffles are required to get equivalent round keys

12 Although a swap is also required between half branches and another half at the end
of each round, it can be skipped by variable renaming and unrolling even rounds.
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Table 11: Software performance of WARP on 8-bit AVR.

(a) Different performance characteristics of WARP on 8-bit AVR

Unroll Features Function ROM [B] RAM [B] Time [cyc.] Speed [cpB]

One-
Round

One-Sbox
ROM

ENC (908 - 46) 862 (160 - 160) 0 56408 440.69
DEC (914 - 46) 868 (160 - 160) 0 56762 443.45
ENC+DEC (996 - 46) 950 (160 - 160) 0 113170 884.14

One-Sbox
RAM

ENC (956 - 46) 910 (176 - 160) 16 50554 394.95
DEC (962 - 46) 916 (176 - 160) 16 50908 397.72
ENC+DEC (1044 - 46) 998 (176 - 160) 16 101462 792.67

Two-Sbox
ROM

ENC (1084 - 46) 1038 (160 - 160) 0 40664 317.69
DEC (1090 - 46) 1044 (160 - 160) 0 41018 320.45
ENC+DEC (1172 - 46) 1126 (160 - 160) 0 81682 638.14

Two-
Round

Two-Sbox
ROM

ENC (1404 - 46) 1358 (160 - 160) 0 36504 285.19
DEC (1406 - 46) 1360 (160 - 160) 0 36506 285.20
ENC+DEC (1516 - 46) 1470 (160 - 160) 0 73010 570.39

Two-Sbox
RAM

ENC (1264 - 46) 1218 (416 - 160) 256 34348 268.34
DEC (1266 - 46) 1220 (416 - 160) 256 34350 268.36
ENC+DEC (1376 - 46) 1330 (416 - 160) 256 68698 536.70

(b) Performance of block ciphers (128-bit block and 128-bit key) on 8-bit AVR

Cipher Block [b] Key [b] ROM [B] RAM [B] Time [cyc.]

AES 128 128 3000 (406 - 160) 246 58973
LEA 128 128 1650 (629 - 160) 469 61755
SKINNY 128 128 1124 (545 - 160) 385 77451
SPARX 128 128 1726 (751 - 160) 591 84390
WARP [1R] 128 128 1126 (160 - 160) 0 81682
WARP [2R] 128 128 1330 (416 - 160) 256 68698

The target device is ATmega128; The scenario is encryption/decryption of 128 bytes of data in
CBC mode [37]. For ROM, that consumed by the main function for initializing data and calling
the enc/dec functions are subtracted. For RAM, that required for storing the data to be
processed, the master key, and the initialization vector are subtracted. WARP [1R] is for the
one-round-based implementation storing the LUT of two-S-box in ROM. WARP [2R] is for the
two-round-unrolled implementation storing the LUT of two-S-box in RAM. Results of other
ciphers are from https://www.cryptolux.org/index.php/FELICS_Block_Ciphers_Brief_Results.

because the shuffle parameters for round keys form a loop every eight rounds.
Details of the shuffle parameters can be seen in Figure 12.

2. Using three-operand instructions in AVX2: The two-operand instruction,
pshufb in SSSE3, performs in-place shuffles and thus, original data in the first
operand will be destroyed. Whereas, the three-operand instruction vpshufb,
keeps the source data, and stores the result in a third register. To implement
parallel S-boxes using pshufb/vpshufb, the table representation of the S-box
must be in the first source operand. Using pshufb, this table representation
will be replaced by the result, thus inevitably requires reloading; Whereas,
using vpshufb, it will not be destroyed and thus avoid the frequent reloading.

3. Taking advantage of the pipelined execution unit on modern CPUs: in our
implementation, we provide additional options on parallelism (besides the
double-block parallelism) – compute an atomic instruction (e.g., vpxor for
round key addition) on quadruple/octuple data blocks, and only then continue
to computing the subsequent atomic instruction on for quadruple/octuple
data blocks. This is because, on modern CPUs, the hardware that support the
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SIMD instructions is pipelined, which allows independent SIMD instructions
to be dispatched before the completion of one instruction. By experiment,
processing quadruple/octuple blocks using two/four AVX2 instructions on
256-bit registers achieves more performance benefit.

Different processors and different methods for the measurement may cause non-
negligible influence on the results, which eventually makes it difficult to do a
fair comparison. Considering this, we chose two ciphers, i.e., SKINNY and SIMON,
to do benchmarks on the same processor using the same method. Note that
these two ciphers are also designed targeted at hardware and at the same time,
have competitive software performance; besides, their optimized source codes
are publicly available. Our benchmark results are reported in Figure 10. For
WARP, we also provide more detailed performance evolution with the length of
the messages in Table 12.
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WARP
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Source code for SKINNY and SIMON (versions with 128-bit block and 128-bit key) were adapted from [48,
65]. Because that of SKINNY only support 64-block parallel processing, results for short message are
not available. We used GNU g++ 5.5.0 with -O3 -mavx2 options to compile. The processor is Intel(R)
Core(TM) i7-6700 (Skylake). We turned off hyper-threading and disabled Turbo Boost. The timing
method used was that in http://github.com/BrianGladman/AES. The instruction is rdtsc. We used
time enc16() evaluating the average time using 10000 samples of messages of a particular length.

Fig. 10: Software performance of WARP, SIMON and SKINNY on the same processor.

E.3 The Equivalent Forms Used in Software Implementations

Figure 11b shows an equivalent form of WARP in LBlock-like structure used in
our implementations for 8-bit AVR. Figure 12 shows the equivalent form of WARP
used in our SIMD implementations.
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Fig. 11: Equivalent forms of WARP
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Table 12: Software performance profile of WARP with various message length
(including the time took by packing/unpacking messages)

|M |
(bytes)

Haswell
(Parallelization)

Skylake
(Parallelization)

1 2 4 8 1 2 4 8

16 11.20 11.18 11.24 11.21 8.41 8.87 9.00 9.14
32 8.71 5.68 5.65 5.67 8.15 4.60 4.52 4.60
64 8.61 4.48 3.01 2.93 8.15 4.25 2.78 2.81

128 8.55 4.40 2.81 2.81 8.18 4.16 2.71 2.72
256 8.51 4.38 2.79 2.72 8.20 4.17 2.72 2.69
512 8.50 4.36 2.77 2.70 8.18 4.12 2.70 2.67

1024 8.50 4.36 2.76 2.67 8.18 4.09 2.71 2.67
2048 8.50 4.36 2.77 2.67 8.17 4.08 2.71 2.67
4096 8.56 4.43 2.76 2.67 8.17 4.08 2.71 2.66
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