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ABSTRACT

Private Set Intersection (PSI) allows two parties to obtain the in-

tersection of their data sets while revealing nothing else. PSI is

attractive in many scenarios and has wide applications in academia

and industry. Over the last three decades, a large number of PSI

protocols have been proposed using different cryptographic tech-

niques, under different assumptions, for different scenarios. The

inherent complexity, heterogeneous constructions, and rapid evolu-

tion of PSI protocols make it difficult to have a unified perspective

and further promote the field.

We make the following three contributions to present a prag-

matic benchmark of two-party PSI. First, we propose the Map-
and-Compare framework, which generalizes almost all efficient PSI

constructions to date, and intuitively explains the idea and chal-

lenge of PSI constructions. Based on the framework, we divide

existing proposals into several categories and perform a systematic

analysis of the features and use cases of different PSI variants. Sec-

ond, we present a Java-based benchmark library that implements

almost all two-party PSI protocols (which are considered to define

the state-of-the-art in terms of concrete performance) and supports

rapid prototyping of new PSI protocols. Third, by using our library

as a common ground, we provide a comprehensive and impartial

comparison of all our PSI implementations in detail. We discuss the

performance of different proposals in various settings.
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1 INTRODUCTION

Private Set Intersection (PSI) is a cryptographic application that

allows two parties to identify the intersection of their data sets

without revealing any additional information. This functionality

is particularly important in scenarios where two parties need to

perform JOIN operations on private databases. PSI has been used

in many real-world applications, including compromised credential

checking in Chrome[94], AirDrop authentication [44], advertising

conversion rate measurement [48], private contact tracing [95]

for infectious diseases such as COVID-19, private mobile contact

discovery [51], etc.

Given the strong demand for applications, PSI has been an active

research area for more than 30 years, and there have been many

proposals aiming at practical constructions. First, note that PSI

is a specific instance of secure multiparty computation (MPC), so

it can be constructed using MPC frameworks for general circuits

[28, 42, 52, 54, 62, 99]. A naive unoptimized circuit implementing PSI

functionality will involve at least 𝑂 (𝑛2) comparison gates (if each

data set has about 𝑛 elements). Although the circuit size can be re-

duced into𝑂 (𝑛 log𝑛) [45] with sorting, this approach also becomes

very inefficient as the data set size grows. On the other hand, in

order to have better scalability, existing proposals have developed

many tailor-made approaches for PSI by using different crypto-

graphic tools, such as public-key encryption (PKE) [46], garbled

circuit [60, 98], oblivious transfer (OT) [53, 63], fully homomorphic

encryption (FHE) [38], etc., or/and using specific data structures

such as bin hashes [74], filters [33, 47], polynomial encryption, etc.

Meanwhile, some proposals have further extended the standard

PSI functionality to support advanced features, making PSI ap-

plicable in more scenarios, such as private set union[26, 56], PSI
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cardinality[48, 65], delegated PSI [1, 2], etc. However, given the

heterogeneous constructions and definitions, it has been a com-

plicated task for both researchers and practitioners to follow and

promote this field. In particular, we consider the following three

main problems.

First, it is unclear whether an optimization or new technique

that has often been presented in a specific PSI protocol is applicable

to PSI protocols that may have additional advanced features. Re-

searchers may have to do some repetitive work to improve a specific

protocol. Although several works have tried to summarize some

primitives in PSI [17, 37], we still lack a unified view of existing PSI

proposals to appropriately categorize them, clarify the relationship

between techniques and advanced features, and thus enable global

optimizations.

Second, most of the existing proposals only provide research-

use-only implementations that hardly satisfy the modularity and

readability requirements. Future researchers often have to start their

implementations from scratch, even if they essentially use tech-

niques introduced or implemented in previous work. Meanwhile,

practitioners still lack detailed guidance on how to build efficient

and secure PSI applications. It can take experienced cryptographers

and practitioners several months to design and implement PSI pro-

tocols. Such a cost is very discouraging because every week spent
reimplementing previous techniques is one less week to develop new
solutions [92].

Third, as a consequence of the second problem, it is not triv-

ial to make an impartial and comprehensive comparison between

existing proposals. Ideally, by comparison, we hope to find out,

given available optimizations, which algorithmic design could lead

to better performance w.r.t. different merits. For researchers, such a

comparison is essential to understand and improve the state of the

art; for practitioners, it could provide guidance on which protocol

is best to use for their particular purposes. However, the overall

performance of a PSI protocol is sensitive to the execution envi-

ronment, specific optimizations, code quality, underlying libraries,

etc.

In this work, we are motivated to present a systemization survey

of this field and mitigate all the above issues. To this end, we make

the following contributions.

Map-and-Compare Framework.

We present a unified framework of PSI protocols to generalize

almost all efficient constructions to date. We roughly divide PSI

into two phases based on the directions of their information flows,

bidirectional Map and unidirectional Compare. We describe the

security requirements of Map to enable secure instantiations and

illustrate the difficulty of secure PSI protocols.

Next, we survey and categorize existing PSI protocols accord-

ing to the format of intermediates between Map and Compare

that show how their Map is realized. We divide them into 3 cate-

gories, commutative weak pseudorandom function (cwPRF), oblivi-

ous pseudorandom function (OPRF), and sharing, respectively. The

methodology of different Map is important: (1) Some advanced fea-

tures, such as full parallelism, specialization for unbalanced cases,

and further PSI computation, are especially supported by certain

Map methods; (2) The Map methods determine the security and

efficiency of PSI protocols to a certain extent. The Compare meth-

ods are determined by the corresponding Map methods, and we

observe that the methodology of using the cuckoo filter to reduce

communication overhead, introduced by Keller et al. [53], can be

further generalized to improve the Compare phase of OPRF-based

PSI using more efficient filters; thus, we can optimize a large class

of PSI protocols.

Java-based PSI Library.

We propose a Java-based library that contains software imple-

mentations of most existing PSI protocols (with their cryptographic

dependencies) and supports rapid prototyping of PSI applications.

Furthermore, our library allows convenient implementation of new

PSI protocols since it is modular and provides many optimized

building blocks, including cryptographic primitives (such as PRG,

PRF, OT, OT extension (OTE), etc.), subprotocols, and communica-

tion interfaces. The source codes are available for public request.

While we chose Java for its compatibility with big data analytics en-

gines, we have applied many optimizations to make our Java-based

implementations suitable for efficiency-sensitive applications.

Comprehensive Comparison.

Our library naturally contributes to a common basis for com-

paring existing PSI protocols. We provide an impartial evaluation

of the protocols in our library, which includes state-of-the-art PSI

protocols in various Map styles, taking into account network la-

tency, bandwidth, and parallelized computation. We also evaluate

different PSI performances in unbalanced cases. Furthermore, we

discuss the performance of optimizing old PSI proposals with some

newly proposed primitive constructions.

To the best of our knowledge, we are the first to formally im-

plement and evaluate so many PSI protocols on the same ground.

Previous comprehensive comparisons were done in [68, 81]. Al-

though many valuable conclusions have been discussed in their

survey, the absence of a PSI benchmark library makes the perfor-

mance evaluation less integrated. Our implementation currently

includes two-party PSI protocols in different constructions, and we

are extending our libraries to support all types of PSI protocols.

We hope that our implementations and evaluations will help PSI

research and applications in the future.

2 DEFINITIONS

2.1 Functionality

The starting point of Private Set Intersection (PSI) is the Private

Equality Test (PEQT) in Fig. 1. The receiver calls PEQT to check

if its element is identical to the sender’s, while the sender learns

nothing. PSI can be thought of as a multi-query Private Membership

Test (mqPMT), which allows the participants to secretly obtain

the intersection of their private sets without revealing anything

unexpected. The functionality of two-party PSI is shown in Fig. 2.

The result of two-party PSI is usually only known to the receiver.

A naive approach to converting PEQT to PSI is to call 𝑛1𝑛2 PEQT

instances, since every element in one set must be compared to

every element in the other set. However, this is obviously far from

efficient, as the complexity explodes as the set sizes grow. Moreover,

it is insecure to directly invoke a sorting circuit with O(𝑛 log𝑛)
complexity before applying PEQT to reduce the PEQT scale to
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Parameter: A Receiver R with an element 𝑥 , and a Sender S
with an element 𝑦.

Functionality: Output true to R if 𝑥 = 𝑦, otherwise output

false.

Figure 1: PEQT ideal functionality. F𝑃𝐸𝑄𝑇

Parameter: A Receiver R with set size 𝑛1, and a Sender S with

set size 𝑛2.

Functionality:

- Wait for input set 𝑋 = {𝑥1, · · · , 𝑥𝑛1
} from R.

- Wait for input set 𝑌 = {𝑦1, · · · , 𝑦𝑛2
} from S.

- Give output 𝑋 ∩ 𝑌 and 𝑛2 to R.
- Give output 𝑛1 to S.

Figure 2: PSI ideal functionality. F𝑃𝑆𝐼

O(𝑛1 + 𝑛2), since an ordered PEQT serial leaks the information of

non-intersection elements[45].

Thus, there are two main concerns in PSI design. The first con-

cern is how to build secure and efficient PEQT schemes, and the

second is how to reduce the number of PEQTs required while re-

maining private. Since the elements in the receiver’s set are assumed

to be independent, the theoretical lower bound of PSI communica-

tion complexity is O(𝑛1) [78].
Most existing PSI protocols are proposed for a balanced setting,

where𝑛 = 𝑛1 = 𝑛2, and wewill mainly focus on the balanced setting

in the following section. However, there are still some unbalanced

PSI scenarios [7, 51, 55, 84]. For example, private contact discovery

assumes that the set sizes as 𝑛1 ≪ 𝑛2, and the overhead is expected

to be only related to the smaller size.

2.2 Security

The computational and statistical security parameters are usually

denoted by 𝜅 and 𝜆, respectively. The security of PSI protocols is

usually guaranteed by a simulation-based proof. The simulation-

based proof defines security with respect to two interactions, the

real interaction and the ideal interaction. The real adversary manip-

ulates the corrupted party and interacts with a simulator using PSI

protocols, while the simulator interacts with the other honest party

using PSI ideal functionality. The simulator attempts to simulate

the adversary’s views using the ideal functionality messages. The

proof is validated if the adversary has a negligible advantage in

distinguishing between the simulated views and the real protocol

views.

The adversary’s capability is defined in either the semi-honest

model or the malicious model. In the semi-honest model, the ad-

versary controls one of the parties and tries to learn more input

information about the other honest party, while he still follows the

protocol specification honestly. In contrast, a malicious adversary

is not required to follow the protocol exactly and may try to ob-

tain private information using all possible approaches. A malicious

adversary is allowed to optionally adapt the messages during the

real interaction, which makes it more difficult for the simulator to

generate indistinguishable messages. Note that when considering

Parameter: A Receiver R with a choice bit 𝑏.

Functionality:

- Sample random (𝑚0,𝑚1).
- Output𝑚𝑏 to R. Output (𝑚0,𝑚1) to S.

Figure 3: Random OT ideal functionality. F𝑅𝑂𝑇

malicious adversaries, the PSI functionality in Fig. 2 can be modified

with abortion when the size of inputs exceeds an upper bound.

2.3 Cryptographic Primitives

2.3.1 PRG and PRF. Pseudorandom Generator (PRG) randomly

generates pseudorandom strings of fixed length, and Pseudorandom

Function (PRF) is a pseudorandom mapping to map the input to

an element of a finite field. Compared to PRG, PRF requires an

additional key as input and still outputs a pseudorandom string.

A PRF instance is guaranteed to output identical strings given the

same input message and the same key.

The simplified interfaces of the basic cryptographic primitives

(PRG/PRF) are shown below. The similarity of their functionality

makes them portable in practice. A PRF instance with a fixed key

can be considered a PRG instance.

- PRG 𝐺 (𝑠) → 𝑅: Input a random seed 𝑠 ∈ 𝐷 , and output a

pseudorandom element in 𝑅.

- PRF 𝐹𝑘 (𝑚) → 𝑅: Input a PRF key 𝑘 ∈ 𝐾 , a message𝑚 ∈ 𝐷 ,
and output a pseudorandom element in 𝑅.

PSI protocols require a large number of PRG and PRF instances,

and the efficiency of PRG and PRF is one of the factors that signifi-

cantly affect protocol performance. In addition, a construction may

perform differently when the expected output length changes. For-

tunately, several efficient cryptographic libraries helpwith optimiza-

tion, and we use several hash block ciphers (e.g., AES, lowMC [3]) to

fit into PRG / PRF implementations of different lengths. Moreover,

the way these primitives are modeled also divides PSI proposals into

the Random Oracle Model (ROM) and the Standard Model (SM). In

ROM, a cryptographic hash function is modeled as a truly random

function that produces a unique output for each input. In SM, the

hash function is modeled as a deterministic algorithm that takes

an input and produces an output. Since ROM accepts the stronger

assumption, most existing two-party PSI schemes are designed in

ROM to pursue more efficiency.

2.3.2 Oblivious Transfer. Oblivious Transfer (OT), introduced by

[83], is a central cryptographic primitive in the area of secure com-

putation. 1-out-of-2 OT is the simplest case of OT, which refers to

the setting where a sender has two input strings (𝑚0,𝑚1) and a

receiver has an input choice bit 𝑏. As the result of the OT proto-

col, the receiver learns𝑚𝑏 without learning anything about𝑚
1−𝑏

while the sender learns nothing about 𝑏. In random OT, the sender’s

messages are randomly generated by the functionality, allowing

OT protocols to produce these random values. The functionality

only takes the choice bit as input from the receiver, and both of the

messages will be output to the sender. Random OT usually requires

much less communication than message OT.
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Although it requires expensive public-key operations to generate

original OT instances [10, 23, 63, 69], OT Extensions (OTE)[4, 50, 53]

can generate a large number of random OT instances at the cost of

computing a small number of public-key operations. The proposal

in [57] further extends 1-out-of-2 OTE to 1-out-of-n OTE, since

the 1-out-of-2 OTE in [50] generates a replicated code matrix in

the protocol, and can be replaced with linear coder to implement a

1-out-of-2
8
OTE. The strategy is later adopted to design 1-out-of-∞

OTE [58] and malicious 1-out-of-n OTE [72].

2.4 Hash to Bins

A commonly used operation in existing PSI schemes is to hash 𝑛

elements into𝑚 bins, which reduces the PEQT number for PSI. The

simplest hashing scheme maps input elements into 𝑚 = 𝑛 bins

using one hash function. Hence an element is always added to the

mapped bin regardless of whether other elements are already stored

in that bin. However, privacy requires that the parties hide from

each other how many of their inputs were mapped to each bin.

Each bin is padded to the maximum number of elements mapped

to a bin (O(𝑙𝑜𝑔𝑛)) with dummy elements.

Cuckoo hashing [74] uses two hash functions to map the ele-

ments into𝑚 = 2(1 + 𝜖)𝑛 bins. Each element is possibly mapped

to one of the two bins. The scheme avoids collisions by relocating

elements when a collision is found. The element randomly chooses

a bin for insertion, and the original inserted element will be evicted

to the other bin. The “insert + evict” process continues until the

evicted element finds an empty bin, or until a threshold number

of relocations has been performed. In the latter case, the element

will be inserted into a special stash. A lookup in cuckoo hashing

is efficient as it only seeks the two possible bins and the stash. In

exchange, the hash table size increases. Cuckoo hashing is later

optimized by increasing the hash number [77, 79] and removing

the stash [79].

Other hashing schemes used in specific PSI schemes include

2-choice hashing [90] and phasing hashing [77].

3 MAP-AND-COMPARE FRAMEWORK

Many different PSI protocols have been proposed since the incep-

tion of PSI, and they differ greatly in assumptions, dependencies,

and execution procedures. The fragmented PSI constructions make

it difficult for researchers to understand the common approach to

constructing PSI. We focus on two-party PSI and propose a general

PSI framework that generalizes almost all state-of-the-art two-party

PSI protocols. The framework is named “Map-and-Compare” and

clearly describes how to construct a secure PSI protocol that satis-

fies the ideal functionality.

Given two participants, a receiver with input 𝑋 = {𝑥1, · · · , 𝑥𝑛1
}

and a sender with input 𝑌 = {𝑦1, · · · , 𝑦𝑛1
}, the model consists of

the following two phases.

- Map: The participants agree on a function 𝑓𝑚 : {(𝑋,𝑌 ) →
(𝑀𝑋 , 𝑀𝑌 )} (hereafter referred to as agreed function), and
the private sets are mapped to (𝑀𝑋 , 𝑀𝑌 ) and returned to

the participants.

- Compare: The receiver and the sender invoke 𝑓𝑐 : {(𝑀𝑋 , 𝑀𝑌 )
→ (O,⊥)}. The receiver obtains the intersection O, and
the sender obtains nothing.

We divide PSI protocols into two phases based on the direction

of sensitive information flow. In the Map phase with bidirectional

information flow, the parties’ sets are securely mapped into a pair

of objects (𝑀𝑥 , 𝑀𝑦). Both sides of security should be considered in

the Map phase. In contrast, the Compare phase has a unidirectional

flow of information from the sender to the receiver. All messages

received by the sender in the Compare phase can be regarded

as randomness and naturally, protect the privacy of the receiver.

Therefore, only the privacy protection of the sender needs to be

considered. Note that 𝑓𝑐 is highly simplified in most proposals, and

we will focus more on the 𝑓𝑚 designs of existing proposals.

Obviously, our framework achieves the functionality of PSI in

Fig. 2. The difference among different PSI proposals is how to agree

on the qualified function (𝑓𝑚, 𝑓𝑐 ). The first requirement for 𝑓𝑚 is

that it cannot leak unexpected information about the private sets

from (𝑀𝑥 , 𝑀𝑦) or corresponding processes. So 𝑓𝑚 is required to be

pseudorandom.

Moreover, there is an additional requirement for 𝑓𝑚 . Consider a

naive solution of two-party PSI. Both the sender and the receiver

map their private sets using a hash function (modeled as a random

oracle), and the sender sends its mapping values to the receiver;

the receiver later compares the two sets of mapping values and

obtains the intersection. This naive protocol is the simplest case of

our Map-and-Compare framework, but it is insecure. The receiver

can locally perform this hash function on a specific element and

identify whether it belongs to the sender’s set. Also, the receiver

can conduct a brute-force attack to recover the sender’s elements

by performing the hash function on all possible elements, which is

more threatening when the input elements are from low-entropy

distributions. Thus, the number of elements on which the receiver

can perform 𝑓𝑚 should be restricted, and the receiver can not ac-

quire full knowledge of 𝑓𝑚 to avoid the brute force attack.

We summarize the above requirements for the Map phase.

- Reqirement I: 𝑓𝑚 is required to be a pseudorandom func-

tion to avoid leaking unexpected information about the

private sets. The procedure for agreeing on such a function

will not leak any information about the elements to each

other.

- Reqirement II: The receiver can only obtain the mapping

values on its own points and thus cannot guess the sender’s

elements by brute force attack.

A secure Map can be safely constructed using general MPC

protocols, and existing two-party PSI protocols aim to implement

Map with lower overhead.

4 HOW TO MAP

In this section, we survey the methods adopted by existing PSI

protocols to implement a qualified Map. There have been several

interesting Map proposals in recent years. We divide them into sev-

eral paradigms according to the output format of the Map function,

and name them by their iconic primitives, including commutative

weak PRF (cwPRF), oblivious pseudorandom function (OPRF), secret

sharing (SS), etc.
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Table 1: Overview of Different Map Styles in PSI.

Map Style CwPRF

OPRF

Sharing

Fixed-key Single-point Multi-point

𝑀𝑋 /𝑀𝑌 𝐹𝑠 (𝐹𝑟 (𝑋 ) ) / 𝐹𝑟 (𝐹𝑠 (𝑌 ) ) 𝐹𝑘 (𝑋 ) / 𝐹𝑘 (𝑌 ) shareR / shareS

Primitives CwPRF PRF + Masking Operator OTE + Bin-hash PCG + OKVS Circuits / mqRPMT

Semi-honest Model [46, 64] [7, 25, 27, 35, 51, 55, 84] [58, 72, 80] [21, 30, 75, 76] [20, 45, 77–79, 88, 93] / [22, 37]

Malicious Model [89] [13, 76, 85, 86, 88]

Merits

- Full Parallel Support - Unbalance Compatibility - Good LAN Performance - Good WAN Performance - Functionality Flexibility

- Linear Communication - Offline Precomputation - Lightweight Computation - Balanced Overheads

Demerits

- Heavy Computation - Heavy Offline Overheads - Heavy Communication - Uncompetitive Performance

- Semi-honest Security Only

Best-performed cases

- Small Sets - Unbalance Sets - Large Sets - Large Sets - Private Set Operations

- Lightweight Client - High Network Bandwidth - Real-world Network

Input: 𝑋 = {𝑥1, · · · , 𝑥𝑛} ⊆ 𝑅 from Receiver R, 𝑌 =

{𝑦1, · · · , 𝑦𝑛} ⊆ 𝑅 from Sender S. A cwPRF instance 𝐹 : (𝐾, 𝑅) →
𝑅.

Protocol:

- R and S randomly generate cwPRF keys 𝑘𝑟 and 𝑘𝑠 re-

spectively.

- R locally computes the list 𝐹𝑘𝑟 (𝑋 ), and sends it to S.
- S receives 𝐹𝑘𝑟 (𝑋 ), and computes the list 𝐹𝑘𝑠 (𝐹𝑘𝑟 (𝑋 )).
At the same time, S also computes 𝐹𝑘𝑠 (𝑌 ), and sends

𝐹𝑘𝑠 (𝐹𝑘𝑟 (𝑋 )) and 𝐹𝑘𝑠 (𝑌 ) back to R.
- R receives 𝐹𝑘𝑠 (𝐹𝑘𝑟 (𝑋 )) and 𝐹𝑘𝑠 (𝑌 ), then computes

𝐹𝑘𝑟 (𝐹𝑘𝑠 (𝑌 )).

Figure 4: CwPRF-based Map.

4.1 Overview

In fact, the development of PSI protocols is inseparable from the

development of basic primitives. Different varieties of Map func-

tions have different output formats, and the differences determine

their different core building primitives and features.

We discuss different features of various Map in existing PSI

schemes, as shown in Table 1. Existing two-party PSI schemes are

divided into three categories in the table, including cwPRF-based,

OPRF-based, and sharing-based ones. And the OPRF-based PSI

can be further divided into three types (fixed-key, single-point &

multi-point). We list the core primitive of each category and collect

the corresponding schemes in the table. Their construction and

general trends of merits, demerits, and best-performed cases will be

discussed in detail later in this section. Note that the performance

features in the table represent the generalized trends of different

Map styles. For example, multi-point OPRF usually requires less

communication than single-point OPRF, but not every multi-point

OPRF scheme has less communication.

4.2 CwPRF-based Map

Commutative weak PRF [22] requires a weaker assumption

than full PRF, but includes an additional commutative property. In

short, cwPRF guarantees that 𝐹𝑘1 (𝐹𝑘2 (𝑥)) = 𝐹𝑘2 (𝐹𝑘1 (𝑥)), where

𝐹 : (𝐾, 𝑅) → 𝑅. For example, the PRF with decisional Diffie-

Hellman (DDH)-like assumptions [70] is a typical cwPRF construc-

tion, as 𝐹𝑘 (𝑥) = 𝑔𝑘𝑥 . The correctness holds as 𝐹𝑘1 (𝐹𝑘2 (𝑥))) =

𝑔𝑘1𝑘2𝑥 = 𝐹𝑘2 (𝐹𝑘1 (𝑥))).
The core idea of cwPRF-based Map is straightforward from the

above insecure hash-based PSI mentioned in Section 3. Since it is

insecure to map once with a public hash function, cwPRF-based

PSI maps twice with two PRFs using different private keys. The

structure of cwPRF-based Map is shown in Fig. 4, where the input

elements are mapped to 𝐹𝑘𝑠 (𝐹𝑘𝑟 (𝑋 )) and 𝐹𝑘𝑟 (𝐹𝑘𝑠 (𝑌 )) respectively.
Note that the input elements usually need to be hashed into𝑅 before

the protocol begins. The commutative feature of cwPRF guarantees

that the PRF values of the intersection are identical after the dual

mapping, and thus the correctness of PEQT holds. The comparisons

between PRF values are cheap plaintext comparisons, so the PEQT

number problem also disappears. The assumption of cwPRF ensures

that it outputs pseudorandom values. Since the receiver does not

get access to 𝑘𝑠 , it cannot invoke cwPRF-based Map limitlessly

without informing the sender.

The theoretical output {𝑀𝑋 , 𝑀𝑌 } of a cwPRF-based Map in-

stance is {𝐹𝑘𝑠 (𝐹𝑘𝑟 (𝑋 )), 𝐹𝑘𝑟 (𝐹𝑘𝑠 (𝑌 ))}. In fact, there is no such mo-

ment in practice when the receiver and the sender have 𝐹𝑘𝑠 (𝐹𝑘𝑟 (𝑋 ))
and 𝐹𝑘𝑟 (𝐹𝑘𝑠 (𝑌 )), respectively, because the sender never received
𝐹𝑘𝑟 (𝐹𝑘𝑠 (𝑌 )). The Map and Compare phases in cwPRF-based PSI

have a blurred boundary, so the Map output can be defined as

{(𝐹𝑘𝑠 (𝐹𝑘𝑟 (𝑋 )), 𝐹𝑘𝑟 (𝐹𝑘𝑠 (𝑌 ))),⊥} or {𝑘𝑟 , (𝐹𝑘𝑠 (𝐹𝑘𝑟 (𝑋 )), 𝐹𝑘𝑠 (𝑌 ))} in
practice.

The structure for converting cwPRF to cwPRF-based Map is

roughly fixed, and different proposals differ mainly in their cwPRF

constructions. Since cwPRF-based Map operates on each element

of cwPRF independently, it supports full parallelism and has

competitive efficiency when executed in parallel. Each round of

communication in the Fig. 4 naturally has O(𝑛) complexity, pro-

viding cwPRF-based Map competitive communication overhead.
However, the computational overhead is strongly related to the

efficiency of cwPRF, and unfortunately, most cwPRF constructions

use expensive cryptographic operators to achieve the commuta-

tive property. This makes cwPRF-based Map more advantageous
when dealing with small sets.

An interesting fact is that cwPRF-based Map has a much longer

history than the cwPRF definition. The first cwPRF-based Map was
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Parameter: A Receiver R, a Sender S, and a PRF 𝐹 .

Functionality:

- Wait for input 𝑥 ∈ {0, 1}∗ from R.
- Wait for input 𝑘 from S. / Randomly generate a PRF key

𝑘 , and give output 𝑘 to S.
- Give output 𝐹 (𝑘, 𝑥) to R.

Figure 5: Fixed-key / Random OPRF ideal functionality.

Input: 𝑋 = {𝑥1, · · · , 𝑥𝑛} ⊆ 𝑅 from Receiver R, 𝑌 =

{𝑦1, · · · , 𝑦𝑛} ⊆ 𝑅 from Sender S.
Protocol:

- R and S invoke OPRF functionality 𝐹 . R acts as the re-

ceiver with input 𝑥𝑖 , and S acts as the sender. R receives

and outputs {𝐹𝑘 (𝑥𝑖 )}, and S owns 𝑘 .

- S locally computes and outputs {𝐹𝑘 (𝑦𝑖 )}.

Figure 6: OPRF-based Map.

proposed in [64] and was later optimized in [46]. Their proposal

adopts DH key exchange as cwPRF and is further extended to other

existing cwPRF instances, such as point multiplication over different

elliptic curves. A modified version of cwPRF named key agreement

is abstracted in [89]. The key agreement allows only 2 hoppings

instead of unlimited hopping in DDH or ellipse curve. Two hop-

pings have different interfaces but still guarantee the commutative

property. Its key agreement instances are implemented using the

elligator encoding [12] on Curve25519Montgomery curve.

Besides designing efficient cwPRF instances, another research

spot is extending cwPRF-based Map to post-PSI applications. For

example, PSI-sum in [48, 49] use the DDH-based cwPRF to construct

their PSI parts. It also benefits from the independent operation

of each element, since each label is naturally associated with the

corresponding payload during the PSI process.

4.3 OPRF-based Map

The Oblivious Pseudorandom Function [35] is an important cryp-

tographic primitive in PSI. OPRF allows the receiver to obtain PRF

values over its input elements but does not allow access to the

secret PRF key. The ideal functionality of OPRF is demonstrated in

Fig. 5. Based on the sender’s input, OPRF can be divided into two

categories: Fixed-key OPRF and Random OPRF. The difference

is whether the sender provides or obtains the PRF key. In addition,

random OPRF can also be divided into Single-point OPRF and

Multi-point OPRF. A single-point OPRF instance can only map

one element of the receiver’s set, while a multi-point instance maps

multiple elements.

The functionality of OPRF guarantees pseudorandom output and

limits the receiver’s queries to the PRF. Thus, a qualified Map can

be easily instantiated by combining OPRF with the corresponding

PRF, as shown in Fig. 6. Note that for single-point OPRF, 𝐹 refers to

a bunch of OPRF instances instead of one. As the most commonly

used method for constructing PSIs, several OPRF constructions

have been presented in recent work.

4.3.1 Fixed-key OPRF. Fixed-key OPRF is a general method for

achieving fixed-key OPRF instances. A typical fixed-key OPRF in-

cludes a secure PRF and a private masking operator and roughly

consists of the following 3 steps.

- The receiver blinds its PRF inputs with the masking opera-

tor and sends them to the sender.

- The sender applies the PRF to these masked items and re-

turns masked PRF values.

- The receiver unmasks the masked values to obtain the PRF

outputs.

The receiver’s masking operator must be secure, reversible, and
homomorphic. Security protects the original inputs from being

leaked to the sender. Reversibility allows the receiver to unmask

the PRF values. Homomorphism guarantees the correctness of the

PRF when operating on masked inputs.

The masking operator depends on the specific construction of

the PRF, and commonly used masking operators include DH key

exchange, Paillier, and other partially or fully homomorphic en-

cryption schemes[34, 38]. If the PRF is constructed using a public

key cryptosystem based on discrete logarithms, such as DH key

exchange and RSA, then the corresponding masking operator re-

quires multiplicative homomorphism. OPRF in [25, 27] masks the

RSA signature with DH key exchange, and OPRF in [7, 84] also

masks DH with another DH mask. In short, their masking operator

is discrete exponentiation with a secret exponent 𝛼 , and the PRF

values can be unmasked by exponentiation with 1/𝛼 .
OT is an optional choice for constructing masking operators and

has been adopted in [35, 51, 55]. A straightforward construction

in [35] is to divide the PRF key into 𝑛 subkeys, where 𝑛 is the

element bit length. The receiver enters its element bits as OT choices

and gets the correct key only if it has the same element as the

sender’s set. However, this OPRF is a disposable instance, which

lacks efficiency. In contrast, the OPRF in [51, 55] uses precomputed

OT [8] as a masking operator to blindly compute PRF circuits (AES

/ LowMC) and NR-PRF [71]. The receiver masks each element bit

with pre-computed OT choices, and the PRF values are computed

and unmasked with random OT outputs. Because the OT outputs

are used only for masking, the receiver does not have access to the

PRF key, which can be reused multiple times.

An important advantage of fixed-key OPRF-based Map is its nat-

ural adaption for unbalanced cases [51, 84]. Note that the PRF key
has been fixed before OPRF begins, and is independently generated

by the sender. Hence the fixed-key OPRF-based PSI can be divided

into offline and online phases. In the offline phase, the sender locally

precomputes PRF values on its elements and helps the receiver to

compute PRF values using OPRF in the online phase. The offline

phase overheads are related to the sender’s size and the online

phase overheads are related to the receiver’s size. Even when the

sender’s set is significantly larger than the receiver’s, the Map and

corresponding PSI still have lightweight online phases. Given this,

it is better to adopt fixed-OPRF constructions supporting precom-
putation, like [51] to further reduce the online overheads. These

features make fixed-key OPRF friendly to applications requiring

lightweight clients.
The powerful sender of fixed-key OPRF brings security concerns.

Some schemes have been proven to keep secure against a malicious
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receiver [51, 55], but as mentioned in [51], it is still hard for fixed-

key OPRF-based PSI to resist a malicious sender.

4.3.2 Single-point OPRF. Unlike fixed-key OPRF, random OPRF

generates the PRF key and returns it to the sender after the protocol

has finished. However, this small difference in functionality makes

their designs completely different.

A simple random OPRF construction can be implemented with

random OT. A random OT instance can be regarded as mapping

a secret bit to a pseudorandom value. If the parties run multiple

random OT instances where the receiver uses each bit of a specific

element as input, the XOR result of these OT results becomes a

one-time random OPRF instance and the PEQT functionality can be

realized, which constructs the simplest case of single-point OPRF.

The strategy also works for 1-out-of-n OT. Using the 1-out-of-2
8

OTE in [57], OPRF constructions in [77, 80] input each byte of an

element as the choice byte of a 1-out-of-2
8
random OT instance.

The OPRF value is still constructed with the XOR result of the OT

values of each byte. BaRK-OPRF in [58] replaces Walsh-Hadamard

coder (a linear coder with 8-bit input) with a pseudorandom coder

(with any-bit input) and implements 1-out-of-∞ OTE. Hence each

element of the receiver needs only one OT instance to generate the

OPRF value.

Single-point OPRF constructions rely heavily on efficient bin-
hash strategies. As mentioned above, a single-point OPRF instance

can only be invoked on one element. Single-point OPRF-based Map

should guarantee that the sender computes the PRF of an element

in the intersection with the same OPRF key as the receiver. It is

obviously inefficient for the sender to use any OPRF key to map all

its elements.

In the OPRF instances [58, 77, 80] adopting cuckoo hashing [74],

the receiver is required to insert its elements into a cuckoo hash

table, while the sender inserts into a simple hash table of the same

size with each hash function used in cuckoo hashing. Each bin

consumes a single point OPRF instance since cuckoo hashing guar-

antees that each bin contains at most one element. This reduces the

required PEQT number from 𝑛2 to 𝑘𝑚, where 𝑘 is the hash number

and𝑚 is the hash table size. The “cuckoo + simple hash” strategy is

a general trick for single-point OPRF-based PSI or circuit-PSI with

similar constructions

A bottleneck of using cuckoo hashing in single-point OPRF-

based Map is the overhead of dealing with stash. Since each element

is possibly inserted into the stash, it needs to be additionally com-

pared with 𝑠 elements in the stash. And that leads to 𝑠𝑛 comparison

in total. The extra executions to deal with the stash cause a great

waste of computation and communication. The results in [58, 78]

demonstrate that adopting stashless cuckoo hashing [79] efficiently

reduces the computational and communication overheads. Stashless

cuckoo hashing is recommended for all single-point OPRF-based

PSI or similar circuit-PSI.

Single-point OPRF typically has light computation and heavy
communication. Until now, PSI in [58] is still one of the most

efficient PSI proposals with unlimited network bandwidth. How-

ever, although cheap random OTs can be generated by OTE in a

batched manner, each element of the receiver still requires multiple

PEQTs even when using bin-hash strategies, increasing the overall

communication.

It is also notable that for single-point OPRF-based Map, it is

difficult to achieve malicious security due to cuckoo hashing.

As mentioned in [76, 87], a malicious party can learn the location

to which an honest party’s input element is mapped. The location

choice leaks information about other inputs, including elements that

are not in the intersection. However, it does not mean that single-

point OPRF cannot be used to build malicious-secure PSI. A general

malicious-secure PSI construction using single-point OPRF was

proposed in [87]. It discards the cuckoo hashing but adopts phasing

hashing [77] to guarantee each element only has one possible bin.

The OTE used to construct single-point OPRF is also required to

be maliciously secure, such as [72]. The construction requires dual

execution or commitment, making the functionality no longer fit

in Fig. 6. Hence it is not listed in Table 1.

4.3.3 Multi-point OPRF. A multi-point OPRF instance allows the

receiver to compute OPRF values on multiple elements at one time.

The elements of the receiver can be mapped using a single instance,

instead of O(𝑛) single-point OPRF instances.
Oblivious Key-Value Store (OKVS) and Pseudorandom Cor-

relation Generator (PCG) are two critical primitives to implement

multi-point OPRF. A key-value store (KVS) consists of two inter-

faces, encoding and decoding. Encoding takes a set of key-value

pairs as input and outputs an object. Decoding takes the object and

a key as input and returns a value. A correct KVS guarantees that

the decoded value is equal to the corresponding encoded value if

the key has been encoded. OKVS [37] additionally requires that the

encoded objects are computationally indistinguishable from those

encoded using the same keys with random values.

The decoding interface of linear OKVS computes the inner prod-

uct of a key vector and the encoded vector. For example, the polyno-

mial is one of the typical linear OKVS instances, where the encoded

vector is the coefficients and the key vector is [1, 𝑥, 𝑥2, · · · ]. A bi-

nary OKVS [37] is a special case of linear OKVS. Its key vector is

a binary vector, and the decoding interface simply computes the

sum of some positions in the vector.

Commonly used binary OKVS constructions include the Gar-

bled Bloom Filter (GBF) [30] and the Garbled Cuckoo Table

(GCT) [37, 76, 85, 88]. GBF is a binary OKVS in the Bloom filter

style, and GCT is a binary OKVS in the cuckoo hashing style. Since

cuckoo hashing has fewer entries than the Bloom filter, GCT natu-

rally has a smaller vector length compared to GBF. OKVS is useful

for multi-point OPRF designs since a programmable object vector

is commonly shared by different keys. And the additional linearity

of linear and binary OKVS provides more design space.

PCG [15, 17] allows two parties to securely generate long corre-

lated pseudorandomness from a pair of correlated keys. OT Cor-

relation (or correlated OT, COT) [16, 24, 43, 53, 97] is one of the

examples for standard and useful PCG. In a COT instance, the re-

ceiver inputs a random bit 𝑏, while the sender inputs a correlation

valueΔ. When the functionality finishes, the sender and receiver

obtain 𝑟0 and 𝑟𝑏 respectively. The correlation holds as 𝑟𝑏 = 𝑟0 +𝑏 ·Δ.
The earliest multi-point OPRF proposals use COT as PCG, such

as [30, 80, 86]. Specifically, these schemes replace the linear coder

matrix in OTE protocols with the encoded bit matrix of binary

OKVS. For example, OPRF in [30, 80, 86] takes GBF [30] and OTE

in [50] as OKVS and PCG. The receiver’s set is encodedwith a Bloom
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Input: 𝑋 = {𝑥1, · · · , 𝑥𝑛} ⊆ 𝑅 from Receiver R, 𝑌 =

{𝑦1, · · · , 𝑦𝑛} ⊆ 𝑅 from Sender S.
Protocol:

- R and S input their sets to a share functionality 𝐹𝑠ℎ .

- 𝐹𝑠ℎ computes the intersection and generates its shares

shareR and shareS.
- 𝐹𝑠ℎ respectively returns shareR and shareS to the par-

ties.

Figure 7: Sharing-based Map.

filter [14] at the beginning, and then the participants call OTE [50]

with the Bloom filter vector as input, and get two correlated GBF

vectors as output. Then the receiver obtains the OPRF values by

decoding with its GBF-encoded vector, while the sender computes

the PRF values at arbitrary points by decoding with its vector. COT

correlation guarantees that the receiver gets the correct OPRF value

if the element was originally encoded by the receiver. multi-point

OPRF in [76] takes 1-out-of-n OTE [72] as PCG. Although the

encoding matrix is different in [72], the sender can still obtain the

PRF values by decoding the correlated OKVS.

Besides, some multi-point OPRF proposals [21, 75] do not use the

OTE structure but only use the COT array. OPRF in [21] presented

a special KVS that encodes the elements into a bit matrix in a Bloom

filter style, where the elements become keys and their values are

fixed as a zero vector “00 · · · 0”. However, the correlated matrices

output by PCG only support the decoding interface, and thus are not

integrated OKVS instances. SpOT-light OPRF [75] replaces the PRG

in [50] with PRF to extend the reverse base OT correlation into a

multi-point OPRF. The proposal uses OKVS to save communication,

which relies only on the programmable feature of OKVS. Hence

binary OKVS is not necessary, and it uses polynomials. However,

polynomials are far from being computationally efficient OKVS

instances, as the encoding overhead increases significantly with the

number of key-value pairs. A compromise version using 2-choice

hashing [90] to split a large multi-point OPRF instance into several

smaller instances has been provided as an option.

Vector Oblivious Linear Evaluation (VOLE) [15, 24, 91] is

another efficient PCG construction for implementing multi-point

OPRF. The functionality of VOLE generates a linear equation ®𝐶 =

®𝐴Δ + ®𝐵. The receiver gets ®𝐴 and ®𝐶 , while the sender gets ®𝐵 and Δ.
VOLE is a generalized notion of COT, with sublinear communication

based on the Learning Parity with Noise (LPN) assumption. VOLE

functionality requires no input, and therefore VOLE-based multi-

point OPRF [13, 85, 88] usually takes VOLE outputs as correlated

masks to construct OPRF with the object vector of binary OKVS.

Benefiting from the low communication of VOLE proposals, VOLE-

based OPRF usually performs much better than COT-based OPRF

over certain network bandwidths.

Multi-point OPRF has become the most potential PSI direction

in recent years, especially the combination of GBF and VOLE. It

has advantages in both security and performance. On the one hand,

multi-point OPRF is free from the bin-hash problem of single-point

OPRF, and most recent schemes achieve malicious security. The
consistency check is a commonly used approach for malicious

security and is adopted in [85, 88]. Increasing the output bit length

also works on schemes such as [76]. On the other hand, multi-point

OPRF has a more balanced overhead between computation and

communication, compared to single-point OPRF. Hence it has a

significant performance advantage in practical networks with
limited bandwidth. Moreover, both OKVS and PRG are newly

proposed primitives with predictable optimization space. All above

makes multi-point OPRF a hot spot in recent PSI research.

4.4 Sharing-based Map

Sharing-based Map represents Circuit-PSI and other similar PSI

proposals, which returns a pair of shares containing enough infor-

mation to recover the intersection, as shown in Fig. 7.

Generic MPC techniques, such as secret sharing [9, 11, 40],

garbled circuits [98], and recent hybrid frameworks [29, 66], can

compute any MPC problem if the problem can be transformed

into circuits, including PSI. And this is the beginning of circuit-

PSI [45, 79, 88, 93]. The first circuit-PSI was proposed in [45], con-

sisting of three parts, sorting, comparing, and shuffling. The sort-

compare-shuffle circuit successfully reduces the complexity of the

PSI circuit from 𝑂 (𝑛2) to 𝑂 (𝑛 log𝑛) comparisons. Bin-hash strate-

gies in single-point random OPRF can also be used to reduce the

number of PEQT circuits, as suggested in [77–79, 81].

Multi-query Reverse Private Membership Test (mqRPMT)

is a new construction of sharing-based Map [100]. In mqPMT (aka.

PSI), the receiver receives a binary vector where each bit represents

whether one of the receiver’s elements belongs to the intersection

or not, and the sender receives nothing. In the mqRPMT function-

ality, the binary vector becomes the sender’s output. The sender

cannot obtain the intersection from the vector because it learns

nothing about the receiver’s set. With this little tweak, the binary

vector and the receiver’s set become the sender’s and receiver’s

shares, respectively. The intersection can be recovered from the

shares using OT. Note that the sender obtains the intersection after

applying OT to the mqRPMT results, so a reverse mqRPMT can be

used to implement the PSI functionality. Although mqRPMT can

be transformed to mqPMT using OT, it is impossible to transform

mqPMT to mqRPMT[59] because the intersection can be recovered

locally by the receiver after mqPMT has finished. Since mqRPMT

has similar functionality to mqPMT, mqRPMT can also be imple-

mented with cwPRF[22] or OPRF [36]. For example, mqRPMT is

implemented in [36] using OPRF in [78] and Oblivious Switching

Networks (OSN) in [67].

In fact, most sharing-based Map proposals are designed for Pri-

vate Set Operations (PSO) rather than PSI. The output is dis-

tributed as shares, and thus the parties can apply further computa-

tion to the shares, such as PSI-sum, PSI-cardinality (PSI-CA) [31,

102], private set union [36, 100], threshold PSI [39, 101, 102], etc.

However, share-based Map usually has an uncompetitive efficiency

compared with other constructions, when only applied for PSI.

5 HOW TO COMPARE

Unlike Map phase, Compare has a unidirectional flow of informa-

tion. Only the receiver receives the intersection after it has been

calculated from the Map outputs.
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Table 2: Different Map-Compare Pairs.

Map Style CwPRF OPRF

Sharing

Circuits MqRPMT

Compare Style List Set(s) Share Recovery OT

5.1 Compare in existing PSI

How to Compare depends on its inputs (𝑀𝑋 , 𝑀𝑌 ) (the outputs of
Map). We list corresponding Compare approaches of different Map

styles in Table 2.

CwPRF-based PSI has a blurred boundary between Map and

Compare, as discussed in Section 4.2. The sender should send

(𝐹𝑘𝑠 (𝐹𝑘𝑟 (𝑋 )), 𝐹𝑘𝑠 (𝑌 )) to the receiver. Since there is dual mapping

in CwPRF-based Map, 𝐹𝑘𝑠 (𝐹𝑘𝑟 (𝑋 )) has to be packed as an ordered

list before sending it to the receiver. Otherwise, the receiver cannot

match the elements in 𝑋 and 𝐹𝑘𝑠 (𝐹𝑘𝑟 (𝑋 )), if the latter has been
randomly shuffled. The receiver locally compares 𝐹𝑘𝑠 (𝐹𝑘𝑟 (𝑋 )) with
𝐹𝑘𝑟 (𝐹𝑘𝑠 (𝑌 )), and collects the corresponding elements in 𝑋 of the

matching pairs as the intersection.

In contrast, Compare for OPRF-based Map does not need to

take this into account. Thus, an unordered set is sufficient to pack

𝐹𝑘 (𝑌 ) before sending it to the receiver, who can compare 𝐹𝑘 (𝑋 )
with 𝐹𝑘 (𝑌 ), and collect the intersection. Note that some OPRF

constructions use bin-hash strategies and each element of the server

has to be computed using multiple PRF keys [58, 75]. In this case,

the sender needs multiple sets to pack OPRF values using different

hash functions.

Compare for sharing-based Map is expected to recover the final

intersection from the shares. For Circuit-PSI, Compare refers to

secret share recovery or PEQT circuit evaluation. Moreover, as

pointed out in [20], 1-out-of-n OT can be used to reduce the number

of required PEQT circuits. For Map based on reverse mqRPMT,

Compare refers to a bundle of OT, where the sender inputs its

element and randomness, and the receiver inputs the binary vector

as choice bits. In addition, some sharing-based PSI proposals (e.g.

[61]) consider involving an untrusted third party for the Compare

phase. This strategy can be efficient, but requires more security

concerns, as the additional party usually brings more complex

security proofs.

5.2 Filter Optimization

The Compare phase for OPRF-based Map can be optimized with

filters. The filters [14, 18, 33, 96] are proposed as approximate set

membership data structures that help to check the existence of

elements in a set. In other words, the filter can be regarded as a

special case of KVS, where the values of the encoded key-value

pairs are fixed to be binary ”1”s. Existing filters include Bloom fil-

ters [14], cuckoo filters [33], Morton filters [18] and vacuum filters

[96]. In specific, the optimization allows the sender to insert the

OPRF values 𝐹𝑘 (𝑌 ) into a filter and sends the filter to the receiver,

instead of the original set. The receiver checks whether each OPRF

value 𝐹𝑘 (𝑥𝑖 ) is contained in the filter or not to determine the out-

put intersection, instead of comparing with each element in the

original set. Since the size of the filters are smaller than the sets,

the communication the sender sends can be reduced, at a small
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Figure 8: Comparison of the communications the sender

sends with and without vacuum filters.

computational cost of filter insertion. The filter contains no more

information than the original mapping value set. Hence there are

no extra security threats.

The filter optimization can be applied to other OPRF-based PSI.

Four typical schemes are chosen as the benchmarks in Fig. 8 to

evaluate the communication reduction brought by the filter. The

benchmarks include KKRT16 [58] (single-point, semi-honest), RR17
[87] (single-point, malicious), CM20 [21] (multi-point, semi-honest),

and RS21 [88] (multi-point, malicious). The vacuum filter is adopted

in the experiments since it has the best compression efficiency

compared to others. Fig. 8 shows the amount of communication

the sender sends with and without adopting the vacuum filters.

It can be observed that the filter optimization performs better

in malicious-secure schemes (RR17, RS21) than semi-honest ones

(KKRT16, CM20). Note that the filter size only depends on the inser-

tion number rather than the size of each element. The filters save

more communication costs since malicious security requires the

OPRF to output longer results. Moreover, the optimization saves

more communication for single-point OPRF-based PSI (KKRT16,
RR17 ) than multi-point ones (CM20, RS21). Because of the hashing
strategy used for single-point OPRF, each element has multiple

OPRF values, while only one OPRF value is enough for multi-point

OPRF. The compression rate declines as the insertion number grows,

which leads to more communication saved by the filters. For the

same reason, the filter optimization performs better when the PSI

schemes are dealing with larger input sizes, as demonstrated in

Fig. 8.

6 BENCHMARK IMPLEMENTATIONS

Existing PSI protocols are mostly implemented with different frame-

works and evaluated in inconsistent experimental settings, making

it difficult for researchers to make fair and fast comparisons be-

tween existing protocols. Inspired by existing open-source MPC

libraries, we re-implement state-of-the-art PSI protocols with dif-

ferent styles in a unified way, along with their building blocks. We

expect to provide a common ground for a comprehensive and im-

partial comparison of existing PSI protocols and make it convenient

for researchers to study and develop PSI.
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6.1 Java Library

Our implementations are written in Java, and the source codes are

available on Github
1
. We chose Java as our programming language

mainly for practical reasons. To integrate PSI protocols into practi-

cal applications, it is necessary to introduce big data frameworks

into traditional MPC[6]. To our knowledge, the current widely used

big data analytics engines (e.g. Hadoop and Spark) are based on

Java or JVM-based programming languages. A Java-based frame-

work is more convenient to deploy in a scalable manner. While it is

generally agreed that Java is slower than C/C++, the performance

gap is not that great when dealing with most basic operators. For

primitives with a large gap between Java and C/C++, our library

uses Java Native Interface (JNI) to invoke C/C++ libraries to speed

up performance.

6.2 JNI Support

There are some performance gaps in several operations due to the

language features. For example, type transformations in C/C++ are

easily done by changing the pointer types. If we expect to convert a

long byte array into an integer array (such as OPRF in [21]), C/C++

directly changes the pointer type from uint8_t* to uint32_t*,
which is almost free. In contrast, Java has to allocate a new array due

to its memory protection mechanism, which introduces additional

overhead. The overhead of invoking JNI to transform in C/C++ is

even greater.

After trading off the efficiency and scalability, we implemented

several primitives with JNI since they benefit a lot from JNI, in-

cluding matrix transposition, polynomials, hashes, basic ciphers,

etc.

(1) Matrix Transpose. The performance of OTE [4, 50] and OTE-style

OPRF [21, 58] depends on efficient large matrix transposition. We

find that Eklundh’s algorithm [32] does not work well in parallel

environments. And we follow the full SSE bit matrix transpose
2

and modify the implementation in EMP-toolkit3. The bit matrix

is represented in big-endian byte order for Java compatibility.

(2) Polynomial Operations. Polynomial is a useful linear OKVS used

inOPRF[37, 59, 75]. The pure-Java implementation using Rings [82]
is inefficient, and we implement the fast polynomial interpolation

implementations in [59, 75] using the NTL4, GMP, and GF2X5 libraries.
The polynomial representation is adjusted to make the returned

results compatible with Rings. We also fix a minor typo in the

interpolation of [75] under boundary conditions.

(3) Hashes and Ciphers. Hashes and ciphers are essential cryp-

tographic operators used in all PSI protocols. We introduce the

C/C++ implementations of fast cryptographic hash functions (e.g.
blake2[5], blake3[73], Highway[41]). We adopt various block ci-

phers to implement encryption, PRG and PRF, including AES using

EMP-toolkit, SM4 using Bouncy Castle6, etc. And we introduce

the parameters in [51] to implement LowMC.

1
https://github.com/alibaba-edu/mpc4j

2
https://github.com/mischasan/sse2

3
https://github.com/emp-toolkit/emp-tool/blob

4
https://libntl.org/

5
https://gitlab.inria.fr/gf2x/gf2x

6
https://www.bouncycastle.org/java.html

(4) ECC Operations. ECC operations are widely used in different vari-

ants of PSI[22, 46, 84]. We implement different curves (SECP256K1,
SM2P256, Ed25519, X25519, FourQ, etc) using libraries such as Bouncy
Castle, Relic7, MCL8, libSodium9, and compare their performance.

The results demonstrate that MCL performs best, and Bouncy Castle
runs faster when dealing with point additions. We adjust the repre-

sentation for their compatibility for Java.

(5) Oblivious switching network. We used the code opensourced

by Garimella et al. [36] as a starting point, and changed the type

of switching node representation from uint32_t to uint8_t for

memory cost reduction.

6.3 OT Benchmarks and Factories

As one of the most important primitives of PSI, various OT/OTE

benchmarks are implemented in our library, mainly including the

base OT in [19, 23, 63, 69], OTE in [4, 50, 53, 57, 72]. Since silent OT

is used in state-of-the-art circuit-PSI [20, 88], we implement silent

OT in [24, 97] in the benchmark library.

Our benchmark library has implemented factory classes to sup-

port the switching between different instances. This allows the

researchers to easily find the effects of different OT instances on

the final PSI performance. Similar factory classes are also used for

other primitives, such as filters, ciphers, and hashes.

6.4 Parallelization and Communication

Our PSI benchmarks support parallel execution using the parallel

stream class in Java. We maintain a common thread pool with

JVM, containing a limited number of threads, and submit parallel

executions to the pool. This avoids the additional cost of manually

creating and destroying subthreads each time.

In addition, netty10 is used to maintain the communication

channel in our implementations. We design a unified data packet

format, containing a header of 288-bit length and the payload bytes.

To serialize the message to be sent, we use Google’s Protocol
Buffers, which introduce the additional communication cost to

store the lengths of each byte array in Payload Bytes. To eliminate

the impact of implementation on analysis, the experimental results

reported in our evaluation only reflect the size of payload bytes.

Hence it is the theoretical communication cost.

7 PERFORMANCE EVALUATION

We evaluate the performance of typical PSI implementations of

different styles as benchmarks and provide an impartial evaluation

to compare their efficiency.

7.1 Experimental Environment

We run our experiments on a single physical machine with Intel
®

Core
TM

i9-9900K 3.60GHz CPU and 128GB RAM. We simulate the

real-world network connection using the Linux tc command, which

supports manual adjustment of bandwidth and RTT latency.

7
https://github.com/relic-toolkit/relic

8
https://github.com/herumi/mcl

9
https://github.com/jedisct1/libsodium

10
https://netty.io/

10

https://github.com/alibaba-edu/mpc4j
https://github.com/mischasan/sse2
https://github.com/emp-toolkit/emp-tool/blob
https://libntl.org/
https://gitlab.inria.fr/gf2x/gf2x
https://www.bouncycastle.org/java.html
https://github.com/relic-toolkit/relic
https://github.com/herumi/mcl
https://github.com/jedisct1/libsodium
https://netty.io/


7.2 Experimental Results

In each batch of experiments, we test typical PSI of different Map

styles and different security models. Semi-honest PSI schemes

in the benchmarks include HFH99[46] (cwPRF), RA17[84] (fixed-
key OPRF), PSZ14[80], KKRT16[58], OOS17 (single-point OPRF),

DCW13[30], PRTY19-L[75], PRTY19-F, PRTY20[76],CM20[21] (multi-

point OPRF), PSTY19[78], RS21-C[88],CGS22[20] (circuit),GMR21[36],
CZZ22[22] (mqRPMT). Malicious-secure PSI schemes in the bench-

marks include RT21[89] (cwPRF), RR17DE[86], RR17EC (built with

single-point OPRF), RR16 [86], PRTY20[76], RS21[88], RR22[85]
(multi-point OPRF).

Two variants of HFH99 are implemented using SECP256K1 (-S)
and X25519 (-X ) curves respectively. Two variants of circuit-PSI

(RS21C, CGS22) are implemented, and the difference is whether to

adopt silent OT (-S) or not (-N ).

The integrated experimental result tables are listed in the appen-

dix. Table 3 and 4 list the performance of semi-honest and malicious

PSI schemes in a balanced setting, respectively. We choose 2
12
, 2

16
,

2
20

as three baseline input set sizes. The experimental network

settings include typical LAN (10Gbps bandwidth and 0.02ms RTT

latency) and WAN (including 1Gbps with 40ms latency, 100Mbps

and 10Mbps bandwidth with 80ms latency). Both single-thread

(𝑇 = 1) and multi-thread (𝑇 = 15) cases are considered. The ele-

ments in the input sets are 128-bit long. The protocols in the tables

are divided into two phases: the setup phase and the online phase.

Note that the setup and online phases in our benchmarks are dif-

ferent from the offline and online phases in fixed-key OPRF. The

one-time setup phase performs initializations before inputting both

sets, including key generation, base OT execution, etc. The online

phase performs subsequent protocol executions based on the sets.

To Fairly evaluate the pre-computation feature of fixed-key OPRF-

based PSI, the pre-computation overhead of the server is manually

moved to the setup phase in the tables.

Besides two basic balanced tables, we tested several special cases

for better evaluation. Table 5 lists the performance of unbalanced

cases where the two set sizes are 2
20

and 2
10

respectively. Table 6

lists the performance of OPRF-based PSI whose Compare phase is

optimized by filters. Table 7 lists the performance of multi-point

OPRF-based PSI using different types of OKVS instances.

7.3 Performance Evaluation

We now discuss how different settings influence the performance

of different PSI schemes in detail.

Network Bandwidth. Since fixed-key OPRF and sharing-based

Map are designed for special cases, we mainly discuss the perfor-

mance of cwPRF and random OPRF-based schemes in the balanced

setting. To make it more intuitive, Fig. 9 shows how the online

latencies of different schemes decline as the network bandwidth

grows. The benchmarks are executed with 2
20

input sizes in the

multi-thread setting (T = 15). Only several typical benchmarks are

drawn in the figure, otherwise, too many lines make the figure a

great mess. As shown in Fig. 9, the performance of single-point

OPRF-based schemes (KKRT16, OOS17 ) is more sensitive to the

bandwidth than others. Their heavier communication significantly

steepens the latency lines. In addition, when the bandwidth exceeds

1Gbps, the lines of multi-point OPRF (PRTY19-F, CM20) and cwPRF-
based PSI (HFH99-X ) become flat. The computation latency becomes

the bottleneck of the overall performance at this bandwidth, so the

reduction of communication latency hardly contributes to the ef-

ficiency. In contrast, the communication latency of KKRT16 and

OOS17 is still the bottleneck, and the overall latency continues to

decline as the bandwidth grows.

Parallelism. Different PSI proposals have different sensitivity to

parallelism. Fig. 10 shows the performance of the benchmarks in

the single-thread setting, and Fig. 9 shows the performance in the

multi-thread setting. As mentioned above, the latencies of single-

point OPRF-based instances (KKRT16 and OOS17 ) are mostly con-

tributed by the communication. Hence improving computation

ability with multiple threads brings negligible efficiency improve-

ment. The multi-thread setting brings significant improvement to

multi-point OPRF-based instances (PRTY19-F, CM20), and cwPRF-

based instances (HFH99-X ), but the improvement cannot reach 15×,
because of the cost of multi-thread scheduling. Note that the full

parallel support cannot be demonstrated in the figure. Our bench-

marks support 15 threads at most, which is not large enough, and

we think the advantage of cwPRF-based PSI will become more

obvious as the number of threads grows.

Small Input Sizes. To evaluate the advantage of cwPRF-based

PSI when dealing with small input sizes, we additionally test the

performance with input sizes in a range from 2
6
to 2

14
. Fig. 11

shows the performance of small sets in the multi-thread LAN set-

ting. Besides the cwPRF-based HFH99-X, state-of-the-art schemes

include CM20, semi-honest version of RS21 and RR22 are tested

for comparison. HFH99-X performs at a disadvantage when the

input sizes are larger than 2
10
. When the sizes become smaller, the

latencies of other schemes remain unchanged, while the latency of

HFH99-X continues to decline linearly. CwPRF-based PSI handles

each input element independently and has no constant overhead.

However, the constant overheads in other schemes dominate the

performance when dealing with smaller sets.

Circuit-PSI. Fig. 12 shows the performance of state-of-the-art cir-

cuit PSI (RS21, CGS22) under different bandwidths. The experiments

run in the LAN setting with input sizes of 2
20
. RS21 and CGS22 per-

form better in the LAN and WAN settings respectively without

using silent OT, since RS21 has heavier communication overhead.

However, RS21 benefits more from silent OT and always performs

better than CGS22-S in the experiments.

OKVSDiscussion. “OKVS + PCG” is the hot spot in recent research

to design multi-point OPRF, and we test different combinations of

state-of-the-art OKVS constructions. PRTY20 and RS21 provide the
general multi-point OPRF constructions using COT and VOLE as

PCG respectively, and are chosen as the basic benchmarks. Three

kinds of OKVS are evaluated in the experiments, including H2-GCT

[76], H3-GCT [37], and BLAZE-GCT [85]. We evaluate the perfor-

mance of these six variants of multi-point OPRF with different input

sizes and bandwidths. Fig. 13 shows the performance of different

set sizes in the multi-thread LAN setting, and Fig. 14 shows the

performance of different bandwidths with 2
20

input sizes. In gen-

eral, RS21 performs better than PRTY20 when using identical OKVS.

BLAZE-GCT performs the best, and H3-GCT performs better than
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Figure 15: Latencies of unbalanced cases in LAN setting, where

𝑛2 = 2
20
.

H2-GCT when using identical PCG. In the LAN setting, the OKVS

type has a greater impact on efficiency. However, as the bandwidth

narrows down, the PCG type turns out to be the more impactful one.

This difference demonstrates that in multi-point OPRF schemes,

the OKVS is more related to the computational overhead, while the

PCG is more related to the communication overhead.

Unbalanced Cases. To evaluate the advantage of fixed-key OPRF

in the case of unbalanced input sizes, we test the performance

of different PSI schemes with unbalanced input sizes in the LAN

setting. Fig. 15(a) and 15(b) refer to single-thread and multi-thread

cases respectively. The server’s set size 𝑛2 is fixed to 2
20
, and the

client’s set size𝑛1 varies from 2
8
to 2

20
. As𝑛1 declines, the fixed-key

OPRF-based RA17 has the most significant efficiency improvement

than others. Besides RA17, the performance ofCM20 is also sensitive
to 𝑛1 because the number of OT instances required by CM20 only
depends on 𝑛1. Also, since the usage of multi-thread significantly

accelerates the computation of ECC in RA17, the advantage of RA17
dealing with small client size is more obvious in the multi-thread

setting.

The latency of HFH99-X in Fig. 15(a) remains unchanged com-

pared with the balanced case. In our implementations, the client and

the server compute the first cwPRF values at the same time, since

their computation latencies overlap each other in the balanced case.

Because of the large 𝑛2, the client still has to wait for the server to

finish the computation, and so does the second cwPRF mapping.

Hence, the latencies remain to be identical to the balanced case.

The difference in the multi-thread setting (Fig. 15(b)) is caused by

the single-PC test environment, as the participants actually share

the same thread pool, and the resources accelerate the server’s

computation after being released from the client’s computation.

8 CONCLUSION

PSI is a potential cryptographic primitive for many scenarios and

has wide applications in academia and industry. In this paper, we

do an integrated research of existing two-party PSI protocols and

have proposed the Map-and-Compare framework to abstract the

general approach to construct secure and efficient PSI protocols.

We divide these protocols into several categories based on their

Map styles and discuss their constructions, features, and develop-

ment. We also propose a Java-based benchmark library containing

implementations of state-of-the-art PSI schemes. The benchmark

codes have good readability and reproducibility. Our benchmark

can benefit future research about PSI. Moreover, we have provided

an impartial evaluation of the protocol using our benchmark library

in different settings.

In future work, we aim to continue improving the PSI bench-

marks for the benefit of the community. On the one hand, we

will provide more PSI benchmarks in different scenarios, such as

multi-party PSI, threshold PSI, etc. On the other hand, since it is

noticed that there are still some performance gaps between Java

and C/C++ implementations, we will use more Java techniques to

further optimize the efficiency.
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A PERFORMANCE TABLES

In our evaluation, we replace the OKVS of PRTY19-L with BLAZE-

GCT since the polynomial interpolation is too slow when dealing

with large input size. Same as [87], we set the number of hash

bins to 𝑛/10 and 𝑛/4 for RR17DE and RR17EC, respectively. The
evaluation results are shown in Table 3, 4, 5, 6, 7.
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Table 3: Running time and communication for semi-honest PSI implementations in balanced cases. (𝑛 = 𝑛1 = 𝑛2) “R” and
“S” denote communications the receiver and sender send respectively. (The parameters of RS21 and RR22 are switched to

semi-honest settings.)

𝑛 Protocol

Comm. (MB) Running Time (s)

R S
total

10Gbps 1Gbps 100Mbps 10Mbps

setup online setup online

single-thread multi-thread single-thread multi-thread single-thread multi-thread single-thread multi-thread

setup online setup online setup online setup online setup online setup online setup online setup online

2
12

HFH99-S 0 0.14 0 0.17 0.31 0 0.64 0 0.27 0 0.72 0 0.52 0 0.75 0 0.72 0 0.95 0 0.97

HFH99-X 0 0.13 0 0.17 0.30 0 0.30 0 0.08 0 0.40 0 0.12 0 0.49 0 0.26 0 0.64 0 0.41

DCW13 0 3.78 0 0.04 3.82 0 0.15 0 0.09 0.14 0.37 0.09 0.37 0.18 0.86 0.17 0.70 0.19 3.54 0.18 3.39

PSZ14 0 1.42 0 0.33 1.75 0.02 0.14 0 0.05 0.23 0.28 0.17 0.25 0.35 0.43 0.34 0.46 0.36 1.70 0.35 1.69

RA17 0 0.13 0.02 0.13 0.29 0.17 0.47 0.05 0.11 0.23 0.55 0.05 0.77 0.22 0.74 0.06 0.93 0.25 0.94 0.10 1.04

KKRT16 0 0.33 0.01 0.11 0.45 0 0.02 0.02 0.02 0.14 0.13 0.09 0.11 0.19 0.27 0.18 0.24 0.23 0.56 0.19 0.56

OOS17 0 0.28 0.01 0.33 0.63 0.02 0.05 0 0.03 0.22 0.16 0.17 0.42 0.35 0.44 0.34 0.26 0.36 0.75 0.35 0.75

PRTY19-L 0 0.29 0 0.04 0.33 0.01 0.25 0 0.08 0.05 0.32 0 0.16 0.02 0.45 0 0.29 0.05 0.68 0.01 0.53

PRTY19-F 0 0.22 0 0.08 0.30 0 0.46 0 0.57 0.05 0.59 0.01 1.14 0.02 1.48 0.01 0.86 0.02 0.86 0.01 0.92

PRTY20 0 0.55 0 0.04 0.59 0.01 0.03 0.01 0.02 0.14 0.15 0.09 0.15 0.18 0.27 0.18 0.25 0.20 0.69 0.19 0.68

CM20 0 0.31 0 0.05 0.37 0.02 0.22 0 0.08 0.01 0.32 0.13 0.50 0.02 0.42 0 0.93 0.01 0.71 0.01 1.11

PSTY19 0.01 1.52 0.02 3.54 5.08 0.06 0.52 0.01 0.49 0.40 2.92 0.30 2.66 0.74 4.61 0.54 5.24 0.71 7.95 0.56 8.51

RS21 1.87 0.27 0.06 0.24 2.44 0.17 0.04 0.22 0.03 0.92 0.29 0.61 0.28 1.62 0.53 1.21 0.47 3.05 0.85 2.63 0.81

RS21-C-N 1.87 4.81 0.06 4.83 11.57 0.24 0.61 0.07 0.52 0.93 1.61 0.72 1.30 1.76 2.88 1.39 2.69 3.09 9.61 3.30 9.32

RS21-C-S 2.17 0.86 0.36 0.88 4.27 0.32 1.03 0.12 0.75 1.82 1.81 1.38 1.47 3.26 2.61 2.65 2.28 4.93 3.85 4.45 3.59

CGS22-N 0.02 1.66 0.02 3.82 5.52 0.08 0.77 0.02 0.80 0.71 2.91 0.47 2.75 1.05 4.95 0.88 5.07 1.14 8.53 0.91 8.79

CGS22-S 0.37 1.41 0.36 0.84 2.99 0.24 1.02 0.09 0.80 1.79 2.85 1.53 2.37 3.00 4.66 2.40 4.60 3.33 6.34 2.79 5.79

GMR21 0.02 1.89 0.02 1.37 3.26 0.06 0.23 0.02 0.13 0.60 0.55 0.49 0.90 1.03 1.76 0.86 0.97 1.12 4.14 0.89 3.59

CZZ22 0 0.20 0 0.23 0.43 0.01 0.31 0 0.09 0.13 0.47 0.09 0.27 0.19 0.66 0.18 0.46 0.19 0.94 0.18 0.72

RR22 1.70 0.16 0.06 0.20 2.11 0.16 0.04 0.04 0.03 0.74 0.33 0.61 0.27 1.38 0.51 1.13 0.43 2.69 0.74 2.50 0.72

2
16

HFH99-S 0 2.16 0 2.75 4.91 0 8.05 0 2.11 0 8.34 0 2.60 0 8.87 0 2.93 0 12.31 0 6.22

HFH99-X 0 2.10 0 2.69 4.79 0 4.78 0 1.25 0 5.06 0 1.50 0 5.55 0 1.86 0 8.98 0 5.23

DCW13 0 60.51 0 0.59 61.1 0 3.75 0 1.75 0.10 5.98 0.09 3.60 0.18 10.32 0.17 8.26 0.19 54.25 0.18 52.30

PSZ14 0 22.65 0 4.13 26.78 0.02 2.25 0 0.73 0.22 2.95 0.17 1.57 0.35 4.74 0.34 3.76 0.36 23.52 0.34 23.14

RA17 0 2.10 0.39 2.10 4.59 2.48 7.08 0.43 1.01 2.72 7.53 0.57 1.75 2.78 8.01 0.65 2.00 3.13 11.14 0.97 4.96

KKRT16 0 5.31 0 1.77 7.09 0 0.41 0.01 0.34 0.14 0.64 0.09 0.57 0.21 1.40 0.18 1.36 0.23 6.69 0.19 6.46

OOS17 0 4.54 0.01 4.13 8.68 0.02 0.79 0 0.37 0.22 1.32 0.18 0.76 0.35 1.64 0.34 1.65 0.36 8.22 0.35 8.18

PRTY19-L 0 4.71 0 0.60 5.31 0.01 3.55 0 0.79 0.05 3.94 0 1.22 0.02 4.56 0 1.78 0.05 7.93 0.01 5.64

PRTY19-F 0 3.63 0 1.19 4.82 0 6.71 0 1.87 0.06 8.10 0 2.50 0.01 8.39 0 2.86 0.05 11.10 0.01 6.17

PRTY20 0 9.09 0 0.59 9.68 0.01 0.69 0.01 0.56 0.13 1.24 0.09 1.13 0.19 2.24 0.18 1.88 0.23 8.96 0.19 8.52

CM20 0 4.99 0 0.60 5.59 0.01 3.48 0 0.73 0.05 4.00 0 1.56 0.05 4.66 0.01 2.06 0.05 8.37 0.01 6.01

PSTY19 0.01 27.45 0.02 65.01 92.49 0.06 9.84 0.01 7.43 0.49 15.00 0.28 11.43 0.73 23.87 0.54 21.36 0.77 88.28 0.56 85.80

RS21 4.68 2.71 0.17 1.00 8.56 0.34 0.73 0.11 0.67 1.00 1.15 0.77 1.08 1.81 1.57 1.57 1.54 5.84 4.55 3.05 4.45

RS21-C-N 4.69 81.06 0.18 80.19 166.1 0.36 13.56 0.14 5.92 1.42 20.61 0.88 11.67 2.07 33.48 1.89 23.92 5.88 145.7 5.53 136.5

RS21-C-S 5.75 5.82 1.23 4.95 17.75 1.44 22.81 0.61 11.78 3.16 24.21 2.15 12.87 4.66 25.71 3.66 14.10 10.15 32.41 8.85 21.48

CGS22-N 0.02 30.26 0.02 69.39 99.69 0.08 10.79 0.02 7.99 0.71 16.44 0.45 13.34 1.05 25.21 0.88 22.78 1.07 95.46 0.90 92.38

CGS22-S 1.05 11.51 1.15 8.71 22.42 0.72 19.18 0.36 10.86 2.25 21.35 1.55 13.80 3.47 25.16 3.03 17.01 4.73 38.55 4.01 30.73

GMR21 0.02 34.90 0.02 27.06 61.96 0.06 4.23 0.02 1.73 0.68 6.19 0.46 3.91 1.00 11.60 0.87 9.51 1.04 57.81 0.89 55.92

CZZ22 0 3.15 0 3.74 6.89 0.01 4.84 0 1.34 0.11 5.39 0.09 2.04 0.19 6.24 0.18 2.48 0.19 11.06 0.18 7.35

RR22 3.52 1.56 0.13 0.96 6.17 0.26 0.61 0.08 0.30 0.87 0.85 0.73 0.62 1.72 1.32 1.32 1.16 4.60 3.34 4.24 3.15

2
20

HFH99-S 0 34.60 0 46.14 80.74 0 131.4 0 35.04 0 134.7 0 36.57 0 138.7 0 42.74 0 195.2 0 104.5

HFH99-X 0 33.55 0 45.09 78.64 0 75.81 0 21.28 0 77.09 0 22.74 0 83.88 0 29.35 0 144.2 0 87.22

DCW13 0 968.2 0 11.53 979.7 0 93.94 0 61.06 0.11 103.0 0.09 72.24 0.19 162.7 0.17 130.9 0.19 846.5 0.18 825.9

PSZ14 0 442.9 0 69.21 512.1 0.02 50.81 0 24.27 0.22 67.30 0.17 34.10 0.37 92.79 0.34 66.16 0.36 452.4 0.34 432.0

RA17 0 33.55 6.29 33.55 73.40 39.74 112.5 6.82 17.22 40.28 114.9 7.08 19.07 40.84 120.7 7.97 24.68 48.31 170.2 15.48 74.17

KKRT16 0.01 86.51 0.01 40.89 127.4 0.01 8.72 0 5.62 0.14 11.57 0.09 8.63 0.22 20.18 0.18 17.88 0.23 108.7 0.19 108.5

OOS17 0 77.86 0.01 69.21 147.1 0.02 13.60 0.02 8.00 0.22 17.92 0.17 10.50 0.35 24.11 0.34 21.30 0.36 134.9 0.35 132.3

PRTY19-L 0 77.55 0 11.54 89.09 0 44.02 0 12.61 0.05 51.28 0 16.82 0.05 58.09 0 22.47 0.05 119.4 0.01 87.72

PRTY19-F 0 59.11 0 23.08 82.19 0 109.8 0 22.82 0.05 111.4 0 24.27 0.05 118.9 0 32.89 0.05 193.0 0.01 124.6

PRTY20 0 155.7 0 11.53 167.2 0.01 18.38 0.01 10.98 0.13 21.05 0.08 15.96 0.22 33.36 0.17 27.85 0.25 151.7 0.18 146.2

CM20 0 81.40 0 11.54 92.94 0.01 82.24 0 14.95 0.05 85.35 0 15.57 0.04 91.51 0.01 22.36 0.05 155.6 0.01 88.66

PSTY19 0.01 657.7 0.02 1257 1915 0.06 223.8 0.01 143.4 0.47 269.7 0.29 200.9 0.77 414.8 0.54 339.2 0.70 1767 0.55 1683

RS21 26.14 40.56 0.43 12.15 79.28 2.15 14.83 0.81 10.78 3.35 16.61 2.04 12.98 6.43 21.41 4.85 17.88 27.34 63.07 25.65 60.13

RS21-C-N 26.14 1424 0.43 1407 2857 2.17 255.1 0.76 126.5 3.75 322.7 2.17 198.7 6.50 519.4 5.09 394.2 27.97 2497 25.88 2375

RS21-C-S 27.62 85.14 1.90 68.26 182.9 3.54 286.7 2.24 137.6 5.96 295.0 4.33 148.3 9.59 308.2 7.69 159.0 33.24 423.3 30.88 278.1

CGS22-N 0.02 700.8 0.02 1329 2030 0.08 244.2 0.02 163.2 0.71 295.76 0.48 220.5 1.08 443.4 0.88 363.3 1.08 1875 0.90 1791

CGS22-S 2.01 171.0 2.43 133.0 308.4 2.58 424.7 1.57 233.1 4.16 435.7 3.15 243.2 6.06 455.2 4.39 265.3 8.76 679.9 6.87 485.7

GMR21 0.02 633.2 0.02 515.9 1149 0.06 94.51 0.02 43.97 0.67 116.8 0.45 69.87 1.03 201.1 0.86 157.6 1.10 1056 0.89 1016

CZZ22 0 50.33 0 61.87 112.2 0.01 78.26 0 22.47 0.15 80.95 0.09 25.12 0.19 90.45 0.17 34.35 0.19 174.9 0.18 114.4

RR22 15.07 22.79 0.38 12.10 50.34 1.08 10.89 0.32 4.91 2.16 12.57 1.45 6.40 3.93 15.93 3.19 9.68 16.10 43.74 15.62 37.65
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Table 4: Running time and communication for malicious PSI implementations in balanced cases. (𝑛 = 𝑛1 = 𝑛2) “R” and “S”
denote communications the receiver and sender send respectively.

𝑛 Protocol

Comm. (MB) Running Time (s)

R S
total

10Gbps 1Gbps 100Mbps 10Mbps

setup online setup online

single-thread multi-thread single-thread multi-thread single-thread multi-thread single-thread multi-thread

setup online setup online setup online setup online setup online setup online setup online setup online

2
12

RR16 1.92 4.49 0.40 0.06 6.87 1.51 0.43 1.00 0.33 2.46 0.75 1.90 0.66 4.38 1.33 3.82 1.32 18.07 6.18 17.61 6.11

RR17DE 0.02 1.59 0.02 3.76 5.38 0.04 0.50 0.01 0.28 0.53 0.77 0.43 0.59 0.90 2.11 0.85 1.02 0.93 5.11 0.87 4.93

RR17EC 0 2.47 0.01 4.46 6.94 0.02 0.24 0.01 0.08 0.28 0.66 0.26 1.37 0.52 1.41 0.51 1.24 0.53 6.12 0.52 5.85

PRTY20 0 0.91 0.01 0.04 0.95 0.02 0.07 0 0.07 0.24 0.28 0.18 0.27 0.36 0.46 0.35 0.42 0.37 1.02 0.36 1.07

RT21 0 0.17 0 0.13 0.30 0 0.80 0 0.19 0 0.96 0 0.23 0 1.00 0 0.52 0 1.24 0 0.70

RS21 1.88 0.25 0.06 0.27 2.45 0.18 0.06 0.05 0.01 1.04 0.62 0.85 0.48 1.91 1.01 1.62 0.94 3.40 1.43 3.15 1.35

RR22 1.70 0.16 0.06 0.22 2.15 0.16 0.05 0.05 0.04 1.01 0.49 0.86 0.62 1.88 0.95 1.60 0.92 3.29 1.24 3.01 1.23

2
16

RR16 272.9 66.32 3.76 0.98 344.0 32.35 9.70 19.64 8.07 39.48 14.35 26.47 12.71 57.38 20.61 46.14 20.11 254.2 90.16 239.7 88.71

RR17DE 0.02 25.79 0.02 64.72 90.54 0.04 9.44 0.01 4.97 0.57 11.91 0.44 8.44 0.93 17.61 0.85 12.77 0.93 83.59 0.88 80.53

RR17EC 0 40.60 0.01 73.33 113.9 0.02 4.04 0.01 2.00 0.31 7.31 0.27 4.85 0.52 16.01 0.51 12.68 0.53 95.80 0.52 93.29

PRTY20 0 14.41 0.01 0.59 15.01 0.02 1.21 0 0.69 0.22 1.71 0.18 1.36 0.36 3.04 0.35 2.66 0.40 13.47 0.36 13.42

RT21 0 2.79 0 2.10 4.89 0 12.96 0 2.83 0 13.35 0 3.21 0 13.94 0 3.32 0 17.58 0 6.68

RS21 4.69 2.72 0.17 1.40 8.98 0.35 0.81 0.11 0.57 1.25 1.48 1.04 1.27 2.39 2.18 2.08 2.18 6.42 5.50 5.87 5.32

RR22 3.53 1.58 0.13 1.35 6.59 0.31 0.68 0.09 0.34 1.00 1.18 0.84 0.84 1.96 1.90 1.81 1.48 4.81 4.16 4.75 3.83

2
20

RR16 - - - - - - - - - - - - - - - - - - - - -

RR17DE 0.02 427.9 0.02 1133 1561 0.06 218.3 0.31 131.1 0.44 233.8 0.46 155.2 0.87 319.5 0.87 235.7 0.90 1433 0.90 1376

RR17EC 0 668.6 0.02 1241 1910 0.04 143.3 0.02 92.74 0.36 166.1 0.31 116.0 0.57 276.2 0.56 225.0 0.54 1611 0.57 1561

PRTY20 0 230.3 0.01 11.53 241.8 0.02 23.29 0 14.27 0.19 29.14 0.18 20.90 0.39 47.36 0.34 38.35 0.40 217.8 0.36 208.6

RT21 0 45.12 0 33.55 78.67 0 208.0 0 46.67 0 211.2 0 48.34 0 217.5 0 50.66 0 276.5 0 101.7

RS21 26.15 40.56 0.43 17.19 84.33 2.10 15.40 0.63 10.95 4.07 18.75 2.73 13.75 6.77 24.69 5.69 19.35 27.85 69.71 26.80 64.55

RR22 15.08 22.79 0.38 17.34 55.60 1.09 11.87 0.41 5.50 2.46 14.50 1.64 7.14 4.41 18.47 3.67 11.05 16.70 50.05 15.99 43.33

Table 5: Running time and communication for PSI implementations in unbalanced cases. (𝑛1 ≪ 𝑛2 or 𝑛1 ≫ 𝑛2)

𝑛1 𝑛2 Protocol

Comm. (MB) Running Time (s)

R S
total

10Gbps 1Gbps 100Mbps 10Mbps

setup online setup online

single-thread multi-thread single-thread multi-thread single-thread multi-thread single-thread multi-thread

setup online setup online setup online setup online setup online setup online setup online setup online

2
10

2
20

HFH99-X 0 0.03 0 33.56 33.59 0 74.73 0 10.58 0 75.87 0 11.21 0 80.15 0 15.46 0 103.5 0 38.84

DCW13 0 968.2 0 10.49 978.67 0.01 91.13 0 56.27 0.11 101.7 0.09 67.29 0.19 159.0 0.17 127.2 0.19 843.5 0.18 811.0

PSZ14 0 0.40 0 94.37 94.78 0.02 29.53 0 9.84 0.21 29.56 0.17 9.83 0.35 31.36 0.33 13.73 0.36 96.03 0.35 93.06

RA17 0 0.03 6.29 0.03 6.36 39.81 0.11 6.60 0.02 40.03 0.24 6.75 0.15 40.80 0.38 7.64 0.24 48.35 0.47 14.89 0.29

KKRT16 0 0.08 0.01 31.46 31.55 0.02 3.56 0 2.24 0.14 3.86 0.09 2.61 0.22 5.42 0.17 5.06 0.23 32.64 0.18 31.36

OOS17 0 0.77 0.01 94.37 94.46 0.02 12.69 0 6.80 0.22 13.45 0.17 7.00 0.35 15.01 0.33 13.15 0.36 93.54 0.34 93.07

PRTY19-L 0 0.08 0 10.49 10.58 0.01 22.80 0 3.48 0.05 20.53 0 4.22 0.05 22.44 0 4.96 0.05 31.03 0 14.00

PRTY19-F 0 0.06 0 20.98 21.04 0.01 68.71 0 12.05 0.05 72.58 0 11.88 0.05 71.78 0 12.63 0.05 82.70 0 28.70

PRTY20 0 0.16 0.01 10.49 10.65 0.02 2.14 0 1.05 0.17 2.87 0.09 1.66 0.22 3.76 0.17 2.60 0.23 12.75 0.18 11.43

CM20 0 0.08 0 10.50 10.58 0.01 13.55 0 2.42 0.05 13.27 0.01 3.12 0.05 15.66 0 3.99 0.05 23.92 0 12.87

PSTY19 0.01 0.38 0.02 34.80 35.21 0.07 20.33 0.01 7.15 0.42 23.00 0.27 10.10 0.72 27.53 0.52 14.07 0.72 58.22 1.00 44.83

RS21 1.61 0.11 0.06 10.65 12.43 0.15 1.84 0.23 1.07 0.82 2.39 0.67 1.79 1.38 3.75 1.21 2.85 2.74 12.59 2.41 11.71

RS21-C-N 1.61 0.41 0.06 34.97 37.06 0.52 22.58 0.05 7.17 1.16 26.01 0.72 9.71 1.99 31.58 1.42 15.35 3.11 61.67 2.75 45.59

RS21-C-S 1.89 0.77 0.31 34.39 37.35 0.33 23.00 0.10 6.90 2.08 26.51 1.74 9.85 3.74 31.72 3.36 15.14 5.36 62.07 4.94 45.83

CGS22-N 0.02 0.42 0.02 32.89 33.35 0.08 14.28 0.02 11.61 0.71 17.87 0.45 15.09 1.04 22.40 0.89 19.53 1.12 51.82 0.91 48.43

CGS22-S 0.30 0.77 0.26 32.31 33.64 0.20 14.16 0.07 11.79 1.73 17.35 1.70 15.08 2.86 22.93 2.35 19.51 3.20 51.50 2.73 47.83

GMR21 0.02 512.3 0.02 515.9 1028 0.06 91.13 0 56.27 0.63 74.83 0.45 54.86 1.09 149.9 0.87 129.1 1.04 898.1 0.89 888.8

CZZ22 0 16.81 0 50.34 67.16 0.02 76.34 0 11.00 0.15 78.77 0.01 13.93 0.21 84.10 0.17 19.36 0.19 134.4 0.18 68.98

RR22 1.61 0.10 0.06 10.65 12.41 0.15 2.28 0.04 1.23 0.83 3.06 0.64 1.74 1.50 4.27 1.18 2.78 2.69 13.16 2.45 11.84

2
20

2
10

HFH99-X 0 33.55 0 10.52 44.07 0 74.74 0 10.64 0 76.55 0 12.01 0 78.56 0 14.08 0 114.4 0 49.20

DCW13 0 968.2 0 0.01 968.2 0.01 87.37 0 58.10 0.10 99.44 0.10 69.26 0.20 160.0 0.17 127.2 0.19 834.3 0.18 801.7

PSZ14 0 402.7 0 0.06 402.7 0.02 25.14 0 14.73 0.22 34.09 0.17 24.50 0.35 63.70 0.34 51.08 0.36 96.03 0.35 93.06

RA17 0 33.55 0.01 33.55 67.11 0.04 111.9 0.01 16.70 0.08 114.3 0.01 18.53 0.04 120.1 0.01 23.86 0.09 169.7 0.02 73.32

KKRT16 0 86.51 0.01 0.03 86.55 0.02 4.10 0 2.73 0.14 7.21 0.09 5.53 0.22 12.82 0.18 11.92 0.23 73.87 0.19 72.18

OOS17 0 77.86 0.01 0.06 77.93 0.02 4.36 0.01 2.70 0.22 6.06 0.17 5.26 0.35 12.55 0.34 11.26 0.36 66.53 0.35 65.00

PRTY19-L 0 73.32 0 0.02 73.34 0.01 22.80 0 3.48 0.05 45.50 0 9.96 0.05 48.97 0.01 16.13 0.04 106.6 0.01 69.57

PRTY19-F 0 56.97 0 0.03 57.00 0.01 62.62 0 9.38 0.05 68.06 0 11.82 0.05 68.41 0.01 16.55 0.05 110.8 0.01 57.84

PRTY20 0 140.9 0.01 0.01 141.0 0.02 13.06 0 9.09 0.14 18.48 0.09 13.06 0.23 26.42 0.18 23.21 0.23 126.9 0.19 121.6

CM20 0 81.40 0 0.02 81.42 0.01 56.01 0 9.65 0.05 54.50 0 9.63 0.05 55.93 0.01 15.95 0.04 108.8 0.01 72.72

PSTY19 0.01 657.7 0.01 1224 1881 0.06 208.5 0.01 141.6 0.47 258.6 0.30 195.2 0.75 398.5 0.54 333.7 0.75 1706 0.56 1646

RS21 26.14 40.56 0.43 0.62 67.76 2.02 12.73 1.00 9.30 3.61 15.28 2.25 11.45 6.15 18.99 5.27 15.26 27.27 51.31 25.80 47.63

RS21-C-N 15.08 613.4 0.39 1224 1853 1.51 218.8 0.44 146.6 2.61 266.0 1.77 198.8 4.39 399.6 3.50 333.7 16.80 1688 15.98 1619

RS21-C-S 17.08 83.69 2.80 28.35 131.9 3.48 397.3 2.02 224.1 6.24 402.7 4.12 240.2 9.07 416.9 6.71 238.1 24.09 495.2 21.74 316.1

CGS22-N 0.02 700.7 0.02 1297 1998 0.10 230.7 0.04 154.5 0.66 285.4 0.49 212.7 1.08 442.7 0.93 360.0 1.11 1839 0.96 1759

CGS22-S 2.01 171.0 2.43 101.0 276.5 2.77 405.5 2.04 235.1 4.63 419.4 3.32 232.7 5.39 441.5 4.72 258.3 8.67 637.7 7.26 445.2

GMR21 0.02 121.4 0.02 0.30 121.7 0.09 27.21 0.02 10.78 0.64 32.37 0.46 15.16 1.06 44.01 1.25 25.99 1.06 150.6 0.89 133.2

CZZ22 0 33.57 0 10.53 44.11 0.02 76.05 0 11.55 0.16 77.73 0.09 13.09 0.19 81.60 0.18 16.59 0.19 115.8 0.18 50.36

RR22 15.07 22.79 0.38 0.58 38.82 1.15 10.49 0.50 3.58 2.26 11.34 1.54 4.77 3.89 13.18 3.14 7.21 16.19 31.95 15.46 25.05
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Table 6: Running time and communication for OPRF-based PSI implementations optimized using filters.

𝑛 Protocol

Comm.(MB) Running Time (s)

R S
total

10Gbps 1Gbps 100Mbps 10Mbps

setup online setup online

single-thread multi-thread single-thread multi-thread single-thread multi-thread single-thread multi-thread

setup online setup online setup online setup online setup online setup online setup online setup online

2
16

KKRT16 0 5.31 0.01 1.18 6.50 0.02 0.68 0 0.46 0.16 0.79 0.09 0.69 0.22 1.29 0.18 1.31 0.26 6.39 0.19 6.30

PRTY19 0 3.63 0 0.79 4.43 0.01 6.71 0 2.00 0.05 7.08 0.01 2.38 0.05 7.50 0.01 2.71 0.05 10.98 0.01 5.97

CM20 0 4.99 0 0.40 5.40 0.01 3.61 0 0.82 0.05 3.94 0 1.62 0.05 4.33 0.01 2.33 0.05 8.27 0.01 5.99

PRTY20 0 14.41 0.01 0.39 14.82 0.02 1.21 0 0.70 0.24 1.73 0.18 1.26 0.39 2.95 0.35 2.64 0.40 13.39 0.36 12.95

RR17DE 0.02 25.79 0.02 47.03 72.86 0.03 14.98 0.01 9.34 0.56 17.17 0.43 10.87 0.88 21.68 0.85 14.91 0.94 71.68 0.87 67.26

RS21 4.69 2.72 0.17 0.81 8.39 0.43 1.04 0.15 0.85 1.54 1.50 1.23 1.79 2.43 2.13 2.21 1.98 6.41 5.01 6.13 4.77

RR22 3.53 1.57 0.13 0.76 5.99 0.27 0.78 0.08 0.47 1.21 1.35 1.02 1.37 2.21 2.19 1.87 1.51 5.12 3.99 4.77 3.67

2
20

KKRT16 0 86.51 0.01 18.87 105.4 0.02 14.20 0 10.82 0.14 15.58 0.10 12.09 0.19 22.67 0.18 19.27 0.23 98.79 0.19 95.89

PRTY19 0 59.11 0 12.59 71.71 0.01 116.7 0 25.26 0.05 118.7 0 28.66 0.05 124.9 0.01 32.63 0.05 173.8 0.01 83.25

CM20 0 81.39 0 6.30 87.70 0.01 81.41 0 16.20 0.01 82.08 0 16.70 0.05 89.72 0.01 23.65 0.05 153.8 0.01 86.59

PRTY20 0 230.3 0.01 6.29 236.6 0.02 26.58 0.01 16.34 0.22 31.55 0.18 22.53 0.39 49.10 0.35 38.67 0.40 216.9 0.36 206.2

RR17DE 0.02 427.9 0.02 780.2 1208.2 0.05 342.1 0.02 214.0 0.46 361.6 0.44 234.0 0.90 432.7 0.87 294.1 2.02 1217 0.90 1108

RS21 26.15 40.56 0.43 6.91 74.05 1.88 17.41 0.73 12.91 3.79 19.08 2.54 14.85 6.64 24.78 5.40 20.34 27.74 63.04 27.06 57.74

RR22 15.08 22.79 0.38 6.86 45.11 1.15 13.95 0.36 6.35 2.56 15.08 1.84 8.36 4.54 18.07 3.92 11.71 16.60 42.59 16.15 35.80

Table 7: Running time and communication for Multi-point OPRF-based PSI implementations using different OKVS types.

𝑛 Protocol OKVS

Comm.(MB) Running Time (s)

R S
total

10Gbps 1Gbps 100Mbps 10Mbps

setup online setup online

single-thread multi-thread single-thread multi-thread single-thread multi-thread single-thread multi-thread

setup online setup online setup online setup online setup online setup online setup online setup online

2
12

PRTY20
H2-GCT 0 0.9 0.01 0.04 0.97 0.02 0.06 0.01 0.04 0.18 0.21 0.17 0.20 0.34 0.40 0.33 0.38 0.35 1.01 0.34 0.99

H3-GCT 0 0.50 0.01 0.37 0.56 0.02 0.04 0 0.02 0.18 0.12 0.17 0.11 0.34 0.24 0.33 0.23 0.35 0.63 0.34 0.62

BLAZE-GCT 0 0.51 0.01 0.04 0.56 0.03 0.06 0.01 0.03 0.18 0.13 0.17 0.11 0.34 0.25 0.33 0.23 0.35 0.65 0.34 0.63

RS21
H2-GCT 1.88 0.25 0.06 0.27 2.45 0.17 0.05 0.05 0.04 0.83 0.46 0.79 0.44 1.62 0.90 1.62 0.88 3.18 1.31 3.19 1.30

H3-GCT 1.71 0.16 0.06 0.22 2.15 0.16 0.04 0.05 0.03 0.81 0.44 0.78 0.44 1.59 0.87 1.60 0.86 3.01 1.18 3.00 1.17

BLAZE-GCT 1.70 0.16 0.06 0.22 2.15 0.16 0.05 0.05 0.04 0.82 0.45 0.78 0.45 1.59 0.88 1.60 0.88 3.01 1.19 2.92 1.18

2
16

PRTY20
H2-GCT 0 14.41 0.01 0.59 15.01 0.02 1.12 0.01 0.67 0.18 1.70 0.17 1.30 0.34 3.04 0.33 2.50 0.35 13.70 0.34 13.37

H3-GCT 0 7.81 0.01 0.59 8.42 0.02 0.92 0.01 0.52 0.18 1.20 0.17 0.97 0.34 2.00 0.33 1.84 0.35 8.08 0.34 7.72

BLAZE-GCT 0 8.00 0.01 0.59 8.61 0.02 0.88 0.01 0.37 0.18 1.16 0.17 0.83 0.35 2.20 0.33 1.68 0.35 8.23 0.34 7.70

RS21
H2-GCT 4.69 2.72 0.17 1.40 8.98 0.37 0.83 0.22 0.63 1.03 1.43 0.80 1.20 2.14 2.15 2.02 1.81 6.05 5.33 5.76 5.27

H3-GCT 3.53 1.54 0.13 1.35 6.55 0.28 0.63 0.09 0.48 0.95 1.12 0.76 1.15 1.96 1.78 1.70 1.80 4.80 4.11 4.66 4.02

BLAZE-GCT 3.53 1.58 0.13 1.35 6.59 0.31 0.68 0.09 0.34 1.00 1.18 0.84 0.84 1.96 1.90 1.81 1.48 4.81 4.16 4.75 3.83

2
20

PRTY20
H2-GCT 0 230.3 0.01 11.53 241.8 0.02 25.46 0.01 14.99 0.18 32.25 0.17 20.44 0.34 51.5 0.33 38.40 0.35 226.0 0.34 213.0

H3-GCT 0 124.7 0 11.53 136.29 0.02 18.14 0.01 12.48 0.18 21.37 0.17 15.29 0.34 31.78 0.33 25.93 0.35 131.3 0.34 125.0

BLAZE-GCT 0 129.0 0.01 11.53 140.6 0.02 16.60 0.01 7.12 0.18 20.58 0.17 10.49 0.34 30.80 0.33 21.55 0.35 133.3 0.34 122.7

RS21
H2-GCT 26.15 40.56 0.43 17.19 84.33 2.11 16.35 0.77 13.14 3.79 20.39 2.24 15.54 6.64 24.38 5.18 19.74 27.80 70.38 26.56 65.57

H3-GCT 15.08 22.08 0.38 17.34 54.89 1.08 12.98 0.37 11.59 2.37 14.65 1.56 13.02 4.27 18.30 3.52 15.82 16.48 49.71 15.95 47.44

BLAZE-GCT 15.08 22.79 0.38 17.34 55.60 1.09 11.87 0.41 5.50 2.46 14.50 1.64 7.14 4.41 18.47 3.67 11.05 16.70 50.05 15.99 43.33
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