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Abstract

Anonymous Committed Broadcast is a functionality that extends DC-nets and
allows a set of clients to privately commit a message to set of servers, which can
then simultaneously open all committed messages in a random ordering. Anonymity
holds since no one can learn the ordering or the content of the client’s committed
message.
We present Blinder, the first system that provides a scalable and fully robust solution
for anonymous committed broadcast. Blinder maintains both properties of security
(anonymity) and robustness (aka. ‘guaranteed output delivery’ or ‘availability’) in
the face of a global active (malicious) adversary. Moreover, Blinder is censorship
resistant, meaning that a honest client cannot be blocked from participating.
Blinder obtains its security and scalability by carefully combining classical and
state-of-the-art techniques from the fields of anonymous communication and secure
multiparty computation (MPC). In order to demonstrate scalability, we evaluate
Blinder with up to 1 million clients, up to 100 servers and a message size of up
to 10 kilobytes. In addition, we show that it is a perfect fit to be implemented on
a GPU. A GPU based implementation of Blinder with 5 servers, which accepts
1 million clients, incurs a latency of less than 8 minutes; faster by a factor of
> 100 than the 3-servers Riposte protocol (SOSP ’15), which is not robust and not
censorship resistant; we get an even larger factor when comparing to AsynchroMix
and PowerMix (CCS ’19), which are the only constructions that guarantee fairness
(or robustness in the online phase).

1 Introduction
In the 80s Chaum [Cha88] introduced a breakthrough protocol that enables a set of
parties to communicate in an anonymous manner. Chaum presented it as the Dining

∗Part of the work was done while in Bar-Ilan University.
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Cryptographers problem and subsequent solutions are then called DC-networks (or a
DC-net in short).

Cast in modern terms, a DC-net protocol is an instance of a secure multi-party
computation protocol. The ideal functionality of a DC-net protocol is to collect inputs
from all parties such that all inputs are empty messages except one, which contains a
meaningful value. The functionality then broadcasts that message (with the meaningful
value). Anonymity holds since the identity of the sender of the meaningful value
is unknown and can potentially be any one of the participating parties. The set of
participating parties is often called an anonymity set. Obviously, the larger the anonymity
set the stronger the anonymity of the participating clients.

Systems like Dissent [WCFJ12], Verdict [GWF13] and Riposte [CBM15] have
extended the DC-nets architecture in several important ways:

1. To increase scalability, they adopt the client-server paradigm, where there are
N clients that form the anonymity set and submit messages, but only n � N
servers implement the functionality. This is a major step since a direct DC-net
(with a full graph between clients) incurs an overall communication complexity
of O(N2) whereas servers-aided solution reduces this to roughly O(n ·N).

2. Instead of dealing with a single meaningful message at each round, they allow
multiple clients to send meaningful messages, such that at the end of a round the
servers output those messages in a random unknown order. Anonymity holds
since the mapping between clients and messages is kept secret.

3. Those works devise mechanisms to detect and mask malicious clients that try to
disrupt the system (e.g. DoS attacks).

4. Newer solutions (like Riposte [CBM15] and Express [ECZB19]) use techniques
from function secret sharing (FSS) [BGI16] to reduce client to server and server
to server communication down to O(logN) and O(1) resp. per client, which
enables a lighter client side and a faster verification of a client’s message.

The protocol we present in this work implements an ideal functionality (Definition
2.1) for anonymous committed broadcast (ACB) and guarantees security via the simulation
paradigm. Let us highlight important properties that the functionality captures: We
want the protocol to be correct, meaning that the messages submitted by the client will
eventually be broadcast; we want it to be secure, which in our context means that the
system preserves the anonymity of the clients, so the mapping between the clients and
the messages output by the protocol must be kept secret; and finally, we want it to be
robust1, meaning that the protocol makes progress thwarting any disruption attempt of
the adversary. This includes an adversary that corrupts clients, servers, network or any
combination of these. We give more details on the power of the adversary in Definition
2.1.

Another important property is censorship resistance, i.e. a corrupted server must
not be able to block honest clients from submitting their message. Of course, if

1A property also known as ‘guaranteed output delivery’ or ‘availability’ and hereafter referred to by
‘robustness’.
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the network adversary is so powerful that it can spawn as many clients as it wishes
and block any honest client that it wishes, then the effective anonymity set of any
solution can be shrunk to only single client – by having the adversary spawn N − 1
malicious clients and block all honest clients except for one targeted honest client. This
attack completely de-anonymizes that single targeted honest client. That attack is well
recongnized in the setting of such a strong adversary [SDS02]. To allow a non-trivial
anonymity set (circumvent this attack), in this work we assume a slightly weaker
adversary. We assume there are at least ρN, ρ ∈ (0, 1), honest clients submitting their
message, granting the network adversary the power to spawn ‘only’ (1− ρ)N clients.
The adversary can inspect, but cannot block, all network channels (a global adversary).
We stress that even in this weaker model, it is necessary to prevent a corrupted server
from blocking honest clients, otherwise, the same deanonymization attack is possible
(i.e. even though the adversary could not block honest clients from the network, it can
still do so via a corrupted server). Indeed, protocols like [CBM15, ECZB19] suffer
from that type of an attack. On the other hand, Blinder has a mechanism for preventing
this, which allows preserving an anonymity set of size ρN .

Limitations of previous work. Previous work on anonymous committed broadcast
in the client to server DC-net model suffer from at least one of the following limitations:

1. Non Robust: the protocol is resilient to clients’ disruption attempt, but (even a
single) corrupted server may halt the system. A corrupted server may choose to
halt the execution adaptively, namely, even at the very last step of the protocol,
after observing the output messages (in case it wishes some message will not go
public).

2. Suspectable to Censorship: a corrupted server could arbitrarily block messages
from honest clients, dropping the effective anonymity set size to only one. This
holds even in the weaker model mentioned above (in which the adversary may
corrupt at most (1− ρ) clients).

3. Non Scalable: the protocols can only be run by a few servers or can accept
a relatively small number of clients. Removing these limitation is important
for security as increasing the number of servers typically increases trust in the
system and accepting more clients fortifies their anonymity.

The aforementioned works, Dissent [WCFJ12], Verdict [GWF13] and Riposte [CBM15]
all suffer from the first two limitations, that is, even a single server may halt their
execution and may arbitrarily block honest clients from submitting their messages
(leading to an anonymity set of size only one). With regard to generic MPC based
works, in MxMix [AKTZ17] the n servers run the shuffling protocol of Hamada et al.
[HKI+12] that is only secure against a semi-honest adversary and works with n = 3
servers only, On the other hand AsynchroMix and PowerMix [LYK+19] suggest two
generic ways for shuffling the N messages submitted to the servers via secret sharing.
Those protocols achieve fairness (or ‘robustness in the online phase’) and can run
over may servers, however, having the servers running a generic shuffling protocol
requires either O(N3) computation overhead or O(log2N) communication rounds,
which considerably limit their ability of handling more than few thousands of clients.
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1.1 Our Contributions.
We present Blinder, the first system that provides a scalable and robust solution for
anonymous committed broadcast. Blinder maintains security (anonymity) , robustness
and censorship resistance in the face of a global malicious adversary, over a synchronous
network (all messages are delivered within some bounded time). In more detail,

1. Robustness: it keeps operating correctly and securely even in the presence of an
adversary who controls the entire network, controls t < n/4 of the servers and
may spawns (1− ρ)N malicious clients.

To achieve a robust construction, we make sure that all the building blocks
of the protocol are robust, however, we find that this is a necessary but not
sufficient condition. Interestingly, having each client sharing its message using a
Shamir sharing does not lead to a robust protocol, even when all servers behave
honestly. We discuss that observation and other robust sub-protocols.

2. Censorship resistance: if there are ρN honest clients then the effective anonymity
set is of size ρN , in contrast to previous work in which anonymity set size drops
to one.

3. Scalability: Blinder can be deployed with any number of servers and can support
an anonymity set size in the millions, with a relatively low latency, outperforming
even systems with weaker security guarantees.

We observe that the arithmetic circuit to be securely evaluated by the servers can
significantly benefit from a GPU deployment, which makes the system practical
even for anonymity sets of millions of clients. This makes our protocol unique
in the field of anonymous communication, in which protocols almost always
rely on either symmetric or asymmetric cryptographic primitives that could only
marginally benefit from a GPU (see discussion in Appendix B). We implemented
Blinder on both CPU and GPU and extensively evaluated it over varying number
of servers n ∈ [100] varying number of clients N ∈ [2 · 106] and varying
message size L ∈ {32 bytes, . . . , 10 kilobytes} (32 bytes messages is the only
case reported by AsynchroMix and PowerMix, which may be useful for e.g.,
publishing secret keys. 160 byte messages correspond to anonymous micro-blogging
application, e.g. anonymous Twitter. Larger message size may be applicable to
anonymously transacting cryptocurrencies as well as whistleblowing small files).
Let us present some examples of Blinder’s performance:

• The CPU variant with n = 100 servers could handle and process N =
10, 000 clients in 11 seconds. In comparison, AsynchroMix and PowerMix
[LYK+19] was evaluated with up to 4096 clients (which took more than 2
minutes). Blinder is 20× faster than [LYK+19] on a comparable setting.
Of course, Blinder can handle many more clients with a reasonable latency.
E.g., it takes about 7 minutes to serve 100, 000 clients.

• Blinder’s GPU variant can serve 1 million clients with 160 byte messages
in less than 8 minutes. This is more than 100× faster than the non robust
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system, Riposte, under similar setting. Also, this is the first robust system
that can scale to such number of clients.

The source code of Blinder can be found in github.com/cryptobiu/MPCAnonymousBloging

1.2 Overview of our techniques
Blinder is heavily based on Shamir’s threshold secret sharing [Sha79] and on advances
in secure computation [DN07, BH08, CGH+18] on shared secrets.

There already exist secret sharing based constructions for anonymous communication
[AKTZ17, LYK+19] in which the clients first share their message toward the servers,
which then run a secure shuffle protocol of the messages, such that the mapping between
initial and final locations of each message remains secret. These solutions do not
scale well since secure shuffling incurs either a large computation overhead (as in
PowerMix) or a large number communication rounds (as in McMix and AsynchroMix).
Alternatively, Blinder adapts a different approach inspired by Riposte [CBM15], which
in turn is based on distributed point functions2 (DPF) [GI14, BGI16]. In that approach
we offload some of the computation and communication burden from the servers to the
clients, by which we completely remove the need for a secure shuffle protocol.

Using a DPF-like technique, the servers maintain a (initially empty) table and the
clients themselves randomly and obliviously choose the final location of their message
in that table. Namely, the servers do not know the chosen location. This requires a
client to essentially write to every location in the table. So clients write their ‘real’
message to the chosen location and an empty message (or zero) to the rest of the table.
As ‘writing’ is done by secret sharing, the servers could not tell which location contains
the message and which contains zero. The homomorphism properties of Shamir’s
sharing allow the servers to aggregate submissions of many clients, resulting a single
table with many messages, one from each client. This however, requires each client to
deal O(N) sharings, which rapidly becomes the bottleneck. To solve this problem we
extend a DPF-based techniques to work efficiently with Shamir’s sharing.

Informally, in a DPF scheme [GI14] there are two servers S1,S2 that maintain a
table T , of size O(N), additively shared between them; so S1 (resp S2) has T1 (resp
T2) such that T = T1 + T2 (entry-wise). To read a single entry at location i from T ,
a client interacts with both servers and submits a query q1 to S1 and query q2 to S2.
The servers locally process the queries and respond with x1 and x2 to the client, that
combines these answers to obtain x = x1 + x2 = T [i]. A DPF scheme is oblivious,
i.e. the servers do not learn anything about the index i. While the original DPF scheme
allows reading from T , the construction in [CBM15, ECZB19] allows also writing, a
necessary condition for anonymous communication. On the other hand, those systems
in [CBM15, ECZB19] inherit the limit of DPF constructions and can work efficiently
with two servers only.

The main benefit of relying on DPF is that the size of the queries q1 and q2 can
be made sub-linear in T , even though when processing the queries the servers have
to ‘touch’ every entry of T . Specifically, it is possible to compress the query up to

2A distributed point function (DPF) is related to private information storage [OS97] and 2-server private
information retrieval (PIR) [CG97].
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size O(log T ). Applications like anonymous communication set the table size, T , be
proportional to the number of clients, N and prefer that to be as large as possible (to
increase the anonymity set size). Thus, compressing the query size has a huge impact
on the communication complexity.

In Blinder, we further extend the notion and construction of DPF (1) to support
many servers, (2) to obtain robustness while preserving (3) the low communication
complexity between servers.

The first two improvement achieved by using Shamir sharing instead of additive
sharing. This modification allows using very efficient techniques for securely computing
on shared secrets, which is required in order to decompress a client’s write query, to
verify that a query is well formed and to aggregate queries of many clients to a single
final table.

The third improvement is achieved by integrating the MPC protocol by Chida et
al.: A basic sub-protocol in secure computation is a multiplication of shared secrets.
Specifically, given sharings of secrets x and y from a finite field F, the servers can
obtain a sharing of x · y without revealing x or y. This requires a communication
of O(|F|) bits per server. In our protocol, decompression of a query incurs O(N)
multiplication of secrets, leading to a protocol with communication overhead ofO(N2|F|)
bits, which is impractical whenN is large. Fortunately, a recent observation [CGH+18]
suggests a new type of arithmetic gate, namely, the sum of products gate. That is, given
sharings of secrets x1, . . . , x` and y1, . . . , y` from F, the servers can obtain a sharing of∑`

i=1 xi · yi without revealing any of the intermediate values. Surprisingly, this incurs
the same communication overhead as if they perform only one secure multiplication,
that is, onlyO(|F|) bits per server. This drastically reduces server to server communication
overhead and makes our construction highly competitive.

Furthermore, as we will show, the entire computation can be represented as an
instance of matrix multiplication, which is a perfect task for a GPU.

1.3 Applications
Apart from an application to fearless whistle-blowing of fraud or incompetence to the
public [WCFJ12, Bal04, Kre01, TFKL99, Vol99, Wal19], a system for anonymous
committed broadcast has other interesting applications:

Differential privacy. Recent results in differential privacy analyzed the shuffle
model, where users anonymously submit their private inputs to a server. This setup is a
trust model which sits between the classical curator model (where a server knows the
inputs of all clients and adds noise to answers to queries) and the local privacy model
(where each client adds noise to its input). It was shown that the shuffle model provides
substantially better tradeoffs between privacy and accuracy when aiming to achieve
differential privacy [BEM+17, EFM+19, CSU+19, BBGN19]. However, current works
analyze the advantages of this model without describing how it can be implemented.
Our work essentially implements the anonymous channel that is assumed by the shuffle
model. To support that, Blinder has to serve thousands to million clients with relatively
short messages (e.g. telemetry) (representing their personal noisy data) of tens to
hundreds of bytes.
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P2P payments and front-running prevention. While Bitcoin’s transactions are fully
public, there exist peer-to-peer payment systems, like Zcash [BCG+14] and Monero
[vS13], that preserve the privacy of their users (allowing payer, payee and amount
privacy). However, in those systems privacy is only preserved in the application layer
but not in the network layer. That is, having an access to the ledgers reveals nothing
about ‘shielded’ transactions (except from the fact that they happened). However, being
able to inspect the network could lead to their deanonymization by simply tracking the
IP address of the transaction’s sender. Currently, users of those systems are instructed
to use Tor [Fou19] in order to hide their identity over the network layer, which is known
to be insufficient [HVC10, MD05, MZ07, Ray00]. Instead, Zcash/Monero users could
potentially use Blinder to broadcast their transactions and be fully protected also over
the network layer. To be useful for systems like Zcash and Monero, Blinder has to
support relatively large messages of length> 1KB. A standard shielded transaction in
Zcash is of length 1− 2KB [BCG+14] and the system currently processes 6 shielded
transactions per second [Bit20].

A related problem is front-running in decentralized exchanges (DEX). DEXs typically
execute trades over smart contracts, avoiding a trusted party that might steal funds.
Using smart contracts means that the entire order book is pubic and transparent, which
implies a fundamental weakness of front-running, or “dependency of trade orders”
[KMS+16, LCO+16, DGK+19], referring to the practice of entering into a trade to
capitalize on advanced knowledge of pending transactions. Users can front-run orders
by observing past and most recent orders and placing their own orders with higher fees
to ensure they are mined first. Blinder can circumvent that problem as all messages
are committed and opened only after all trade orders are submitted, removing the
aforementioned dependency. We remark that current DEX constructions are not anonymized,
hence, using Blinder only for simultaneous opening of trade orders would be an overkill.
Yet, research is striving for anonymized solution for DEX, for which Blinder is a
perfect fit to serve as the communication medium.

1.4 Related Work
In this section we present a detailed comparison to client-server based DC-net constructions,
as this is the model that Blinder follows. Moreover, to match our simulation based
security definition we focus only on simulatable constructions. This is to exclude
ones that rely on other notions of privacy like differential privacy (DP) in which some
controlled, but not trivial, amount of information is leaked to the adversary. Further
comparison to a broader set of existing solutions is deferred to Appendix A.

The leading works on anonymous broadcast in the client-server DC-net model
are Riposte3 [CBM15], AsynchroMix, PowerMix [LYK+19] and McMix [AKTZ17].
While McMix, AsynchroMix and PowerMix all implement a secure shuffling, Riposte
takes another approach (that Blinder follows as well), in which the task of hiding the
mapping between clients and messages is offloaded to the clients via an extension to
the DPF construction.

3A concurrent and independent work, Express [ECZB19], improves Riposte both in performance and in
its trust assumption.
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Riposte [CBM15] demonstrates a system with a high throughput and which scales
to millions of clients. It is run by two database servers (that process the clients’ DPF
queries) and an additional audit server (that verifies that messages are well-formed),
assuming no collusion between them (i.e. the adversary may corrupt only a single
server). Riposte also presents a multi-server construction. However, that construction
is very inefficient and not fully implemented, therefore, in our experiments we run only
Riposte’s 3-servers version whereas analytical comparison to the multi-server version
appears in Table 1.

Building on the DPF construction of [GI14, BGI16] allows Riposte to heavily
rely on modern processors’ intrinsics for computing AES. However, the they do not
scale efficiently to more than 2 database servers, are not robust and not censorship
resistant, i.e. a malicious server not only can halt the execution whenever it wishes, it
could also arbitrarily block messages of honest clients. Even in Riposte’s multi server
construction, a single malicious server is sufficient to mount those attacks. In contrast,
Blinder runs efficiently with any number of servers, and is both robust and censorship
resistant.

McMix [AKTZ17] and AsynchroMix/PowerMix [LYK+19] rely on generic MPC
protocols assuming an honest majority. McMix implements the secure shuffling by
Hamada et al. [HKI+12], which works efficiently only for 3 semi-honest (passive)
servers. That protocol, as well, could not efficiently extend to more than 3 servers.

Asynchromix and PowerMix scale beyond the 3 servers limit, are actively secure
and assume that less than a third of the servers collude, an assumption that enables them
to achieve both censorship resistance and fairness (or robustness in the online phase,
see Section 2). The aim of Blinder is to achieve full-robustness, that is, also in the
offline phase. We remark that, by aligning their collusion assumption to that of Blinder
(i.e. t < n/4 instead of t < n/3), those protocols could achieve full-robustness as
well. The drawback of Asynchromix and PowerMix is that they do not scale to more
than a few thousands of clients. This is due to the fact that AsynchroMix has a high
round complexity of O(log2N) and PowerMix runs a O(N3) computation for solving
power equations. In contrast, Blinder scales to millions of clients.

We refer to another recent concurrent and independent work, Talek [CSM+20],
since it is also utilizes a GPU. Talek aims to specifically solve group messaging via
information theoretic PIR and explicitly redirects to solutions tailored for broadcast if
that is the required application. Talek may scale in both number of clients and servers,
however it has several limitations: it is not robust and not censorship resistant; any user
in a trusted group can block writes to that groups log. Similarly, a faulty server can
impact availability.

We present a qualitative comparison in Table 1 (we recommend to read notations
in Section 2 first).

1.5 Paper Organization
Notation and definitions are presented in Section 2. We present a basic (impractical)
construction of Blinder in Section 3 and an optimized, highly efficient version in
Section 4. These versions rely on the fact that the preprocessing of Blinder is robust;
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work
client

comp.?
server

comp.?
client-server

comm.?
server-server

comm.?
server-server

rounds
collusion;

adversary type
cryptographic
assumptions fair robust

censorship
resist. Nh

McMix [AKTZ17]
3 servers O(1) O(N logN) O(1) O(N logN) O(logN)

n = 3; t = 1
semi-honest??

information
theoretic – – 3 ρN

Riposte [CBM15]
2 servers + audit O(

√
N) O(N2) O(

√
N) O(N ·

√
N) O(1)

n = 3; t = 1
malicious

computational
(OWF) 7 7 7 1

Riposte [CBM15]
n servers O(n ·

√
N) O(N2) O(

√
N) O(N) O(1)

t < n
malicious

computational
(DDH) 7 7 7 1

AsynchroMix [LYK+19]
switching network O(n) O(n ·N · log2N) O(1) O(n ·N · log2N) O(log2N)

t < n/3
malicious

information
theoretic 3 7 3 ρN

PowerMix [LYK+19] O(n) O(N3) O(1) O(N2) O(1)
t < n/3
malicious

information
theoretic 3 7 3 ρN

Blinder
this work O(n ·

√
N) O(N2) O(

√
N) O(N) O(1)

t < n/4
malicious

information
theoretic 3 3 3 ρN

Table 1: Qualitative comparison of Blinder to leading client-server DC-net constructions
with simulation based definition. OWF refers to the existence of one-way functions and
DDH refers to the existence of a group under which the decisional Diffie-Helman problem is
hard. ‘client-server‘ refer to the message size between a client to a single server, the overall
communication should be multiplied by n; ?All values in this column are multiplied by L (the
message length). ?? This relates to their implementation. Theoretically McMix stands against
a malicious adversary as well.

to this end we show how to obtain a robust preprocessing in Section 5.1. We present
an evaluation and comparison of Blinder in Section 6 and discuss our conclusion in
Section 7.

2 Notation and Problem Definition
Denote by [x] the set {1, . . . , x}. Indexes begin at 1. λ is the statistical security
parameter. A function µ : N→ R is negligible if for every positive polynomial poly(·)
there exists an integer Npoly s.t. for every x > Npoly it holds that |µ(x)| < 1/poly(x).
We refer to a negligible probability as µ(x) for some security parameter x, in addition,
an overwhelming probability is 1− µ(x).

Blinder runs on a set of n servers S1, . . . ,Sn, of which t < n/4 may be actively
(maliciously) corrupted and colluding. The servers emulate a trusted party that runs
the anonymous committed broadcast (ACB) functionality defined below.

Definition 2.1 (ACB Functionality) The functionality:

1. interacts with N clients C1, . . . , CN of which ρN are honest and (1 − ρ)N are
controlled by the adversary.

2. interacts with n servers, S1, . . . ,Sn, of which t < n/4 are controlled by the
adversary.

3. maintains a table, A, of c1 ·N entries for a constant c1 > 1.

4. waits for a message mk from each client Ck and appends mk to a uniformly
random entry in A. All messages are of a fixed length of L bytes.
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5. after receiving a message from all clients, the functionality outputs to all servers
and the adversary the messages of every entry with at most c2 messages, for a
constant c2 ≥ 1. If an entry has more than one message, they are output in a
random order.

Note that in the ACB functionality there is no interaction between the servers or
between the clients. The servers simply obtain a permuted list of messages that were
submitted by the clients. However, in an implementation of that functionality the
servers may interact with each other and with the clients. In that respect, we assume a
global adversary (who may inspect all network channels) and assume they are secure,
which could be achieved in practice by setup of a public key infrastructure (PKI).

Let us describe some interesting properties that are reflected by a protocol that
securely computes the ACB functionality. First, it has properties of a standard commitment
scheme:

• Hiding: before the output step (5), the adversary has no knowledge on the messages
of the honest clients.

• Binding: a client cannot modify its message after submission in step (4).

Then, there is the anonymity set property:

• Anonymity set: the adversary learns nothing about the mapping between the
ρN honest clients and the messages of honest clients that are output by the
functionality.

Obviously, for a given ρ, the larger the number of clients, N , supported by the
functionality, the better anonymity provided to them. Observe that in the ACB functionality
the adversary cannot block a message from an honest client, therefore, the effective
anonymity set size, denoted Nh, equals the number of honest clients, ρN . Finally, we
are interested in the robustness property:

• Robustness: also known as ‘availability’ or ‘guaranteed output delivery’, means
that no matter what the adversary does, it cannot make the system halt without
producing output to all servers. This is stronger than the fairness property,
achieved by [LYK+19], in which the system produces outputs to the adversary
only if it also produces outputs to the honest participants.

• Robustness also covers the case of a malicious client. Obviously, by the definition,
it is impossible for a client to break correctness or security of the functionality.

Although we list some interesting properties for such a system, we remark that the
security of Blinder follows a simulation based definition [Gol04]. This is straightforward
for Blinder as it uses only standard simulatable building blocks in a black-box manner.

For readability reasons, the building blocks used by Blinder are presented in the
context of each section.

We stress that the security guarantees claimed by Blinder are limited to a stand-alone
execution, which we call an ‘epoch’. For a continuous execution of Blinder across
many epochs, a standard heuristic is to have every client ever interacted with the system
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submitting a ‘cover’ (empty) blinded message on every epoch. We leave it out of the
scope of the paper.

In the next section we present an implementation of the ACB functionality with
c1 = 2.7 and c2 = 2 (constants inherited from [CBM15])).

3 The Basic Blinder
As a starting point, we present a basic construction, which includes all aspects of the
system. In particular, this basic construction is already resilient to malicious clients/servers.

Blinder heavily relies on Shamir Secret Sharing (SSS) [Sha79] and on state-of-the-art
MPC components on top of it. We detail SSS here and each required component before
using it.

3.1 Shamir Secret Sharing (SSS)
Let us fix a finite field F over which subsequent computations will be done. Concretely,
think of a prime field Fp with a prime p > n such that server Sq , for q ∈ [n], is
identified with integer q ∈ Fp.

By a d-polynomial we mean a polynomial f(X) ∈ F[X] of degree at most d. To
share a secret x ∈ F with degree d, a uniformly random d-polynomial f(X) ∈ F[X]
with f(0) = x is chosen, and Sq is given the share xq = f(q). We denote such
a procedure by Shared(x). It is well known that such a d-polynomial information
theoretically hides x from any subset of at most d share holders.

In the following we call a vector ~x = (x1, . . . , xn) a consistent d-sharing of s if
there exist coefficients a1, . . . , ad such that the polynomial f(X) = s +

∑d
i=1 ai ·

Xi evaluates f(q) = xq for all honest servers Sq . For q ∈ [n], we say that the
polynomial f(X) ‘agrees with xq’ if f(q) = xq . To reconstruct a secret x that is
shared by at least d + 1 honest servers Sq1 , . . . ,Sqd+1

, the servers run the procedure
Reconstruct({qi, xqi}i∈[d+1]), in which they broadcast their shares xq1 , . . . , xqd+1

,
which form the d+1 points (q1, xq1), . . . , (qd+1, xqd+1

). Then each server interpolates
the d-polynomial f(X) with f(qi) = xqi for all i ∈ [d + 1] and outputs the secret
x = f(0).

In the rest of the paper we use [x] to denote a consistent d-sharing of x if d = t (i.e.
when d equals the maximum number of corrupted servers t) and we use 〈x〉 if d = 2t.

3.1.1 Robust reconstruction.

The description of Reconstruct() above assumes that only honest parties participate
and so a set of d + 1 points can reconstruct a single d-polynomial, hence, a single
possible secret to output. However, in practice, we do not know which servers are
honest and which are not, thus, Reconstruct has to take into account the shares of
all servers, even those of corrupted servers. Given n shares with at most t of them
being malformed, Reconstruct should output a single d-polynomial that ‘agrees’ with
n − t = 3t + 1 of them. Of course, it is possible to iterate over all subsets of 3t + 1
servers, interpolate a polynomial from their shares (which define points) and check
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whether the result is a d-polynomial. However, it would be too costly, as there are(
n

3t+1

)
such subsets. Fortunately, when n ≥ 4t+ 1 it is possible to construct a unique

polynomial of degree d, as long as d ≤ 2t. Specifically, given 4t+1 points, of which at
most t are malformed, the Berlekamp-Welch algorithm outputs a d-polynomial passing
through at least 3t + 1 of the points, in Õ(n3) time (based on Gaussian elimination)4.
We re-define Reconstruct({xq}q∈[n]) to take shares from all servers and find a unique
polynomial that agrees with at least 3t+ 1 servers.

In Blinder, there might be cases in which Reconstruct returns a polynomial that
disagrees with some servers, then, we have to decide what to do. As we show below,
in some cases we conclude that those servers cheated and so they are ignored in further
computation while in other cases such a conclusion would be a mistake and so other
action is taken.

3.1.2 Computation on sharings.

We introduce a shorthand to specifying computations on shares. By [x(1)], . . . , [x(`)]

we mean that server Sq holds shares x(1)q , . . . , x
(`)
q . Consider any function f : F` →

Fm. By ([y(1)], . . . , [y(m)]) ← f([x(1)], . . . , [x(`)]) we mean that each server Sq
locally computes (y

(1)
q , . . . , y

(m)
q ) ← f(x

(1)
q , . . . , x

(`)
q ), thus, for all k ∈ [m] that

defines shares [y(k)] = (y
(k)
1 , . . . , y

(k)
n ). It is well known that if f is an affine function

and the [x(l)] for l ∈ [`] are consistent d-sharings, then [y(k)] for k ∈ [m] are consistent
d-sharings of (y(1), . . . , y(m)) ← f(x(1), . . . , x(`)). Furthermore, if [x1] and [x2] are
consistent d-sharings, then [x1] · [x2] is a consistent 2d-sharing of y = x1 · x2. This is
due to the fact that the parties implicitly multiply two polynomials of degree t, which
result in a polynomial of degree 2t. When d = t we therefore write 〈y〉 = [x1][x2].

3.2 Basic Construction of Blinder
We are ready to describe the basic protocol. LetN be the number of messages submitted
to the system in a given epoch (i.e. the number of clients). The servers distributively
maintain a matrixAwith rows rows and cols columns such that rows×cols ≥ N (i.e. it
has sufficient room for all messages). Denote the entry in the i-th row and j-th column
by A(i,j). Specifically, for every i, j the servers maintain the sharing [A(i,j)], meaning
that Sq holds A(i,j),q . We denote by Aq the whole matrix of shares held by Sq .

For simplicity, in the following we assume that messages consist of a single field
element, i.e. L = 1 and later discuss how to extend to any L > 1.

3.2.1 Submitting a message.

In this basic scheme, the communication of each client is O(N). We show later in
Section 4 how to reduce the communication overhead to O(

√
N). To submit message

m ∈ F, a client C picks random indices i? ∈ [rows] and j? ∈ [cols] and prepares a

4Õ hides a poly-logarithmic complexity. A robust reconstruction could be done using the more efficient
FFT-based algorithm of Soro and Lacan [SL09] in time Õ(n).
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matrix M of size rows× cols such that:

M(i,j) =

{
m if (i, j) = (i?, j?)

0 otherwise
(1)

Then, C calls Sharet(M(i,j)) for every (i, j) by which server Sq obtains M(i,j),q . We
callM the ‘blinded’ version ofm as any subset of at most t servers learn nothing about
neither the message m nor the indices i?, j? from the sharings [M(i,j)].

During submission time,N clients prepare blinded messages, so that client Ck with
message mk prepares a matrix Mk as its blinded message and shares it entry-wise
toward all servers. Denote Sq’s share of the (i, j)-entry by Mk

(i,j),q and denote by Mk
q

the entire matrix of shares that Sq received from Ck.

3.2.2 Processing and revealing all messages.

Once all messages are submitted, the servers reveal only the aggregation of all of them.
Given shares of blinded messagesM1

q , . . . ,M
N
q from allN clients, server Sq computes

the sum of the shares. Namely, for every (i, j)

A(i,j),q =

N∑
k=1

Mk
(i,j),q (2)

Note that for every (i, j), A(i,j),q is a share of the sum of values that all clients put in
the (i, j) entry of their blinded message. In other words, the servers compute the linear
function [A(i,j)] =

∑N
k=1[M

k
(i,j)] for every (i, j). Indeed, following 3.1.2, the sharing

of A(i,j) is a t sharing.
Then, the servers run A(i,j) ← Reconstruct({A(i,j),q}q∈[n]) for every (i, j) and

output matrix A = {A(i,j)}i∈rows,j∈cols, which contains all clients’ messages.

3.2.3 Handling collisions.

Suppose that only one client Ck picked some entry (i?, j?) for its message mk, then it
follows that Mk

(i?,j?) = mk and Mk′

(i?,j?) = 0 for every k′ 6= k. Thus, according to
Eq.(2), the value A(i?,j?) reconstructed by the servers equals mk, and the message of
Ck is broadcast successfully. On the other hand, if two or more clients, Ck1 , . . . , Ckc

picked (i?, j?) then A(i?,j?) = mk1 + . . . + mkc , a case denoted as a ‘collision’.
To deal with collisions we apply the following technique borrowed from [CBM15].
Instead of only one matrix, each client C prepares two matrices: M as before, and a
new matrix M̂ such that M(i?,j?) = m, M̂(i?,j?) = m2 and M(i,j) = M̂(i,j) = 0 for
all (i, j) 6= (i?, j?). The servers now distributively maintain two matrices: the matrix
A that aggregates blinded messages Mk and the matrix Â that aggregates blinded
messages M̂k. Now, if there are two clients Ck1 , Ck2 who picked the same entry (i?, j?)
then we have A(i?,j?) = mk1 +mk2 and Â(i?,j?) = (mk1)2 + (mk2)2. Using those
two equations it is easily possible to find mk1 and mk2 : In a prime field Fp when p
mod 4 = 3, for a given b ∈ Fp we can solve b = x2 by computing x1 = b(p+1)/4 and
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x2 = −x1. This incurs a cost of log p− 2 finite field multiplications, by computing the
repeated powers of b, i.e. b, b2, b4, . . . , b(p+1)/4.

This technique works as long as at most two clients wrote to the same entry and
fails for three or more. Note that the probability that 3 or more clients picked the same
entry (i?, j?) is sufficiently small for our application. Specifically, [CBM15] shows
that when fixing rows × cols ≥ 2.7N , the probability that 3 or more clients picked
(i?, j?) is less than 0.05, so at least 95% of the messages will be successfully broadcast.
Of course, one can increase the success rate by increasing the blinded messages size,
for instance, with each client submit blinded messages for m,m2 and m3 and then
having the servers solve a cubic equation for an entry with a collision of three messages.
Success rate reaches probability 1 when the clients send N messages m,m2, . . . ,mN

and having the servers solving equations of degree N . A similar extreme approach is
taken by PowerMix [LYK+19] and incurs a very expensive computation overhead of
O(N3); hence, it is practical to relatively small N ’s.

3.2.4 Formal description

Let us describe formally the full Blinder protocol. Note that the protocol refers to some
sub-protocols that are presented in later sections.

Protocol BlinderProtocol()
The protocol runs by n servers S1, . . . ,Sn and N clients C1, . . . , CN . The servers
initialize distributed matrices A and Â with c2 · N entries each. That is, for each
(i, j) we have Ai,j = Âi,j = 0 and the servers maintain the sharings [Ai,j ] and
[Âi,j ]. Initialize the counter Cq = 0 for every server Sq . Initialize the counter
AcceptedClients = 0

Preprocess The servers run protocol Preprocess() from Section 5.1. This phase output
sufficiently many random double sharings of the form ([r], 〈r〉) for a uniformly
random r ∈ F.

Private inputs The servers have no input. Client Ck has input mk ∈ F.

Blind message Client Ck prepares two matrices M and M̂ with N ′ =
√
c1 ·N rows

and columns as follows:

1. Uniformly sample i?, j? ∈ [N ′]

2. Set Mk
i?,j? = m and Mk

i,j = 0 for all (i, j) 6= (i?, j?).

3. Set M̂k
i?,j? = m2 and M̂k

i,j = 0 for all (i, j) 6= (i?, j?).

Optimistic input 1. For each (i, j) ∈ [N ′]2, Ck runs Sharet(M
k
i,j) and Sharet(M̂

k
i,j).

2. Given the sharings [Mk
i,j ] and [M̂k

i,j ] from Ck, the servers run (out, S̃) ←
FormatVerification(M, M̂) (Section 3.4). If out = ”Accept” then increment
AcceptedClients and if AcceptedClients = N go to Processing. Otherwise,
if out = ”Reject”, then increment Cq for every Sq ∈ S̃. If Cq > 2(1−ρ)N
for some Sq then eliminate Sq from the rest of the execution.
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Robust input 1. For each (i, j) ∈ [N ′]2, Ck and the servers run RobustInput(Mk
i,j)

and RobustInput(M̂k
i,j).

2. Given the sharings [Mk
i,j ] and [M̂k

i,j ] from Ck, the servers run (out, S̃) ←
FormatVerification(M, M̂) (Section 3.4). If out = ”Accept” then increment
AcceptedClients and if AcceptedClients = N go to Processing. Otherwise,
if out = ”Reject”, then for every Sq ∈ S̃ eliminate Sq from the rest of the
execution.

Processing The servers compute [A(i,j)] =
∑N

k=1[M
k
(i,j)] for every (i, j).

Output 1. The servers run A(i,j) ← Reconstruct({A(i,j),q}q∈[n]) and A(i,j) ←
Reconstruct({Â(i,j),q}q∈[n]) for every (i, j) and output matrices A and Â.

2. For each (i, j) if (Ai,j)
2 6= Âi,j then solve the system m1 +m2 = Ai,j ;

(m1)
2 + (m2)

2 = Âi,j . If there is a solution then output m1 and m2.

Remark 1. Even though the robust input sub-protocol is more expensive than simply
sharing the blind message (M,M̂), a robust input will be run for at most 2(1 − ρ)N
times by adding the following rule to the protocol: Store a counter Cq for each server
Sq; whenever a reconstruction is not perfect, increment Ci for all those servers Si
who do not agree with the reconstructed polynomial; when Ci exceeds (1− ρ)N then
eliminate server Si and ignore it for the reset of the execution. Note that the adversary
who controls (1− ρ)N clients and t servers cannot cause Ci > (1− ρ)N for a honest
Si since only corrupted clients may cause Ci to increment. In contrast whenever a
corrupted server uses a bad share its counter is incremented. Thus, there are at most
(1−ρ)N times in which the adversary may ‘blame’ honest parties, in which case we do
not want to eliminate the servers. Then, there are additional (1 − ρ)N times in which
the corrupted servers may cheat without being eliminated.

Remark 2. After the execution of a robust input (RobustInput), the servers perform
the verification check again, but this time, whenever a reconstruction is not perfect we
know immediately that the server who do not agree with the polynomial were cheating
and we eliminate them for the rest of the execution.

3.3 Format Verification: Preliminaries
A malicious client, or a coalition of malicious clients, might try to disrupt the operation
of Blinder in various ways, by sending a malformed message or using a different
distribution for the indices than required in 3.2.1. For example:

• A coalition of clients can pick the same (i?, j?) for their messages, which might
damage the reconstruction success rate analysis mentioned in 3.2.3.

• A malicious client might fill two or more entries, instead of one, in its blinded
message M , and hope that since the servers do not actually learn the content of
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the blinded message they would not detect it. In the extreme case, two malicious
clients who blow up the entire matrix with messages might cause a DoS attack on
Blinder since our implementation successfully reconstructs up to two messages per
entry (thus, all ‘honest’ messages are un-reconstructible).

• Even a single client who writes to a single entry may damage the matrix and decrease
reconstruction success rate by writing m to A(i?,j?) and m′ 6= m2 to Â(i?,j?). This
actually fills entry (i?, j?) with 2 messages so a message of a honest client who
writes to (i?, j?) will not be extracted. This way, the adversary essentially doubles
its power.

• Finally, a client may deal inconsistent shares to the servers such that when trying
to reconstruct a message in some entry, even robust reconstruction will fail (e.g. if
there are 2t shares that disagree with the polynomial).

To this end, before the servers aggregate a blinded messageMk from client Ck, they
perform a format verification sub-protocol that detects any kind of deviation from the
message format dictated in 3.2.1.Before we describe the format verification protocol
let us first present the relevant building blocks.

3.3.1 Coin flip.

We want the servers to collaboratively draw a value r ∈ F uniformly at random, which
will be public and known to everyone5. We use a sub-protocol RandomPublic() for
sampling a random value from F. This can be done via a verifiable secret sharing
(VSS)(e.g. [BGW88]): each Sq picks a uniformly random rq and deals rq among
the parties using a VSS. Then, all parties reconstruct each ri and output the value
r =

∑n
q=1 rq . When a large number of public random values is needed, the servers

may generate a few and use them as a seed to a pseudorandom generator (PRG) in
order to locally produce many more.

3.3.2 Random sharing.

In 3.1 we described how one can share a known value (secret) toward the servers.
However, in some cases, it is required that the servers maintain a sharing [r] where
r is a uniformly random value from F and is kept secret from all servers. This can
be achieved by having each server Sq picking a uniformly random secret rq ∈ F and
sharing rq toward all servers, so the servers maintain [rq] for every q ∈ [n]. Then,
the servers can locally compute [r] =

∑n
q=1[rq]. Note that even if only one server is

honest, the final sharing [r] is uniformly random and secret from all servers. An issue
with that protocol is that the resulting sharing might not be consistent, hence, it is futile
to use it in further computation. That is, a malicious server Sq may cheat by choosing
a polynomial of a greater degree t′ > t, which leads to the sharing (r

(1)
q , . . . , r

(n)
q )

on a polynomial of degree t′. If there are more than t shares that disagree with any
polynomial of degree t then rq could not be reconstructed, even by t+1 honest servers.

5In fact, it will be immediately known to all servers. A client who wish to learn the result of a coin flip
has to query at least t+ 1 of the servers.
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Similarly, the value r =
∑n

q=1 rq could not be reconstructed. To solve that, the servers
have to verify that the sharings dealt by each server are of degree at most t, without
revealing the shared values. In Section 5.1 we describe a protocol that does exactly that
and obtain random sharings [r] that are perfectly consistent, that is, all parties’ shares
reside on a unique polynomial of degree t that hides r. We refer to such a protocol
by [r] ← RandomSecret(). So far we mentioned a t-sharing, however, the discussion
above completely holds also to the case of generating a 2t sharing, which is denoted
by 〈r〉 ← RandomSecret().

In the rest of this section and in the next section we assume that outputs of RandomSecret()
are sharings of degree at most t (or 2t, depending on the context) as required.

3.3.3 Degree reduction and Output.

As mentioned in 3.1.2, the servers can locally apply any linear function to the sharings
and obtain a valid share of the same degree. In addition, given two t-sharings [x1] and
[x2] the servers can locally compute 〈y〉 = [x1] · [x2] to obtain a sharing of degree 2t.
This raises two problems: (1) if the servers want to keep computing on the value y while
y is secret. For example, multiplying y by another 2t-shared secret z (i.e. 〈z〉) resulting
in a 4t-sharing of y · z. But now, as discussed in 3.1.1, a robust reconstruction of y · z
is no longer possible, even in case that only t servers cheat; (2) suppose y should be
output to the servers; having the servers naively reconstruct 〈y〉 by having each server
Sq broadcasting its share yq would not be secure, as it might leak information on the
multiplicands x1 and x2.

One approach for solving these problems proposed by Beaver [Bea91]. The idea is
to preprocess a ‘multiplication triple’ ([a], [b], [c]) with c = ab, such that, to multiply
[x] and [y] the servers essentially do operations on t-sharings only. Specifically, the
servers (locally) compute [d] = [x] + [a] and [e] = [y] + [b] and reconstruct the
t-sharings d and e. Then, they locally compute [x · y] = [c] + e · [y] + d · [x] − ed.
However, this ‘pushes’ the dealing with 2t sharing to the offline (preprocessing) phase
of the protocol, in order to obtain the sharing [c] = [a · b]. Due to this reason, such
a solution is sufficient for achieving fairness, since cheating in the preprocessing can
be detected, which leads to an abort of the protocol. This way no input/output learnt
by the adversary. On the other hand, if there is no cheat in the preprocessing then it
is guaranteed that both the adversary and the honest parties will obtain the output of
the computation. This is the approach taken by a recent AsynchroMix and PowerMix
[LYK+19].

Nevertheless, in this work we aim to achieve robustness. So causing the protocol to
abort, even in the preprocessing phase where the adversary learns nothing, is unacceptable.
This forces us to use stronger techniques, rather than the above multiplication triples,
that are resilient to cheats even when dealing with 2t-sharings. Furthermore, using the
multiplication triplets approach does not allow for a faster MPC that Blinder relies on,
as described in Section 4.

Our approach. We follow a protocol proposed by Damgard and Nielsen [DN07].
Specifically, [DN07] suggests using a simpler preprocessing, in which the servers
generate double random sharings. A double random sharing allows re-randomization
and reducing the degree of the polynomial that hides y = x1 · x2 from 2t to t.
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Multiplication of [x1] and [x2] using the double random sharing technique works as
follows: In the preprocessing phase the servers generate tuples of the form ([r], 〈r〉).
Namely, a t and 2t-sharings of the same secret random value r ∈ F. Then, in the online
phase, in order to obtain [x1 ·x2] the servers first locally compute 〈y〉 = [x1] · [x2], they
reconstruct e = 〈y〉 − 〈r〉 and then locally compute e+ [r] = [y − r + r] = [x1 · x2].
This technique solves both the problems described above as it produces a t-sharing of
the product x1 · x2 using a polynomial with fresh randomness. As show in Section 4,
this technique enables a dramatic optimization to the operation of Blinder. We denote
the above protocol by [y]← Mult([x1], [x2]). In Section 5.1 we show how the servers
robustly generate tuples of the form ([r], 〈r〉).

Finally, we note that when the product 〈y〉 = [x1] · [x2] is to be output rather than
being part of further computation, then there is no need for degree reduction, but only
for randomization. To this end, we require the servers to generate random 2t-sharings
of the value 0 (zero). Then, instead of reconstruct 〈y〉 directly, the servers reconstruct
〈y〉+ 〈0〉. We denote that protocol by y ← open(〈y〉).

3.4 Format Verification Protocol
To ease the presentation we treat M and M̂ as vectors rather than matrices, e.g. we
write [M1], . . . , [MN ] to refer to the entries ofM and write i? to refer the index chosen
by the client (instead of (i?, j?)). Upon receiving a sharing of a blinded message
(M, M̂) (see 3.2.1-3.2.3) the servers verify that the following holds.

1. Random index of message. We want the index of the message (m, m̂) hidden in
(M,M̂) be uniformly random, in order to avoid complex success rate analysis (see
3.2.3).

2. Consistent sharing. The sharings of entries inM and M̂ must be perfectly consistent
(all shares reside on a single polynomial of degree t).

3. Single non-zero entry. The entries of M and M̂ must be all zero, except one entry
that contains the message m and m2 in M and M̂ , respectively.

4. Non-zero in the same entry. The non-zero entries inM and M̂ must be at the same
index i?.

5. Squared message. If Mi? = m then M̂i? = m2. This is necessary for being able
to recover from a collision (see 3.2.3).

We now turn to describe how the servers perform the above checks without revealing
anything about the client’s message, m, or its position, i?:

1. Instead of verifying item (1) we enforce it, that is, the servers make sure that
the index of m within M is uniformly random, without actually knowing what
is that index. Specifically, sample a public random value r ∈ [N ] and shift-left
the vectors by r positions s.t. M ← [Mr+1], . . . , [MN ], [M1], . . . , [Mr] and
M̂ ← [M̂r+1], . . . , [M̂N ], [M̂1], . . . , [M̂r]. We stress that the servers do not
know the final index of m even though they know r since the initial index of m
secretly chosen by the client. We denote this operation by ShiftLeft(M,M̂, r).
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2. In order to check consistency of sharings of M1, . . . ,MN (and similarly for
M̂1, . . . , M̂N ) in item (2), one can simply apply a random linear combination
on the sharings and attempt reconstructing the result. Specifically, the servers
sample public random values r1, . . . , rN and a random secret value [r̃]. They
compute

[α] = [r̃] +

N∑
i=0

ri · [Mi]

and reconstruct α. There are two cases:

• Reconstruction is perfect, i.e. all shares reside on the same t-polynomial,
then we conclude that all sharings of M1, . . . ,MN are of degree t with
probability 1 − 1/|F|. Otherwise, if at least one sharing was of degree
greater than t′ > t, then the coefficient of xt

′
in the polynomial of that

sharing was non-zero. This result in a uniformly random coefficient of xt
′

in the polynomial obtain when reconstructing r̃ +
∑N

i=0 ri ·Mi, which is
zero with probability at most 1/|F|.

• Reconstruction is not perfect. This may be caused by either a malicious
client or a malicious server, however, it is impossible to tell which one.
The servers inform the client that its submission was rejected and the client
turn to submit its message again using a robust input, described in 5.2.

3. To verify item (3), Boyle et. al. [BGI16, BBC+20] present a linear sketch for
the language of vectors of hamming weight one and the non-zero coordinate
is from F. That is, that is an equation that holds only if a given vector w =

(w1, . . . , w`) has at most one non-zero entry6. The equation is (
∑`

i=1 wi ·ri)2−
m(
∑`

i=1 wi · r2i ) = 0 where wi are the vector’s entries, ri are public random
values generated independently of w and m is the value in the single non-zero
entry. In [BGI16, BBC+20] (followed by Express [ECZB19]) the client has to
input m along with the vector, however we observe that in our case the servers
can simply obtain it by computing m =

∑`
i=1 wi. So, given [w1], . . . , [wn]

(where [wi] = [Mi]), the servers locally compute [m] =
∑N

i=1[wi] and

〈β〉 = (

N∑
i=1

[wi] · ri)2 − [m](

N∑
i=1

[wi] · r2i )

Finally, they reconstruct β and verify it equals zero. Note that β is shared via a
2t-sharing because in the right side of the equation there are multiplications of
two t-sharings.

4. To verify item (4), we combine M and M̂ in a random fashion to a single
vector and perform the above check on the combined one. Specifically, sample
r1, . . . , rN and r̂1, . . . , r̂N and set [wi] ← ri · [Mi] + r̂i · [M̂i] for all i ∈ [N ].
Then, send [w1], . . . , [wN ] to the verification in the above item. Clearly, this

6In fact, the equation might hold even if the vector has more than one non-zero entry, but this occurs
with probability at most 1/|F|
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verifies that there is only one entry in M and M̂ that is non-zero and that those
entries are at the same index. Suppose to the contrary, then for each index of
a non-zero entry in M and M̂ , we get a non-zero entry in w with probability
1− 1/|F|. By a union bound, the probability to pass that verification is 2/|F |.

5. Finally, to verify item (5), i.e. that (Mi?)
2 = M̂i? , the servers can compute

〈γ〉 = 〈(Mi?)
2 − M̂i?〉 = (

N∑
i=1

[Mi])
2 − (

N∑
i=1

[M̂i])

reconstruct γ and check it equals zero. Obviously, ifM and M̂ are guaranteed to
have at most one non-zero entry then passing this check indeed guarantees that
(Mi?)

2 = M̂i? .

The formal description of the format verification protocol follows:

Protocol FormatVerification(M, M̂)

1. Run r ← RandomPublic() and ShiftLeft(M, M̂, r).

2. Run ri ← RandomPublic() for i ∈ [N ] and [r] ← RandomSecret(). Then the
servers locally compute [α] = [r̃] +

∑N
i=1 ri · [Mi] and α ← Reconstruct([α]).

Do the same with shares of M̂ to obtain α̂. Reconstructα and α̂. If reconstruction
is perfect (all shares reside on a single polynomial) then continue, otherwise,
output ”Reject” and the set of servers S̃ ⊂ {S1, . . . ,Sn} that do not agree with
the polynomial.

3. For i ∈ [N ] do as follows: Run ri ← RandomPublic() and r̂i ← RandomPublic().
Then compute [wi] = ri · [Mi]+ r̂i ·[M̂i]. In addition, compute [m] =

∑N
i=1[wi].

4. Run ri ← RandomPublic() for i ∈ [N ]. Compute 〈β〉 = (
∑N

i=1[wi] · ri)2 −
[m](

∑N
i=1[wi]·r2i ) and reconstruct β. If reconstruction is perfect and β = 0 then

continue, otherwise, output ”Reject” and the set of servers S̃ ⊂ {S1, . . . ,Sn}
that do not agree with the polynomial.

5. Compute [m] =
∑N

i=1[Mi] and [m̂] =
∑N

i=1[M̂i]. Then, compute 〈γ〉 = [m] ·
[m]−[m̂] and reconstruct γ. If reconstruction is perfect and γ = 0 then continue,
otherwise, output ”Reject” and the set of servers S̃ ⊂ {S1, . . . ,Sn} that do not
agree with the polynomial.

6. Output ”Accept” and ∅.

Remark. So far we consideredL = 1, however, handling larger messages is straightforward:
Given M and M̂ , each of size N · L field elements, the verification procedure first
‘compress’ those to vectors of sizeN and perform the same protocol FormatVerification
on the compressed versions. Specifically, for the ith block of L field elements of M ,
i.e. sharings [Mi·L+1], . . . , [M(i+1)L] computeQi ←

∑L
j=1 rj ·[Mi·L+j ] and similarly
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Q̂i ←
∑L

j=1 rj · [M̂i·L+j ] where r1, . . . , rL are generated using RandomPublic().
Then use vectors Q and Q̂ in the FormatVerification protocol.

3.5 Efficiency
Let us consider the efficiency of the basic construction. Each client deals two matrices,
M and M̂ , of O(N) secrets, leading to a total of O(N2) client-server communication
overhead. Then the format verification protocol incurs a O(N) multiplications by
constants and three reconstructions per client of values α, β and γ. Revealing all
messages in A and Â incurs O(N) reconstructions as well. In total this is O(N2)
of computational overhead and O(N) of server-server communication.

Of course, the bottleneck in that protocol is theO(N2) client-server communication
overhead, which makes the protocol impractical for a large number of clients (hundreds
of thousands to millions). We significantly improve this in Section 4.

3.6 Security
Our protocol can be described as an enhanced arithmetic circuit with 2 · N · L inputs
from F. By ‘enhanced’ we mean that, in addition to addition and multiplication gates, it
contains also random gates, input gates and output gates. Addition gates are performed
locally. As for multiplication, random, input and output gates, those are defined by
the sub-functionalities Fmult,Frand,Finput and Freconst in previous works [DN07,
CGH+18]. The security of Blinder builds upon the existence of a simulator for those
functionalities (gates). We prove the following theorem:

Theorem 3.1 Protocol BlinderProtocol (Section 3.2.4) securely computes the ACB
functionality (Definition 2.1) in the (Fmult,Frand,Finput,Freconst)- hybrid model.

Proof 3.1 For correctness, consider a setting with honest servers and clients, since
the message submitted by each client is destined to a uniformly random entry in the
table (A, Â), the distribution of the outputs after running the protocol is identical to
the distribution described in the functionality.

All protocols, for functionalities (Fmult,Frand,Finput,Freconst have a secure and
robust implementation, thus, since we describe Blinder’s protocol solely based on them,
it implies the existence of a simulator. However, in contrast to [DN07, CGH+18] in
which the servers themselves are also the clients, in Blinder, there is a distinction
between those roles, which adds complication to the robustness and censorship resistance
arguments.

In the protocol, the robustness property is required every time the servers are trying
to reconstruct a shared value. Those cases appear in the construction of values α, β, γ
for every client as well as at the very end of the protocol in which the servers reconstruct
each entry of A and Â. In the former, corrupted servers might cause a message of a
honest client to get discarded, but then that client uses a robust input sub-protocol, by
which it could not get discarded and any cheating is identified, followed by elimination
of the cheating servers, thus, this could not happen more than t times. In addition, as
discussed above, the adversary may indeed slow down the execution by ‘forcing’ honest
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clients to use a robust input rather than simple secret sharing, but this could happen
for at most 2(1 − ρ)N times. Finally, providing a bad share when reconstructing the
entries of A and Â immediately identify the cheating servers, who are eliminated as
before. Of course, this argument relies on the fact that the preprocessing (generating
random double sharings) and the input sub protocols are robust as well. We present
those sub protocols in Section 5.

We note that an honest client may cause the reconstruction of α and β to fail, by
submitting inconsistent sharings in the first place. But in this case the worst that can
happen is having the servers rightfully discard that client’s message so it cause no
harm to the aggregation process. Similarly, servers discard a submission for which the
verification result with non-zero α and β as it does not adhere to the blinded message
format.

4 Scaling Blinder
In this section we make use of a property observed in the work on general secure
computation by Chida et. al. [CGH+18]. Namely, when we have vectors of shares a =

([a1], . . . , [a`]) and b = ([b1], . . . , [b`]), the naive way to compute [c] =
∑`

i=1[ai][bi]
would be to perform [ci] ← Mult([ai], [bi]) (by the sub-protocol described in 3.3.3)
and then sum up [c] = [c1] + . . . , [c`]. This approach incurs the call to Mult for `
times, where each such a call costs O(|F|) communication per server. Alternatively, it
is observed that locally multiplying [ai][bi] results in 〈ci〉, a 2t-sharing of ci = ai · bi.
Thus, we can sum up 〈c〉 = 〈c1〉 + . . . , 〈c`〉 already in the higher degree and then
call the degree reduction on 〈c〉 only once, which costs O(|F|) communication for the
entire operation. This ‘sum of product’ operation is used in [CGH+18] to make MPC
protocols over small fields secure, but we adapt it to improve the efficiency of our
protocol even when using a large field F.

In addition, we utilize another technique from the PIR context. Namely, ‘compressing’
the blind message size of a client from O(N) to O(

√
N). Then, the servers can

de-compress the blind message by using the multiplication sub-protocol. Overall,
we reduce the client-server communication to O(

√
N) without introducing any other

communication between the servers (i.e. it remains O(N)).
Finally, we improve the communication complexity of the format verification protocol

from O(1) per client to O(1) for all clients in the optimistic case (assuming honest
clients) and to O(c · logN) where c = (1− ρ)N in the pessimistic case.

4.1 Efficient construction of Blinder
We revise the protocol described in Section 3.2. For simplicity, suppose that N is a
perfect square and rows = cols =

√
N .

4.1.1 Submitting a Message.

Instead a full matrixM of sizeO(N), the blind message can be only two short vectors:
a row vector r and a column vector c, each of size

√
N , with elements from F. Denote
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by ri, ci the ith coordinate of r and c, respectively.
A client C with a message m randomly picks (i?, j?) and assigns ci? = 1 ,and

ci = 0 for every i 6= i?; likewise, rj? = m, and rj = 0 for every j 6= j?. Observe that
c×r is exactly the matrixM from Eq.(1). Similarly, C prepares vectors r̂ and ĉ instead
of the matrix M̂ , where ĉi? = 1, and ĉi = 0 for every i 6= i?; likewise r̂j? = m2,
and r̂j = 0 for every j 6= j?. Vectors (r, c) and (r̂, ĉ) constitute the new blinded
message. Notice that c = ĉ, so the client sends only 3 vectors r, r̂ and c, which are
used to compute both M = c× r and M̂ = c× r̂. Nevertheless, in the following we
still consider 4 vectors in order to make their purpose explicit. C shares those vectors
toward all servers. Denote the share of the i-th coordinate of vector x sent to server Sq
by xi,q , or use xk

i,q to indicate that client Ck sends that share. To refer to Sq’s share of
the entire vector we simply write xq .

4.1.2 Processing and revealing all messages.

Given the shares rkq , c
k
q and r̂kq , ĉ

k
q from client Ck, server Sq first computes Mk

(i,j),q =

cki · rkj and M̂k
(i,j),q = ĉki · r̂kj for every i, j, obtaining the matrices Mk

q and M̂k
q for

all k ∈ [N ]. This means that the servers have a 2t-shares for every entry (i, j) of
the matrices Mk and M̂k for every client Ck, these are denoted 〈Mk

(i,j)〉 and 〈M̂k
(i,j)〉.

Note, however, that the servers do not need to reduce the degree of the sharing for each
client individually (something that would lead to O(N2) communication overhead).
As mentioned above, the severs can reduce the degree only after summing up the
2t-sharings of all clients. That is, for each (i, j) the servers compute 〈A(i,j)〉 ←∑N

k=1 〈Mk
(i,j)〉 and 〈Â(i,j)〉 ←

∑N
k=1 〈M̂k

(i,j)〉. Finally, the servers reconstruct the

sharings 〈A(i,j)〉 and 〈Â(i,j)〉 at each entry (i, j) to reveal the message(s) and their
squares at A(i,j) and Â(i,j) respectively.

4.1.3 Format verification.

Naively, the servers can de-compress the blind messageM and M̂ and then perform the
same format verification protocol described in 3.4. However, we observe that the exact
same check, at the same security guarantees, could be performed, more efficiently,
before de-compression. Specifically, to force a random index of the message the servers
can shift left each of the shorter vectors r, r̂ by a random value and the vectors c, ĉ
by another independent random value, this completely re-randomizes the index of the
message. In addition, note that the same verification check that is described in 3.4
should be taken here. That is, servers have to verify that the shares are consistent, that
there is at most one non-zero entry in r, r̂, c and ĉ, that the non-zero entry in r and
r̂ has the same index (likewise for c and ĉ) and that the non-zero entry at r̂ is square
of the non-zero entry in r. Thus, it is sufficient to call FormatVerification(r, r̂) and
FormatVerification(c, ĉ) to complete the verification.
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4.1.4 Efficiency.

There is a trade-off between computation and communication. That is, in Section 3.2
the servers received the complete matrices M and M̂ from each client and all they had
to do is to verify their format and then sum them all up. That approach requiredO(N2)
client-server communication. In contrast, here we need only O(N1.5) communication,
but the servers have to perform O(N) field multiplications to de-compress a client’s
blind message (M, M̂) and O(N2) multiplications overall. Although the finite field
arithmetic is fast, when number of clients is large (hundreds of thousands to millions)
this becomes the bottleneck of Blinder.

4.2 Batching Format Verification
Using the same technique, the servers can perform the format verification for all clients
in one shot (in an optimistic case). Recall that in the format verification the servers
produce [α], 〈β〉 and 〈γ〉. They reconstruct all of them and verify that all shares of
each of them reside on a single polynomial (i.e. perfect reconstruction). In addition,
they verify that β and γ equal zero. The reconstructions are the operations that cost in
communication, therefore, the servers can delay it and verify all clients. Specifically,
let [αk], 〈βk〉 and 〈γk〉 be the sharings obtained by performing the verification for client
Ck. The servers aggregate all α’s and reconstruct only [

∑N
k=1 αk]. In addition, they

aggregate all β’s and γ’s and reconstruct [
∑N

k=1 βk + γk] and verify the result equals
zero. The probability that the result equals zero if there are c malformed messages is
at most 1/|F|c since each βk and γk for a corrupted client will be zero with probability
1/|F| and there are c of them.

Notice that even a single client can cause the result to be different than zero or
cause the reconstruction fail or be imperfect, which leads to a verification failure.
In that case the servers can perform a binary search to find k for which αk, βk, γk
led to a verification failure. Finding k requires O(logN) communication (i.e. a
reconstruction of a branch in a tree with N leaves). Thus, for c corrupted clients
the overall communication will be O(c · logN). In addition, finding all malformed
messages incurs logN rounds.

4.3 Utilizing a GPU
In the above, we showed how to reduce serve to server communication from O(N2)
to O(N), which shifts the bottleneck of Blinder from communication to computation,
since computation remains O(N2). In this section, we argue that the computation that
Blinder performs can be accelerated by using a GPU.

The rational of using GPU in Blinder is that the O(N2) computational bottleneck
consists of simple arithmetic (addition and multiplication) operations in a finite field.
For such tasks, GPU’s demonstrate a much higher throughput, i.e. integer operations
per second. For instance, a benchmark in [WWB19], compares a 16 core Skylake
CPU with 120GB memory with NVIDIA V100 GPU that contains 8 V100 packages
(SXM2) and finds that the CPU is capable of 2 TFLOPS whereas the GPU is capable
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of 125 TFLOPS. A theoretical improvement of more than 50×; in practice this factor
becomes even larger due to memory and threads management on a CPU.

The main bottleneck when working with a GPU is the capacity of the channel
between the CPU and GPU. We characterize applications that fit a GPU deployment as
follows: (1) The input size to the algorithm it has to run should be relatively small; (2)
The algorithm itself has to be highly parallelizable, since a GPU has up to thousands
of independent cores, each of which can perform some simple task; and (3) the output
size should be small as well.

Consider for example the task of computing the cartesian product ofN pairs (ci, ri)
of vectors and receiving back the matrices ci×ri for all i. It is quite easy to deploy this
task to a GPU. Each core is given a single pair of vectors, and instructed to compute
the matrix ci×ri and hand it back to the CPU. This however, only addresses points (1)
and (2), but not (3), as the output size is N · |ci|2, which becomes a bottleneck when
|ci|2 is large. In contrast, in Blinder we are not interested in the individual result of
ci × ri, but only in the sum of all the resulting matrices, which fits to point (3) as well.

We observe the following: Let C = (c1, . . . , cN ) be a matrix with ck being its
kth column and R be a matrix with rk being its kth row, s.t. ck, rk are part of client
Ck’s blind message. Then Blinder essentially computes matrix multiplication! We have
that:

A = C ×R>

Where A is the matrix from 4.1.2. To efficiently divide that task across many cores,
Blinder hands vectors C ′ = ci, . . . , cj and R′ = rk, . . . , r` to one GPU core, then that
core computes a small matrix multiplication that produce the final entries in matrix A
at positions (i, k), . . . , (j, `). Thus, the GPU hands back exactly (j− i) · (`−k) entries
to the CPU. This way, the overall output handed back from the GPU to the CPU is only
of size |ci| × |ri| (rather than N · |ci| × |ri|) and so point (3) becomes a non-issue.
Fortunately, there is a highly optimized code base for solving matrix multiplication
over GPU, which makes Blinder a perfect fit for that hardware.

5 Robust Preprocessing and Input

5.1 Robust Preprocessing
As discussed in 3.3.2-3.3.3, the servers need to generate random double sharings in
the preprocessing phase. A double random sharing is a pair ([r], 〈r〉) where r is
sampled randomly from F and is unknown to any server. One way to generate those
is by having each server Sq choosing random rq ∈ F and dealing [rq] and 〈rq〉.
Then all servers conclude with the tuple ([r], 〈r〉) = (

∑n
q=1[rq],

∑n
q=1 〈rq〉) that

is a combination of the randomness from all servers. We denote that procedure by
Combine([r1], 〈r1〉, . . . , [rn], 〈rn〉). We remark that the above procedure produces a
single random double sharing from the n sharings contributed by the servers; there
exists a more efficient method, using a hyper-invertible matrix [DN07, BH08], to
generate n − t random sharings out of those n contributed by the server. Although,
we leave that abstract under the Combine() procedure and proceed by focusing on how
to ensure that the sharings that the servers contribute are consistent.
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We have to ensure that the sharings that each server contributes are consistent
and also that both secrets are the same rq . Furthermore, as our aim is to guarantee
robustness, the production of those sharings must be completed successfully. This is in
contrast to other protocols like [BHKL18, CGH+18, LYK+19] (and others) that strive
for fairness only or for an even weaker guarantee – MPC with abort. While those
protocols simply abort if any cheating in the random sharing generation is detected,
Blinder has to recover from such a scenario. Indeed, [DN07, BH08] recover from
a cheating. Specifically, [DN07] does so by applying a complex accounting on the
number of ‘disputes’ each server is involved in, and [BH08] does so by a complex,
t-rounds, ‘player elimination’ technique [BH08].

In this section we suggest a simpler recovering protocol that guarantees that all
random sharings are perfectly consistent. That is, if ([r], 〈r〉) is a double random
sharing produced by the protocol than it is guaranteed that the shares of all servers
reside on the same t or 2t-polynomial. This is in contrast to the online phase in which
we may be tolerant to cases where up to t shares do not reside on that polynomial.

Suppose that in the online phase the servers need ` random double sharings. Our
protocol, as previous ones, first instruct each server to choose and deal ([ri], 〈ri〉)
for i = 1, . . . , ` + 1. Then, the servers run RandomPublic() to produce ` public
random values s1, . . . , s` and locally obtain the sharings [a] =

∑`+1
i=1 si · [ri] and

〈b〉 =
∑`+1

i=1 si · 〈ri〉. The servers reconstruct the secrets a and b to verify that a = b
and both sharings are perfectly consistent.

Now, our protocol relies on the following observation: in the reconstruction, server
Sq opens its shares aq and bq and then the servers run the reconstruction algorithm to
find a and b, that is, a single polynomial that ‘agrees’ with at least 2t+1 shares. There
are the following cases:

• Perfect reconstruction – all shares are on the same polynomial. This is the best
case, the servers continue the protocol.

• Reconstruction succeeds – but at most t shares disagree with the polynomial.
In this case there are two options: (1) the dealer was corrupted and dealt t bad
shares; (2) the dealer was honest and at most t servers reported bad shares.

• Reconstruction fails – more than t shares are out of polynomial. This is also a
good case, because such a case is not possible without a corrupted dealer.

In the first and third cases above the situation is clear. In the first case all servers
behave honestly so the servers can continue the protocol while in the third case it is
clear that (at least) the dealer is cheating, in which case we eliminate the dealer and
continue the protocol without it.

In the second case we cannot tell whether the dealer or the servers with bad shares
were cheating, but we are sure that t out of those t + 1 servers (dealer plus at most
t servers that disagree with the polynomial) are corrupted. We treat that case by
eliminating both the dealer and one of the servers with bad shares, this means that
we eliminate two parties, knowing that at least one of them is corrupted. This action
does not harm the robustness capabilities of the rest of the protocol. Suppose that in the
preprocessing phase we eliminate 2k servers due to the second case. Then we remain
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with 4t + 1 − 2k = 2t + 1 + 2k′ servers, for some k′ = t − k. This means that we
are still able to run the algorithm for robust reconstruction. That is, given 2t+ 1+ 2k′

shares of a 2t- (or t) polynomial, of which up to k′ are ‘bad‘, the robust reconstruction
algorithm discussed in 3.1.1 still works.

A formal description of the protocol follows:

Protocol Preprocess(`)

1. Initialize S = [n], the set of servers that will remain to the online phase of the
protocol.

2. For q ∈ [n] do (in parallel):

(a) Sq chooses r1, . . . , r` and deals sharings [r1], . . . , [r`+1] and 〈r1〉, . . . , 〈r`+1〉.
(b) All servers run RandomPublic() to generate s1, . . . , s`+1.
(c) The servers (locally) compute [a] =

∑`+1
i=1 si · [ri] and 〈b〉 =

∑`+1
i=1 si ·〈ri〉.

(d) Server Sq broadcasts aq and bq and the servers attempt to reconstruct a and
b. There are 3 cases:

• Reconstruction succeeds – all ai (and resp. bi) reside on the same
polynomial. If a = b then continue the protocol, otherwise, if a 6= b,
remove q from S.

• Reconstruction succeeds – but k ≤ t shares disagree with the polynomial
that hides a and b. If a 6= b then remove q from s. Otherwise, if
a = b, denote the set of indices of disagreeing servers by C ⊂ [n].
The servers randomly pick c ∈ C (possibly using RandomPublic())
and remove c and q from S and continue.

• Reconstruction fails – meaning k > t shares do not reside on the
polynomial that hides a and b (the polynomial actually could not be
found). Then remove q from S and continue.

(e) For each q ∈ S, let [rq,1], . . . , [rq,`] and 〈rq,1〉, . . . , 〈rq,`〉 be the first `
sharings that Sq dealt.

(f) Let n′ = |S| = 2t+ 1 + 2k′. Denote the indices in S by q1, . . . , qn′ .
(g) For each i ∈ [`] the servers output

Combine([rq1,i], 〈rq1,i〉, . . . , [rqn′ ,i], 〈rqn′ ,i〉)

5.2 Robust Input
Recall that in the FormatVerification protocol (Section 3.4) the servers output ”Accept”
only if reconstruction of α, β and γ is perfect. That is, all shares of α reside on the same
polynomial (and similarly for β and γ). We note that the ‘optimistic input’ step raises
issues that prevent it from being robust. When the sharings are ‘just’ consistent (but not
perfectly consistent) then it is impossible to tell who cheated; it could be the client who
dealt incorrect shares to the servers or the servers who indeed received correct shares,
but used incorrect shares in the protocol. This leads to the following attack: Two
malicious clients could cause Blinder to halt: the first client deals incorrect shares to a
set of t servers and the second client deals incorrect shares to a disjoint set of t servers.
Since there are at most t incorrect shares in the verification of each client, the resulting
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sharings [α], 〈b〉 and 〈γ〉 are indeed consistent and both messages are accepted. When
aggregating sharings, as prescribed in the Processing step of BlinderProtocol, the
resulting sharings are no longer inconsistent, because there will be 2t incorrect shares,
which means that the sharings are non-reconstructible any more. An alternative would
be to reject the client’s message for the reason of 〈α〉 and 〈β〉 not being perfectly
consistent. But this, in turn may lead to a censorship attack, i.e., malicious servers can
cheat in the shares they use in the verification check, by that they block a client. As
discussed in the introduction, this is not desired.

To solve that dilemma, we use a standard technique for robust input [DN07, BH08].
In order to input a value x the client does not actually share x, rather, it obtains shares
of a random value, [r], from the servers, reconstruct it to obtain r in the clear and then
broadcast x′ = x − r to all servers. By seeing x′ the servers know nothing about x
because it is masked by a random value. Then the servers use the value [r] + x′ =
[r + x′] = [r + x− r] = [x] as the client’s shared input.

6 Implementation & Evaluation
We have developed the networking, offline and online phases of Blinder including
the generation of random double sharing, the format verification check, processing of
blinded messages and final message openings (along with solving quadratic equations
over finite field, which is required for extracting colliding messages from the matrices).
Our implementation is written mainly in C++, while the generation of blinded messages
and client-server networking are written in Go.

We implemented and measured two variants: a variant that is based on CPU only
and a variant based on GPU. Both variants use only commodity machines. For our
CPU version we used m5.12xlarge machines with with 192GiB, up to 3.1 GHz Intel
Xeon Platinum 8175 processors and AVX-512; all CPU experiments were performed
with either 1,4 or 8 threads. For our GPU version we used p3.16xlarge machines with
488GiB, Intel Xeon E5 processor. The machines are equipped with three NVIDIA
Tesla V100 GPU that has 5120 Cuda cores that support an overall of up to 7.8 TFLOPS
of double precision. The GPU code is based on the Cuda library and NVIDIA’s cutlass
[cut14]. We note that the benefits of a GPU do not necessarily translate to other
solutions, in particular, we find a low potential to improve Riposte via a GPU, see
note in Appendix B.

The high-level architecture of Blinder divides time to ‘epochs’ such that N clients
interact with Blinder in each epoch. In the T th epoch the servers run a ‘server’ process
that waits for N clients to submit their blinded messages. The servers store each
client’s submission in a separate file (using a unique UUID chosen by the client). In
the meantime, the servers perform the de-compression of the matrices, as described in
Sections 4.1.2-4.1.3, for all messages submitted in the T − 1-th epoch, by reading the
relevant files from storage, ordering them by the UUID so that servers will be synced
on the identity of blinded message they are working on.

We extensively measured the performance of Blinder. In our experiments we were
mainly concerned with the latency and the cost. By latency we refer to the time a
client has to wait from the moment of submitting a blind message to the moment of
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publication of its message. We measure latency using either CPU or GPU. In addition
we are interested in measuring parallelism by using a varying number of threads and
on varying network settings of LAN and WAN. Our experiments involve a varying
number of servers (n from 5 to 100), clients (N from 103 to 106) and message length
(L from 32B to 10KB) in order to suit the applications presented in the introduction.
By cost we refer to the monetary cost over a cloud computing service. The interesting
number is the cost of Blinder per server per epoch, divided by N in order to normalize
the result.

In addition to an extensive evaluation, we also present a comparison to leading
works on anonymous broadcast: Riposte [CBM15] – a system that guarantees neither
fairness nor robustness and does not offer a mechanism for resisting censorship by
a malicious server; and {Power,Asynchro}Mix [LYK+19] that guarantees fairness
(robustness in the online phase) and is censorship resistant.

Field type. The underlying field Fp we chose is the Mersenne field modulo the prime
p = 231−1. We use this field since modular multiplication does not require performing
divisions, even when the product is greater than the prime. We pick the field to be 31
bits as it best fits registers of both the CPU and GPU.

Matrix dimensions. The blinded message matrixM , as well as the aggregated matrix
A are each of size 2.7 ·N · L. Note however, that the size of the vectors of the blinded
message affects the overall blinded messages size, which forms the client to server
communication complexity that we want to minimize. When both rows and cols are of
size
√
2.7 ·N · L this is minimized.

Microbenchmark. Our aim is to break down the overall latency of Blinder across
varying message sizes and number of clients, to the high level sub-tasks. In particular,
we measure the times for (1) performing the ShiftLeft procedure in FormatVerification,
(2) obtaining α, β, γ in FormatVerification, (3) de-compressing the blind messages,
(4) reconstructing all entries and finding the quadratic equations and (5) solving those
equations. In addition, we measure the time it takes for N clients to submit their
messages to n servers. The times are presented in Fig. 1. It is important to note that
in Fig. 1 the y-axis is log scaled, in order to be able to express even short sub-tasks, so
the lower parts of the bars are actually much shorter than the upper ones.

Measurements were taken in a setting with 5 servers, all in the AWS N.Virginia
data center. Since the messages received at the servers at the T − 1-th epoch are used
in the T -th epoch, it is preferable that the time it takes for all clients to submit their
messages is less than the time it takes to perform all other tasks. As shown in the
figure, this is indeed what happens, meaning that our write request submission phase is
fast enough. We highlight two sub-tasks in the figure: the format verification time and
the write query de-compression time. The de-compression time involves O(L · N2)
multiplications where L is the message size (number of field elements). Thus, it is
expected to take a significant part of the overall time. Indeed, in the CPU-only version
it takes more than 70% of the time. However, when this task is performed by the GPU
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Figure 1: A breakdown of wall clock time of Blinder’s sub-tasks.

in parallel to the format verification sub-task, it is no longer the bottleneck and takes
only about 7− 22% of the time – a dramatic improvement.

Evaluation and comparison. We now present an evaluation of Blinder along with
comparison to Riposte [CBM15], AsynchroMix and PowerMix [LYK+19]. We ran
Riposte on the same machines and network settings as Blinder. As for AsynchroMix
and PowerMix, we used times reported in their paper, since their recommended setup
is over Docker, which would not constitute a fair comparison to ours anyway, since we
run Blinder and Riposte directly on the machines.

Scalability. We separate the scalability evaluation to two. First, we show that
Blinder can scale to large number of servers, n, and large number of clients, N . To
do so, we execute it over up to 100 servers, and configure the servers to accept up to
1 million messages. Second, we show that Blinder can scale to support large message
size. This is necessary for anonymous P2P payment systems like Zcash and Monero
(as mentioned in the Introduction). To this end, we configure the system to accept
messages with length ranging from 32 bytes up to 10 kilobytes.

We start by showing the scalability of the number of clients and servers. The
resulting latencies are presented in Fig. 2, note that the figure is log-scaled in both
axes.We recognize the fact that AsynchroMix and PowerMix are benchmarked under
weaker machines than those we used for Blinder and Riposte, yet we estimate their
performance to improve by no more than one order of magnitude.
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Figure 2: Latency of Blinder (CPU and GPU versions), Riposte, AsynchroMix and PowerMix
when scaling number of clients and servers.

Fig. 2 can be clustered to three parts: the top-left part includes plots of AsynchroMix
and PowerMix, which cannot support a large number of clients, and therefore are
evaluated with up to 4096 clients. On the other hand, these protocols scale well with
the number of servers and we managed to run with up to 100 servers. The center part
of the figure shows plots of the CPU implementation of Blinder and Riposte, showing
that extending the DPF approach to more than 2 servers is indeed practical, and in some
cases even faster than the 2-servers setting of Riposte (e.g. running Blinder-CPU with
5 and 10 servers is faster than Riposte). Furthermore, just like [LYK+19], Blinder can
run efficiently by up to 100 servers. Finally, the right-most part of the figure shows
Blinder-GPU version with 5 and 10 servers, respectively. The figure shows that with
105 clients, Blinder-GPU is 36× faster, and with 106 clients it is more than 100×
faster than Riposte (we remark that due to time limitation we did not run Riposte
with 106 clients, and the comparison is based on what reported in [KCDF17], i.e. that
it takes more than 11 hours).

Let us turn to discuss the scalability of the message length. AsynchroMix and
PowerMix were not implemented with messages larger than 32 bytes and therefore
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these are omitted from the following comparison. We evaluate Blinder and Riposte
with messages of length up to 10 and 5 kilobytes, respectively. The resulting latencies
are found in Fig. 3. Let us examine the suitability of Blinder to a system like Zcash.

Figure 3: Latency of Blinder (CPU and GPU versions) and Riposte with varying message sizes.

The block rate is 2.5 minutes and the rate of shielded transactions is 6 per second
[Bit20], or 150 per block. A standard shielded transaction (including a zk SNARK)
is of 1-2 kilobytes [BCG+14] and the current number of users is much less than
10 thousands. The figure shows that supporting 10 thousands users within a block
rate is possible already with the CPU variant, whereas the GPU variant can support
even hundreds of thousands of users in that rate. Furthermore, considering more
complex and heavyweight transactions, the GPU variant can support transactions of
size 10 kilobytes in the required rate. In contrast, Riposte could support 2 kilobytes
transactions with that rate, but for up to 10 thousands users.

Multi-core utilization. To evaluate how well the CPU-based Blinder with 5 servers
in N.Virginia, and Riposte with 3 servers utilize hardware, we ran them with different
numbers of clients, N , and different message lengths, L. We ran both of them with
1 and 8 threads (and Blinder also with 4 threads). The run times appear in Table 2.
The aim is to present the speedup of those systems when deployed with multi-core
machines. As shown in the table, the third row of Riposte and second row of Blinder
(in bold) have exactly the same setting (N = 105 and L = 160B), their speed ups
when run with 8 threads are close (4.6x for Riposte vs 4.17x for Blinder), however
Blinder is 1.51-1.67x faster. We note that utilizing X threads typically does not speed
up a software by factor X , as there are management overheads and idle times when
waiting for the slowest thread.
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number of threads
N L 1 4 speed up 8 speed up

Riposte
10K 160B 69 - - 17 4.05x
50K 160B 896 - - 200 4.48x

100K 160B 3162 - - 686 4.60x

Blinder
100K 32B 295 115 2.56x 82 3.59x
100K 160B 1887 589 3.20x 452 4.17x

Table 2: Multi core utilization of Blinder and Riposte.

Effect of bandwidth. In this experiment we evaluate how Blinder scales over different
network settings: LAN, WAN1 and WAN2. Our hypothesis is that since the bottleneck
of the protocol is the task of de-compressing the blind messages, then ‘slowing down’
the network would not have much impact. In the LAN setting all machines are deployed
at N.Virginia,US, with 0.287 RTT and a bandwidth of 4.97Gb/sec. In the WAN1
setting machines are separated between N.Virginia,US and Oregon,US, with 75.9
RTT and a bandwith of 171 Mbits/sec. In the WAN2 setting machines are separated
between N.Virginia,US and Sydney,Australia, with 203.54 RTT and a bandwith of
58.1 Mbits/sec. We measured Blinder’s CPU version with N = 105 clients. The
number of servers increases from 5 to 10 to 20. The lower part of the figure shows the
latency when the message length L = 32B, and the upper part of the figures shows
this when L = 160B. The figure proves that our hypothesis is correct. Over a fast
network (LAN) and L = 32B the difference in latency is minimal, i.e. increasing n
from 5 to 10 and from 10 to 20 increases latency by only 3% and 1.2% respectively.
Over a slower network (WAN2), on the other hand, this increases latency by 55% and
32%, respectively. We also plot the latency of Riposte with 3 servers, L = 160B, over
LAN. Riposte’s latency over WAN is out of the border of this figure, due to the fact
that their protocol requires much more communication in order to verify the format of
the messages.

Figure 4: Latency of Blinder (CPU and GPU versions) and Riposte over LAN, WAN1 and WAN2
settings (described in text).
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Monetary cost. Fig. 5 presents the estimated monetary cost, in US cents, over
Amazon AWS, for both CPU- and GPU-based Blinder, supporting message size of
32B and 160B. This is calculated according to the CPU and GPU machine cost per
hour, which are 2.304$ and 24.48$, respectively. The figure shows the cost per a single
epoch, single server and divided by the anonymity set size (hence, the cost per client).
To obtain the total epoch price, one has to multiply the reported cost by n ·N .

We note that, counter-intuitively, the cost per client when the anonymity set size is
N = 105 is lower than when the anonymity set size is N = 104. This is because our
GPU-based implementation is optimized for larger workloads (e.g. for N ≥ 105).

Figure 5: Monetary cost of Blinder.

7 Conclusions
This work addresses the question of whether we can design a system for anonymous
committed broadcast over a synchronous network, which is resilient to a malicious
adversary controlling servers and clients, prevents a malicious server from censoring
honest clients, and is scalable in all metrics: the number of servers, number of clients
and the message size. We answer this question in the affirmative and present the first
system, called Blinder, that has all these properties. Blinder confirms our hypothesis
that an information theoretically secure protocol performs better than a protocol that
relies on computational assumptions. We come to this conclusion since the ‘amount’
of work in Blinder and in Riposte [CBM15] is very close, whereas the type of work
that is done in both systems is different: in Blinder the work is dominated by simple
finite field arithmetic, and in Riposte the work is dominated by AES. Even though AES
is implemented in Riposte by a hardware instruction, Blinder performs much better in
both the CPU and GPU versions.
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[EFM+19] Úlfar Erlingsson, Vitaly Feldman, Ilya Mironov, Ananth Raghunathan,
Kunal Talwar, and Abhradeep Thakurta. Amplification by shuffling:
From local to central differential privacy via anonymity. In SODA, pages
2468–2479, 2019.

[Fou19] Zcash Foundation. Zcash Privacy and Security Recommendation, 2019.

[GI14] Niv Gilboa and Yuval Ishai. Distributed point functions and their
applications. In EUROCRYPT, pages 640–658, 2014.

37

https://github.com/NVIDIA/cutlass
https://github.com/NVIDIA/cutlass


[Gol04] Oded Goldreich. The Foundations of Cryptography - Volume 2: Basic
Applications. Cambridge University Press, 2004.
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A Related Work
Since Chaum’s breakthrough in the ’80s there was a huge body of work on anonymous
communication of all forms (dialing, messaging and broadcasting) The earliest proposals
were mix networks [BFK00, BL, CJK+16, Cha81, DDM, GT96, KEB98, BCC+15,
BCZ+13] with the leading ones being Loopix [PHE+17] and Multiparty Routing [SAKD17],
and dining cryptographers (DC) network [Cha88, WCFJ12, SGRE04]. Mix networks
rely on a set of servers (called mixes) to shuffle messages before delivering them to
recipients. This shuffling is often accompanied by encryption, batching, and chaffing
(the addition of dummy traffic) to prevent traffic analysis. Since all operations are
relatively lightweight, these systems enjoy lower latency and higher throughput than
many other works in the literature – including our work. However, such systems are
susceptible to replay, duplicate or drop message attacks by malicious mixes [KAPR06,
LRWW04, MD04, NS03, Pfi94, PP89, Ray00, SW06, Wik03].

On the other hand DC networks provide stronger security guarantees, with the
price of being peer-to-peer (full graph of communication between clients) and are
based on all-to-all broadcast of messages, which results in high costs. Consequently,
these systems typically accommodate only dozens of users. Verdict [GWF13], Dissent
[CF10, WCFJ12], Riposte [CBM15] and PowerMix [LYK+19] make great strides to
reduce these costs and support thousands of users with a reasonable latency, in the price
of putting a limited trust on the infrastructure, e.g. assuming some of the servers are
honest. Yet, scaling those system to support large anonymity-sets (tens of thousands to
millions) incurs a huge, impractical latency. For instance, supporting a anonymity-set
of a million clients with 160B messages in Riposte [CBM15] incurs a latency of more
than 11 hours; in Atom [KCDF17] this can take about half an hour, but since they aim
for horizontal scalability (similar to a mix net, in which it is not necessary for every
server to ‘touch’ every message) they require at least 1024 servers to support that (thus,
we consider Atom’s setting to be different than our interest in this paper).
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Onion routing [DMS04, MOT+11, MWB13, RSG98], and Tor [DMS04] in particular,
is widely adopted due to their relative low latency and ability to support millions of
users. However, these systems are unable to resist traffic analysis attacks [HVC10,
MD05, MZ07, Ray00], even those performed by local adversaries [CZJJ12, KAL+15,
PNZE11, WG13].

Finally, there are mailbox-based systems [BDG15, CB95, KOR+04, KLDF16, SCM05,
vdHLZZ15, LZ16, AS16] for anonymous ‘dialing‘ and messaging, in which clients
retrieve messages from a ‘mailbox’ (or a ‘dead drop’) kept secret by a third party
servers. Those systems are mainly designed for peer-to-peer communication rather
than broadcasting.

B A Note on the Suitability of GPU to Riposte
The Nvidia v100 GPU we use is equivalent to GTX1080 in its integer operations
throughput, which can potentially perform up to 2840 Giga int32 operations per second
(GIOPS). GTX1080 can execute AES operations on a stream of data with a rate of
50-250 Gigabit per second, equivalent to 6-40 GB/s [ADFM17]. The GPU, as mentioned
supports more than 300× than the CPU (i.e. 2840 × 32/250). However, Blinder
requires arithmetics over a finite field, rather than merely int32 operations. In our
implementation we use Mersenne31 as our finite field (where field elements are represented
using 31 bits), such that operations over the field are almost equivalent to about three
int32 operations. This renders the potential of GPU to accelerate Blinder to be∼ 100×
higher than its potential to accelerate Riposte. In fact, we find in our experiments that
the GPU version of Blinder is about 100× faster than Riposte, meaning that a GPU
version of Riposte would not accelerate it.

C Notation
We present here a compilation of the various notations we use throughout the paper.
Note that notation in the appendix may be different and even collide.
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[1, x] the set {1, . . . , x}
Ck the k-th client
Sq the q-th server
N number of supported messages/clients
ρ the assumed fraction on number of honest clients
n number of servers
t number of corrupted servers
q iterator for servers
k iterator for clients

[s]
a sharing of secret s, meaning that server Sq holds the
share sq for q ∈ [1, n].

A(i,j) entry at row i and column j in the bulletin board
rows× cols dimensions of A: rows rows and cols columns

Mk
(·,·)

the blinded message prepared by Ck in the naive
implementation of Blinder.

Mk
(·,·),q the shares of Mk

(·,·) held by Sq
r a row vector (of size cols)
c a column vector (of size rows)
DoS Denial of Service
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