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Abstract

A weak pseudorandom function F : K × X → Y is said to be ring key-homomorphic if, given F (k1, x) and
F (k2, x), there are efficient algorithms to compute F (k1 ⊕ k2, x) and F (k1 ⊗ k2, x) where ⊕ and ⊗ are the addition
and multiplication operations in the ring K, respectively. In this work, we initiate the study of ring key-homomorphic
weak PRFs (RKHwPRFs). As our main result, we show that any RKHwPRF implies multiparty noninteractive key
exchange (NIKE) for an arbitrary number of parties in the standard model.

Our analysis of RKHwPRFs in a sense takes a major step towards the goal of building cryptographic primitives
from Minicrypt primitives with structure, which has been studied in a recent line of works. With our result, most
of the well-known asymmetric cryptographic primitives can be built from a weak PRF with either a group or ring
homomorphism over either the input space or the key space.

1 Introduction
An important line of research in cryptography in the past few decades has been to build cryptographic primitives

with more functionalities from more structured concrete mathematical assumptions. A typical example is N -party
noninteractive key exchange (NIKE) protocol, where N parties send a (single) message in a public channel, and
then agree on a shared key that is hidden against any passive attacker who can see messages on the channel. An
initial progress in this direction was the invention of Diffie-Hellman key exchange protocol [DH76], which can
be viewed as a two-party NIKE. In the past decade, several works have studied the security of two-party NIKE
protocols [FHKP13, FHH14, HHK18, HHKL21].

For the case of three parties, the first result made possible by the development of pairing-based cryptography [Jou04],
enabling the realization of a three-party NIKE protocol. Such a NIKE protocol was not known previously from classical
assumptions such as the Decisional Diffie-Hellman (DDH) assumption. Later, Boneh and Silverberg [BS03] showed
a generalization of the three-party NIKE construction of [Jou04], demonstrating an (N + 1)-party NIKE protocol
from any N -linear map; however, no plausible instantiation of N -linear maps was known for N > 2. In 2013, Garg,
Gentry, and Halevi proposed the first candidate construction of multilinear maps [GGH13] based on ideal lattices,
followed by a construction from Coron, Lepoint, and Tibouchi over the integers [CLT13] and also a construction
of graph-induced multilinear maps by Gorbunov, Gentry, and Halevi [GGH15] based on lattices. However, several
of candidate constructions of multilinear maps were cryptanalyzed [CHL+15, MSZ16, HJ16, CLLT16], breaking
essentially all of the originally proposed schemes.

To the best of our knowledge, the only generic way to realize multiparty NIKE is based on general-purpose
indistinguishability obfuscation (iO) or functional encryption (FE) [BZ14, GPSZ17, KWZ22], for which there is no
known instantiation based on the polynomial hardness of standard computationally intractable problems. The recent
work of [JLS21] constructed iO based on subexponential hardness of certain problems, and building iO from polynomial
hardness of standard problems has so far remained out of reach (we refer to [GLSW15] for a discussion on the necessity
of superpolynoimal security loss for realizing iO). In 2018, Boneh et al. [BGK+20] showed a mathematical framework
based on isogenies to build multiparty NIKE, but their framework needs a certain algorithm to have a working protocol.
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Specifically, the protocol of [BGK+20] needs an algorithm that takes an abelian variety (presented as a product of
isogenous elliptic curves) and outputs an isomorphism invariant of the abelian variety, for which we currently do not
have any efficient algorithm.

Multiparty NIKE from Structured Primitives? In this work, we study multiparty NIKE in a way that somewhat
differs from the common theme of proposing more mathematical assumptions and constructions. Our approach is
motivated by the following question: what sort of simple primitive with algebraic structure is sufficient to realize
multiparty NIKE? Studying the complexity of multiparty NIKE can help us to either build or rule out constructions of
this primitive from simple assumptions. Given the multitude of works that have attempted to build multiparty NIKE, we
think this is a worthwhile direction in cryptography.

There has been a long line of research studying the relationship between public-key cryptography and mathematical
structure (see [Bar17] for a survey of the topic). In a recent work [AMPR19], this relationship was formalized to
some degree, and the authors showed that applying input homomorphisms to simple primitives in Minicrypt like weak
pseudorandom functions (wPRFs) allows us to build many cryptographic primitives in Cryptomania.1 For instance, an
input-homomorphic wPRF can be used to build many of the asymmetric cryptographic primitives that we know how to
build from the DDH assumption. Another follow-up work [AMP19] studied the power of simple primitives with an
algebraically structured secret/key space [NPR99, DKPW12, BLMR13]. While [AMP19] showed some cryptographic
implication of weak PRFs with key homomorphism, it did not consider richer cryptographic applications such as
multiparty NIKE. So despite all of the recent works studying the cryptographic power of simple primitives endowed
with algebraic structure, very little is known on multiparty NIKE. So the question that we address is the following:

Are there simple, algebraically structured primitives that imply multiparty NIKE, thus providing more insight into the
kind of assumptions (or mathematical structure) that are seemingly sufficient to realize multiparty NIKE?

1.1 Our Contributions
We answer the question above in the affirmative by providing definitions for two new simple cryptographic primitives
with certain algebraic structure, which we call ring key-homomorphic weak pseudorandom function (RKHwPRF) and
ring-embedded homomorphic synthesizer (RHS). Ring-embedded homomorphic synthesizers have substantially weaker
requirements compared to RKHwPRFs, akin to the relationship between weak PRFs and synthesizers (we define these
primitives informally in the next paragraph). As our main result, we show how to build multiparty NIKE from any
RHS (and hence from any RKHwPRF). We outline this implication in the rest of this section. We refer to Figure 1 for a
(simplified) overview of our results.

Minicrypt and Ring Homomorphism

Ring IHwPRF Ring-embedded Homomorphic Synthesizer Ring KHwPRF

Fully Homomorphic Encryption Multiparty NIKE

⊛

⋆ [AMPR19] §3

⋆: The implication holds when the output space of Ring IHwPRF is small.
⊛: The implication holds when the input space of Ring IHwPRF does not depend on the key.
→: Striaghtforward implication

Figure 1: Implications of symmetric primitives with ring homomorphism

1We use the terminology of [Imp95], which used “Minicrypt” and “Cryptomania” to describe the worlds of symmetric-key and asymmetric-key
cryptography, respectively.
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Definitions. We now provide informal definitions of RKHwPRF and RHS. A weak PRF1 is ring key-homomorphic if,
for some weak PRF F : K ×X → Y such that both the key space (K,⊕,⊗) and the output space (Y,⊞,⊠) are rings
with efficiently computable ring operations, the following holds:

F (k1, x)⊞ F (k2, x) = F (k1 ⊕ k2, x) ,

F (k1, x)⊠ F (k2, x) = F (k1 ⊗ k2, x) .

To define our second primitive, we first recall the definition of pseudorandom synthesizers. A pseudorandom
synthesizer is a function S : X ×G→ R such that on random inputs (x1, ...., xm) ∈ Xm and (g1, ..., gn) ∈ Gn, the
matrix M defined as Mij := S (xi, gj) is indistinguishable from random [NR95].

A ring-embedded homomorphic synthesizer is a pseudorandom synthesizer S : X ×G→ R such that (G,⊕) is a
group with efficiently computable group operation, (R,⊞,⊠) is a ring with efficiently computable ring operation, and
the following holds:

S (x, g)⊞ S (x, g′) = S (x, g ⊕ g′) .

Our definition of RHS weakens the requirements of an RKHwPRF in multiple ways: (1) the homomorphism is
required only with respect to addition (i.e., G is not required to be a ring), (2) we require efficient multiplication only on
the output space of the synthesizer, (3) and the underlying function is not required to be a weak PRF. It is straightforward
to see that an RHS is implied by any RKHwPRF. We refer the reader to Section 2 for the formal definitions.

Multiparty NIKE from RHS. Our main construction is a multiparty NIKE protocol (with trusted setup) for any
number of parties from any RKHwPRF or RHS (in this overview, we will assume an RKHwPRF for ease of exposition).
The construction is relatively simple and relies on our new technique to show the psuedorandomness of matrix products
over the output space of any RKHwPRF.

Theorem 1.1. (Informal) There is a multiparty NIKE protocol (for any number of parties) from any RKHwPRF (or
more generally, any ring-embedded homomorphic synthesizer).

We next provide an overview of our construction and its proof of security. In this overview, we will focus on the
3-party case instead of the N -party case for simplicity. The intuition for the N -party case follows similarly. Given an
RKHwPRF F : K ×X → Y , fix parameters m > 3 log|K| and n > 6m2 log(|Y|). LetR = Mm(Y) denote the ring
of all m by m square matrices over Y . We remark that log(|Rn×n|) is polynomial in the security parameter, and hence
elements ofRn×n can be represented using polynomially many bits.

To generate public parameters for 3-party NIKE we sample two matrices R(1) and R(2) uniformly from Rn×n,
whereR is the matrix ring as defined above. Our proposed protocol works as follows:

Alice Bob Charlie

Sample SA ← Rn×n Sample SB ← Rn×n Sample SC ← Rn×n

Publish PA = SAR
(1) Publish P

(1)
B = R(1)SB Publish PC = R(2)SC

P
(2)
B = SBR

(2)

The final shared secret is S := SAR
(1)SBR

(2)SC . Alice/Bob/Charlie can compute the final secret S as

S = SAR
(1)SBR

(2)SC = SAP
(1)
B PC (Alice)

= PASBPC (Bob)

= PAP
(2)
B SC (Charlie).

While the construction is surprisingly simple (and it does not even have any explicit RKHwPRF evaluation), the
security proof is substantially more involved (in particular, when generalizing to an arbitrary number of parties) and it
relies on the weak pseudorandomness of F to show certain properties of the output space of any RKHwPRF.

1Recall that a weak PRF is a weakened version of a normal/strong PRF where an adversary gets to see the outputs on randomly chosen inputs.
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Specifically, we first show that based on the weak pseudorandomness of F , the tuples
(
R(1),SAR

(1)
)

and(
R(1),TA

)
are computationally indistinguishable where TA is a randomly chosen matrix fromRn×n. We can apply a

similar line of argument to the term containing SC as well. Thus, we can reduce the security our NIKE protocol to
distinguishing between the following tuples:(

R(1),R(2),TA,R
(1)SB ,SBR

(2),TC ,TASBTC

)
,(

R(1),R(2),TA,R
(1)SB ,SBR

(2),TC ,U
)
.

The difficult step in the proof involves implicitly showing that giving an adversary both R(1)SB and SBR
(2), it cannot

learn “enough” about the matrix SB to distinguish the final term (i.e., TASBTC) from random.
To do this, we exploit the fact that any uniformly random matrix (with large enough dimensions) in the output ring

of the RKHwPRF is computationally indistinguishable from a tensor product of two uniformly random vectors in the
output ring of the RKHwPRF. We introduce and prove certain statistical lemmas with respect to modules1 that, when
combined with the aforementioned observation, allow us to argue that the secret matrix SB is computationally hidden,
even given both R(1)SB and SBR

(2). The security of the protocol follows from this argument. We refer the reader to
Section 3 for the detailed proof.

Field-embedded Homomorphic Synthesizers Are Impossible. Given the implication that an RHS is sufficient to
realize multiparty NIKE, it is natural to ask whether it is possible to have a stronger version of an RHS where the output
space is a field with efficiently computable field operations (we call such a primitive a field-embedded homomorphic
synthesizer, or FHS in short). We answer this question in negative by showing that there is no (secure) FHS. Since an
FHS is implied by a field key-homomorphic weak PRF (FKHwPRF), it follows that there is no FKHwPRF as well.

Previously, Maurer and Raub [MR07] showed that (secure) field-homomorphic one-way permutations are not
realizable, and our work extends their result to synthesizers (and weak PRFs). Moreover, it seems unlikely that our
attacks here can be extended to the ring case. In particular, it is not known how to compute kernels or inverses
over general rings, which makes our attack on fields infeasible to trivially extend to rings. We refer the reader
to [ADM06, Jag12, YYHK20] for discussions on the hardness of computing inverses/kernels over generic rings and its
implications. Finally, our impossibility result also extends to a wider class of rings where one can efficiently perform
the inversion operation (provided that the inverse exists).

Public-Key Cryptography and Mathematical Structure. By showing that another well-known primitive (namely
multiparty NIKE) can be constructed from a simple primitive with structure, our work takes a major step towards
the goal of building cryptographic primitives from Minicrypt primitives with algebraic structure [AMPR19, AMP19].
The structure over a Minicrypt primitive also happens to be easy to state: either a group or ring homomorphism
over the input space or key space. This bolsters the argument that it makes sense to base theoretical constructions
of cryptographic primitives (i.e., constructions that are focused on showing the existence of something rather than a
practical implementation) on generic primitives rather than concrete assumptions. We defer to the work of [AMPR19]
for a more elaborate argument of this point.

1.2 RKHwPRFs and Related Cryptographic Primitives/Models
In this subsection, we discuss the relationship of RKHwPRFs with related cryptographic primitives.

Relation to Indistinguishability Obfuscation (iO). It is natural to ask if we can construct RKHwPRFs from iO. It
turns out that a black-box construction of RKHwPRFs from iO is impossible. Any RKHwPRF naturally implies (in
a black-box manner) a key-homomorphic weak PRF (KHwPRF), where the homomorphism is purely with respect
to the group operations in the key space and the output space [BLMR13]. Any KHwPRF in turn implies (again, in
a black-box manner) a family of collision-resistant hash functions (CRHFs) [AMPR19, AMP19]. Combining these
observations with known results on the black-box separation of iO from CRHFs [AS15], we immediately obtain a

1Informally, a module is a generalization of vector space where the “scalars” form a ring (rather than a field).

4



black-box separation between RKHwPRFs and iO. In fact, the black-box separation from iO also applies to any RHS,
since it is straightforward to show that any RHS also implies a CRHF in a black-box manner. We leave it as an open
question to explore a non-black-box construction of RKHwPRFs from iO.

“Slotted”/“Almost” RKHwPRFs. The definitions of RKHwPRFs that we consider in this paper can be viewed as
“classic” versions of RKHwPRFs, that allow an unbounded number of homomorphic operations with respect to both
addition and multiplication. We choose to focus on this version of RKHwPRFs in this paper for ease of exposition. We
can further generalize this definition to cover a situation where the number of homomorphic multiplicative operations
is restricted. Concretely, in such an RKHwPRF, we have “slots” for elements, and the elements must be multiplied
in a certain order (for example, the multiplication operation could only be defined between wPRF evaluations from
“adjacent” slots, in which case the maximum multiplicative depth is bounded by the number of slots). We refer to
such a restricted RKHwPRF as a “slotted” RKHwPRF. In our construction of multiparty NIKE from RKHwPRFs,
evaluating the final secret key requires the public/secret matrices of ring elements from various parties to be multiplied
in a specific pre-determined order (informally, in the order in which the parties are indexed). So, the lack of ability
to multiply elements “out of order” does not hinder our construction, which can be based correctly and securely on a
slotted RKHwPRF. We avoid these details when presenting our construction for ease of exposition, and also because
the core focus of this paper is the classic version of RKHwPRFs.

We can further generalize the definition of classic and slotted RKHwPRFs to accommodate approximate (or
bounded) additive homomorphisms. We refer to this primitive as “almost” (slotted) RKHwPRFs. Unlike a slotted
RKHwPRF where the only restrictions are on the multiplicative depth, an almost slotted RKHwPRF is additionally
bounded with respect to the number of homomorphic addition operations it supports at any given interval-slot. Since
our NIKE construction has a pre-fixed additive depth (the additive depth of the key derivation circuit is O(Nm), where
N is the number of parties participating in the protocol and m = poly(λ) is a fixed matrix dimension), our construction
and proof for multiparty NIKE can be based on almost (slotted) RKHwPRFs.

Relation to Generic/Idealized Models. Another natural question to ask is what RHS or RKHwPRF offers in
comparison to generic/idealized graded encoding or multilinear map models, which were also used to build multiparty
NIKE. An analogous comparison would be group-homomorphic encryption (or input-homomorphic weak PRF) versus
the generic group model [Sho97]. We note that while a generic multilinear map or graded encoding is inherently
limited from an instantiation point of view, an RHS/RKHwPRF is a “standard-model” primitive with potentially secure
instantiations. Moreover, some cryptographic implications in generic/idealized models can be too powerful to realize in
the standard model. As a concrete example, virtual black-box obfuscation can be constructed in the generic graded
encoding model [BR14, BGK+14], but not in the standard model [BGI+01].

2 Preliminaries

Notation. For any positive integer n, we use [n] to denote the set {1, . . . , n}. For two integers m and n we denote the
set {m,m+ 1, . . . , n} by [m,n]. We use λ for the security parameter. We use the symbols ⊕ and ⊗ as ring operations
defined in the context. We assume that rings have multiplicative identity element. For a finite set S, we use s← S to
sample uniformly from the set S. We denote statistical and computational indistinguishability by

s
≈ and

c
≈, respectively.

Let (R,⊕,⊗) be an arbitrary finite ring. We denote the additive/multiplicative identity of R by 0R/1R. We define
the multiplication of two matrices of ring elements in the natural way: for two arbitrary matrices

A = [aij ]{i∈[ℓ],j∈[m]} ∈ Rℓ×m , B = [bij ]{i∈[m],j∈[n]} ∈ Rm×n,

their product C = [cij ]{i∈[ℓ],j∈[n]} = AB is defined as

cij = (ai,1 ⊗ b1,j)⊕ (ai,2 ⊗ b2,j)⊕ · · · ⊕ (ai,m ⊗ bm,j).
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2.1 Basic Primitives

Weak Pseudorandom Functions. If G : X → Y is a function, let G$ denote a randomized oracle that, when invoked,
samples x← X uniformly and outputs (x,G(x)). A keyed function family is a function F : K ×X → Y such that K
is the key space and X,Y are input and output spaces, respectively. We may use the notation Fk(x) to denote F (k, x).
A weak pseudorandom function (wPRF) family is an efficiently computable (keyed) function family F such that for all
PPT adversaries A we have ∣∣∣Pr[AF $

k = 1]− Pr[AU$

= 1]
∣∣∣ ≤ negl(λ),

where k ← K, and U : X → Y is a truly random function. Roughly speaking, the security requirement is that given
access to polynomially many (random) input-output pairs of the form (xi, yi), no attacker can distinguish between the
real experiment where yi = Fk(xi) and the ideal experiment where yi = U(xi) for a truly random function U .

(Pseudorandom) Synthesizers. Let ℓ and m be (polynomially bounded) integers, and let S : X × Y → Z be
an efficiently computable function. Assume that x ← Xℓ and y ← Y m are two uniformly chosen vectors, and let
Z ← Zℓ×m be a uniformly chosen matrix. We say that S is a pseudorandom synthesizer if for any probabilistic
polynomial time (PPT) attacker we have

[S(x,y)]
c
≈ Z,

where [S(x,y)] is an ℓ×m matrix whose ijth entry is S(xi, yj).

In this paper we focus on multiparty NIKE with trusted setup and passive model of security, where each party’s
“public key” is computed honestly. We refer to [FHKP13] for an analysis of security models for two-party NIKE.

Multiparty NIKE. Let N > 1 be an integer denoting the number of parties. We say that a tuple of randomized
algorithms (Gen, (Ai)i∈N , (Si)i∈N ) (described below) is a noninteractive NIKE protocol for N parties if it satisfies
the correctness and security properties as defined below.

• Gen: It takes security parameter λ as its input and outputs pp.

• Ai: It takes a public parameter pp as its input. It outputs a randomness Ri and a public message Pi.1 (The
randomness Ri is going to be kept secret by the party i.)

• Si: It takes N − 1 public messages {Pj}j∈[N ]\{i} and a (private) randomness Ri, and outputs some key K.

• Correctness: We require that if pp← Gen(1λ) and (Pj , Rj)← Aj(pp) (for j ∈ [N ]), the following holds with
overwhelming probability

S1(R1, {Pi}i∈[N ]\{1}) = S2(R2, {Pi}i∈[N ]\{2}) = · · · = SN (RN , {PN}i∈[N ]\{N}).

• Security: If pp ← Gen(1λ) and (Pj , Rj) ← Aj(pp) (for j ∈ [N ]), the following holds with overwhelming
probability for any i∗ ∈ N :

(pp, {Pi}i∈[N ],Si∗(Ri∗ , {Pi}i∈[N ]\{i∗}))
c
≈ (pp, {Pi}i∈[N ], U),

where U is uniformly sampled from the (common) output space of Si∗ .

Remark 2.1. The above definition of NIKE implicitly assumes that the set of parties performing the NIKE is fixed (note
that once the set is fixed, the parties can use a canonical ordering to index themselves properly within the group).
An alternative definition of NIKE that has been considered in prior works (e.g., in the construction of three-party
NIKE from bilinear maps [Jou04]) is as follows: (a) the number of users in the system is defined at Gen, (b) every
party publishes a public message, and (c) a party can adaptively choose a subset of the parties to perform the key

1We assume that each public message also includes the index i.
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exchange. We note that this alternative definition naturally captures “symmetric” NIKE protocols where all parties
perform identical operations and do not need to know the ordering of the parties prior to publishing their messages. On
the other hand, the definition of NIKE detailed above naturally captures “asymmetric” NIKE protocols where each party
performs potentially different operations to create its message based on the ordering of the parties, and hence needs
to know this ordering prior to publishing its message. A well-known example of such an asymmetric key exchange
protocol is the two-party key exchange protocol from learning with rounding (LWR) [Pei14]. We opt for the asymmetric
definition of NIKE in this paper as our proposed NIKE protocol from RKHwPRFs is also asymmetric.

2.2 Homomorphic Primitives
We endow weak PRFs and (pseudorandom) synthesizers with ring homomorphism. We remark that it is also possible
to define the notion of bounded homomorphism, similar to [AMPR19] and [AMP19] using a universal mapping that
handles a bounded number of homomorphism. We refer to [AMPR19] and [AMP19] for more details.

Definition 2.2. (Ring Key-Homomorphic Weak PRF.) A weak PRF family F : K × X → Y is a Ring Key-
Homomorphic weak PRF (RKHwPRF) family if it satisfies the following two properties:

• (K,⊕,⊗) and (Y,⊞,⊠) are efficiently samplable (finite) rings with efficiently computable ring operations.

• For any x ∈ X the function F (·, x) : K → Y is a ring homomorphism, i.e., for any x ∈ X and k, k′ ∈ K we
have

F (k ⊕ k′, x) = F (k, x)⊞ F (k′, x) , F (k ⊗ k′, x) = F (k, x)⊠ F (k′, x).

Definition 2.3. (Ring Input-Homomorphic Weak PRF.) A weak PRF family F : K × X → Y is a Ring Input-
Homomorphic weak PRF (RIHwPRF) family if it satisfies the following two properties:

• (X,⊕,⊗) and (Y,⊞,⊠) are efficiently samplable (finite) rings with efficiently computable ring operations.

• For any k ∈ K the function F (k, ·) : X → Y is a ring homomorphism, i.e., for any k ∈ K and x, x′ ∈ X we
have

F (k, x⊕ x′) = F (k, x)⊞ F (k, x′) , F (k, x⊗ x′) = F (k, x)⊠ F (k, x′).

Definition 2.4. (Ring-Embedded Homomorphic Synthesizer.) A Ring-Embedded Homomorphic Synthesizer S :
X ×G→ R is a synthesizer that satisfies the following properties:

• (G,⊕) is an efficiently samplable (finite) group with efficiently computable group operation.

• (R,⊞,⊠) is an efficiently samplable (finite) ring with efficiently computable ring operations.

• For any x ∈ X the function S(x, ·) : G→ R is a group homomorphism, i.e., for any x ∈ X and g1, g2 ∈ G we
have

S(x, g1 ⊕ g2) = S(x, g1)⊞ S(x, g2).

It is easy to see that a ring-embedded homomorphic synthesizer is implied by an RKHwPRF or an RIHwPRF (for
which the input space does not depend on the choice of the key).

2.3 Leftover Hash Lemma
We use the following lemmata which are related to the leftover hash lemma [IZ89], and its special cases over rings. We
begin with the following simple lemma, a proof can be found in [IZ89] (Claim 2).1

Lemma 2.5. Let X1 and X2 be two independent and identically distributed random variables with finite support S. If
Pr[X1 = X2] ≤ (1 + 4ε2)/|S|, the statistical distance between the uniform distribution over S and X1 is at most ε.

1The proof of the lemma is attributed to Rackoff, as pointed out by [IZ89, Mic02].
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We remark that since the additive group of any ring is abelian, the following statement follows from uniformity (aka
regularity) of subset sum over finite (abelian) groups, which in turn can based on the (general version of) leftover hash
lemma. We refer to [Reg09] for a proof.

Lemma 2.6. Let R be a finite ring with additive/multiplicative identity 0R/1R such that |R| = λω(1), and let m >
3 log|R|. Assume that r← Rm is a vector of uniformly chosen ring elements. For any (unbounded) adversary we have

(r, rts)
s
≈ (r, u),

where u← R is a uniformly chosen ring element and s← {0R, 1R}m.

We also need the following lemma on the distribution of R-linear sums for a finite ring R. A proof can be found
in [Mic02].

Lemma 2.7. Let R be a finite ring, and let r = (r1, . . . , rm) be an arbitrary vector in Rm. If u ← Rm, then the
distribution of utr (respectively, rtu) is uniform over the left (respectively, right) ideal in R generated by the set
(r1, . . . , rm).

3 Multiparty Noninteractive Key Exchange

Here we show a construction of multiparty noninteractive key exchange from a ring-embedded homomorphic
synthesizer. As we mentioned before, it is straightforward to show that a ring-embedded homomorphic synthesizer is
implied by either any RIHwPRF (for which the input space does not depend on the choice of the key) or any RKHwPRF.
First, we mention a hardness assumption that is implied by ring-embedded homomorphic synthesizers. The following
theorem is adapting the Theorem 1 of [AMP19] to ring-embedded homomorphic synthesizers.

Theorem 3.1. Let S : X × G → R be a ring-embedded homomorphic synthesizer, and let m = poly(λ) be an
(arbitrary) positive integer. Let d = poly(λ) be such that d > 3 log|G|. Let R← Rm×d be a matrix of ring elements
such that each entry ri,j (for i ∈ [m], j ∈ [d]) is drawn uniformly and independently from R. If s← {0R, 1R}d, then
for any PPT adversary we have

(R,Rs)
c
≈ (R,u)

where u← Rm is a vector of uniformly chosen ring elements from R.

Proof. The proof mostly follows the blueprint of Theorem 1 from [AMP19], and we sketch an argument here. First,
define M ∈ Rm×d as Mi,j = S(xi, gj), where xi ← X, gj ← G (for i ∈ [m], j ∈ [d]) are chosen uniformly and
independently. We also define the vector g as g = (g1, . . . , gd). Now, we show that (M,Ms)

c
≈ (R,u) where

R ∈ Rm×d (respectively, u ∈ Rm) is a uniformly chosen matrix (respectively, vector) of ring elements. Using the
homomorphism of S and by the leftover hash lemma over rings (Lemma 2.6) we can write

Ms =


S (x1,

⊕
s g)

S (x2,
⊕

s g)
...

S (xm,
⊕

s g)

 s
≈


S (x1, g

∗)
S (x2, g

∗)
...

S (xm, g∗)

 ,

where g∗ ← G is uniformly chosen. By the pseudorandomness property of S, we have (M,Ms)
c
≈ (R,u). Observe

that since M
c
≈ R, a straightforward reduction implies that (M,Ms)

c
≈ (R,Rs). By transitivity, it follows that

(R,Rs)
c
≈ (R,u), as required.

Theorem 3.2. Let S : X ×G→ R be a ring-embedded homomorphic synthesizer, and let m = poly(λ) be a positive
integer such that m > 3 log|G|. Let Mm(R) be the matrix ring over R, i.e., the ring of m by m square matrices over
R. If F : Mm(R) ×Mm(R) → Mm(R) is the function defined by F (K,X) = X ⊠K, then F is a weak PRF (and
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hence a synthesizer). In addition, F satisfies (right) Mm(R)-module homomorphism over the key space, i.e., for any
K,K′,X ∈ Mm(R) we have

F (K⊞K′,X) = F (K,X)⊞ F (K′,X) , F (K⊠K′,X) = F (K,X)⊠K′,

where (⊞,⊠) is addition and multiplication over Mm(R), respectively.1

Proof. Observe that (right) Mm(R)-module homomorphism of F over the key space is easy to verify. We now prove
the weak pseudorandomness of F . Let Q = poly(λ) be any arbitrary positive integer. It is enough to show that

(A,AK)
c
≈ (A,U),

where A← RQm×m and U← RQm×m. One can view (A,AK) as stacking up Q input-output pairs in the real (weak
PRF) game. By Theorem 3.1, we have

(A,As)
c
≈ (A,u),

where s ← {0R, 1R}m and u ← RQm. It is easy to see that if k ← Rm, then the distributions of k and s + k are
identical, where + denotes component-wise addition in Rm induced by R. It follows that

(A,Ak)
s
≈ (A,A(k+ s))

c
≈ (A,Ak+ u)

s
≈ (A,u′),

where u′ ← RQm. By applying a standard hybrid argument over the columns of AK, and using the fact that
(A,Ak)

c
≈ (A,u), it follows that

(A,AK)
c
≈ (A,U).

Construction (Three-party NIKE). Here we start with the simpler case of three-party key exchange protocol from
any ring-embedded homomorphic synthesizer. Later, we show how to construct a noninteractive key exchange protocol
for more than three parties, and we formally prove its security.

Given a ring-embedded homomorphic synthesizer S : X × G → R, we first fix parameters m > 3 log|G| and
n > 6m2 log(|R|). Let R = Mm(R) denote m by m square matrices over R. We remark that log(|Rn×n|) is
polynomial in the security parameter, and hence elements ofRn×n can be represented using polynomially many bits.

We also assume that R(1) ← Rn×n and R(2) ← Rn×n are two matrices of uniformly chosen ring elements, and
they are published as public parameters of the protocol. The protocol is described as follows:

• Alice generates her own (secret) randomness SA ← Rn×n, and publishes PA := SAR
(1).

• Bob chooses his randomness as SB ← Rn×n, and publishes (P(1)
B ,P

(2)
B ) where

P
(1)
B := R(1)SB , P

(2)
B := SBR

(2).

• Charlie generates his randomness asRn×n, and publishes PC := R(2)SC .

• The final shared secret is S := SAR
(1)SBR

(2)SC . Alice/Bob/Charlie can compute the final secret S as

S = SAR
(1)SBR

(2)SC = SAP
(1)
B PC (Alice)

= PASBPC (Bob)

= PAP
(2)
B SC (Charlie).

We formally prove the security of protocol via the following theorem:

1We remark that we use (⊞,⊠) operations for the ring Mm(R), and these operations are inherited from R. Later, we drop this notation for
simplification.
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Theorem 3.3. Let S : X × G → R be a ring-embedded homomorphic synthesizer, and assume that m and n be
integers such that m > 3 log|G| and n > 6m2 log(|R|). Let R = Mm(R) denote m by m square matrices matrices
over R. If R(1) ← Rn×n and R(2) ← Rn×n are two matrices of uniformly chosen ring elements, for any PPT
adversary we have

(R(1),R(2),SAR
(1),R(1)SB ,SBR

(2),R(2)SC ,SAR
(1)SBR

(2)SC)
c
≈ (R(1),R(2),SAR

(1),R(1)SB ,SBR
(2),R(2)SC ,U),

where SA,SB ,SC ← Rn×n are uniformly chosen (secret) matrices, and U← Rn×n.

Before explaining the proof, we show a few auxiliary lemmata that will be useful for proving the security of the protocol.

Lemma 3.4. Let R be a finite ring such that |R| = λω(1), and let m > 6 log |R|. For a vector r ∈ Rm, let LKer(r) be
the set of all vectors w ∈ Rm such that wtr = 0R. If u← Rm, r← Rm, v← LKer(r), s← R, the following holds

(r,u,vtu)
s
≈ (r,u, s).

Proof. The proof is similar to the proof of leftover hash lemma [IZ89, HILL99], and we use collision probability to
bound the statistical distance. First, we split the vectors as u = (u1,u2), r = (r1, r2), v = (v1,v2) such that u2, r2,
and v2 all belong to Rm′

where m′ = ⌈3 log |R|⌉. By Lemma 2.6 and Lemma 2.7, it follows that if r2 is sampled
uniformly, then (with overwhelming probability over the choice of r2) the (left) ideal generated by (components of)
r2 is R, since otherwise the (left) ideal generated by r2 would not cover at least half of the elements in R (recall that
any proper additive subgroup of R cannot contain more than half of the elements of R). Moreover, if a is sampled
uniformly from Rm′

then atr2 is (statistically close to) uniform over R . It follows that

(r,v1,v2)
s
≈ (r,u′

1,u
′
2),

where u′
1 ← Rm−m′

is sampled uniformly and independently, and u′
2 ∈ Rm′

is sampled conditioned on u′t
1r1 +

u′t
2r2 = 0R. This means that to generate a (statistically close to) uniform vector v in LKer(r), one can sample

the first m′ components (i.e., v1) uniformly, and generate the rest of the components (i.e., v2) conditioned on
vt
1r1 +vt

2r2 = 0R.1 In particular, this implies that first m′ components of v generate R with overwhelming probability.
By applying Lemma 2.7 and using the fact that components of v1 (and hence components of v) generate R with
overwhelming probability, it follows that

(r,vtu)
s
≈ (r, s).2

Now we compute the collision probability for two independent instances of (r,u,vtu) as

Pr[(r,u,vtu) = (r′,u′,v′tu′)]

= Pr[vtu = v′tu′ | r = r′,u = u′] · Pr[r = r′,u = u′]

= Pr[ut(v − v′) = 0R] · |R|−2m

= Pr[utv = 0R] · |R|−2m ≤ (1 + negl) · |R|−2m−1,

where the inequality follows from (r,vtu)
s
≈ (r, s), and the last equality follows from the fact that distribution of

v − v′ is identical to that of v (because LKer(r) forms an additive group). By applying Lemma 2.5, it follows that

(r,u,vtu)
s
≈ (r,u, s),

as required.
We also need the following lemma. The proof is identical to the previous case.

1Note that such an alternative way of sampling is possible because for any finite ring R and arbitrary vector v ∈ Rn, any R-linear function
defined by fv(x) =

∑n
i=1 vixi is regular over the (left) ideal of R generated by v, i.e., any possible output in the ideal has the same number of

preimages. Without regularity, the alternative sampling may yield a skewed distribution that is far from uniform. The regularity naturally extends to
functions defined by any matrix of ring elements.

2This is simply a weaker version of the lemma in which u is not given publicly.
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Lemma 3.5. Let R be a finite ring such that |R| = λω(1), and let m > 6 log |R|. For a vector r ∈ Rm, let RKer(r) be
the set of all vectors w ∈ Rm such that rtw = 0R. If u← Rm, r← Rm, v← RKer(r), s← R, the following holds

(r,u,utv)
s
≈ (r,u, s).

Lemma 3.6. Let R be a finite ring such that |R| = λω(1), and let m > 6 log |R|. If r, r′,u,u′ ← Rm be four uniformly
chosen vectors, and S← Rm×m be a uniformly chosen matrix of ring elements, we have

(r, r′, rtS,Sr′,u,u′,utSu′)
s
≈ (r, r′, rtS,Sr′,u,u′, s),

where s← R is a uniformly chosen ring element.

Proof. At a high level, the proof proceeds by showing that the matrix S can be sampled as the sum of two random
matrices K and C such that rtK = Kr′ = 0 and C is a random “coset representative” matrix, and we will argue that
the entropy in K is enough to randomize the term utSu′, even given the tuple (r, r′, rtS,Sr′,u,u′).

Let K be a subset of Rm×m defined as

K = {K ∈ Rm×m | rtK = Kr′ = 0},

and observe that K is an additive subgroup of R. Fix some arbitrary set of coset representatives C = {Ci}i∈[m′]

(where Ci ∈ Rm×m and m′ = |Rm×m/K|) such that

K =

m′⋃
i=1

K +Ci, (K +Ci) ∩ (K +Cj) = ∅ (i ̸= j).

We note that such a partition is possible since Rm×m/K forms a quotient additive group. Because cosets are equal
sized, it follows that one can sample S by adding two matrices K and C such that K← K and C← C. By replacing
S with K+C, we need to show that

(r, r′, rtC,Cr′,u,u′,utKu′ + utCu′)
s
≈ (r, r′, rtS,Sr′,u,u′, s).

Since C contains no information about K, it is enough to prove that utKu′ randomizes the last term on the left
side, i.e., it suffices to prove that

(r, r′,u,u′,utKu′)
s
≈ (r, r′,u,u′, s).

In the rest of the proof, we show that one can sample “blocks” of K consecutively and we argue that the entropy in
at least one block is enough to randomize the last term (similar to the proof of Lemma 3.4). Specifically, we write K as

K =

[
U A
A′ B

]
,

where U,A,A′,B belong to Rm̄, m = 2m̄, and m ∈ 2N. To sample a uniform K← K, first we sample a uniform
U ← Rm̄×m̄ and then we sample A uniformly conditioned on rt1U + rt2A

′ = 0, where r1 and r2 are the first and
second half of r, respectively. Analogously, we sample A conditioned on Ur′1 +Ar′2 = 0, where r′1 and r′2 are the
first and second half of r′, respectively. Finally, we sample B uniformly conditioned on the following equations1

rt1A+ rt2B = 0, A′r′1 +Br′2 = 0 (♢)

First, observe that the equations described above ensure that K ∈ K. Second, we need to argue that given
r, r′,A,A′ there are exponentially many solutions for B (with overwhelming probability). Define the function
fr2,r′2 : Rm̄×m̄ → Rm̄ × Rm̄ as fr2,r′2(B) = (rt2B,Br′2). By Lemma 2.6 and Lemma 2.7, it follows that (with

1As in Lemma 3.4, we remark that such an alternative way of sampling is possible because of the regularity of R-linear functions for
vectors/matrices over any finite ring R.
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overwhelming probability) the ideal generated by r2 (or r′2) is R. Moreover, for any arbitrary (v,w) ∈ Im(fr2,r′2) we
have rt2w = vtr′2.

In the next step, we determine the size of Im(fr2,r′2) assuming that r2 and r′2 generate R. First, we claim that (with
overwhelming probability over the choice of r2 and r′2) for any fixed v there are |R|m̄−1 possible solutions for w in
the equation rt2w = vtr′2. This is because the kernel of the function gr2(w) = rt2w forms an additive subgroup of
Im(gr2), and Im(gr2) = R with overwhelming probability. Moreover, all cosets of the kernel subgroup are equal sized.
Assuming r2 and r′2 generate R, it follows that∣∣Im(fr2,r′2)

∣∣ = |R|m̄ · |ker(gr2)| = |R|m̄ · |R|m̄ · |Im(gr2)|−1 = |R|2m̄−1,

where in the second equality we relied upon the fact that for any homomorphic mapping (additively) π : G → H it
holds that |G/ ker(π)| = |Im(π)|. Thus, using the fact that r2 and r′2 generate R with probability 1− negl (Lemma 2.6
and Lemma 2.7) we get

Pr
r2,r′2

[∣∣Im(fr2,r′2)
∣∣ = |R|2m̄−1

]
= 1− negl .

Therefore, (assuming that r2 and r′2 generate R) for any (v,w) ∈ Im(fr2,r′2) we can write∣∣f−1
r2,r′2

(v,w)
∣∣ = ∣∣ ker(fr2,r′2)∣∣
= |R|m̄×m̄ ·

∣∣Im(fr2,r′2)
∣∣−1

= |R|m̄×m̄ · (|R|2m̄−1)−1 = |R|(m̄−1)2 ,

where the first equality follows from the fact that all cosets of the kernel subgroup are equal sized. In particular, given
(r1, r

′
1,A,A′) we have

Pr
r2,r′2

[∣∣f−1
r2,r′2

(−rt1A,−A′r′1)
∣∣ = |R|(m̄−1)2

]
= 1− negl,

and hence there are exponentially many choices of B for the equations (♢) above. By rewriting the term utKu′ and
relying on the previous lemmata, it follows that

(r, r′,u,u′,ut

[
U A
A′ B

]
u′)

s
≈ (r, r′,u,u′, s),

where the statistical indistinguishability follows from the fact that the matrix B has sufficient entropy to randomize the
product term on the left-hand side. This completes the proof of Lemma 3.6.

Next we prove the following lemma, which may be viewed as a weaker version of Theorem 3.3 where we used
vectors sA and sC (instead of matrices) as Alice’s and Charlie’s secrets, respectively.

Lemma 3.7. Let S : X × G → R be a ring-embedded homomorphic synthesizer, and assume that m and n are
integers such that m > 3 log|G| and n > 6m2 log(|R|). LetR = Mm(R) denote m by m square matrices over R. If
R(1) ← Rn×n and R(2) ← Rn×n are two matrices of uniformly chosen ring elements, for any PPT adversary we have

(R(1),R(2), stAR
(1),R(1)SB ,SBR

(2),R(2)sC , s
t
AR

(1)SBR
(2)sC)

c
≈ (R(1),R(2), stAR

(1),R(1)SB ,SBR
(2),R(2)sC , u),

where sA ← Rn,SB ← Rn×n, sC ← Rn, and u← R.

Proof. First, we define the following hybrids:

• H0: This corresponds to the “real” game, which is the tuple

(R(1),R(2), stAR
(1),R(1)SB ,SBR

(2),R(2)sC , s
t
AR

(1)SBR
(2)sC).

• H1 In this hybrid, we replace the vector stAR
(1) with a uniform vector ut

1 ← Rn, i.e., the corresponding tuple is

(R(1),R(2),ut
1,R

(1)SB ,SBR
(2),R(2)SC ,u

t
1SBR

(2)sC).
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• H2: In this hybrid, we replace R(2)sC with a uniformly chosen vector u2 ← Rn, i.e., the corresponding tuple is

(R(1),R(2),ut
1,R

(1)SB ,SBR
(2),u2,u

t
1SBu2).

• H3: In this hybrid, we replace the term ut
1SBu2 with a uniform element u← R, i.e., the corresponding tuple is

(R(1),R(2),ut
1,R

(1)SB ,SBR
(2),u2, u).

• H4: In this hybrid, we replace ut
1 with stAR

(1), i.e., the corresponding tuple is

(R(1),R(2), stAR
(1),R(1)SB ,SBR

(2),u2, u).

• H5: This corresponds to “ideal” game, and we replace u2 with R(2)sC . So the tuple is

(R(1),R(2), stAR
(1),R(1)SB ,SBR

(2),R(2)sC , u).

Now we show that consecutive hybrids are indistinguishable, which implies the security of the key exchange protocol.

• H0
c
≈ H1: By applying Theorem 3.1 and 3.2, if R ← Rn×n and s ← Rn then we have (R, stR)

c
≈ (R,ut).

Assuming there is an attacker A that distinguishes H0 and H1, we construct an attacker B that distinguishes
(R, stR) and (R,ut). Given a pair of the form (R, rt) (where r is either stR or random), the reduction
(uniformly) samples R(2) ← Rn×n,SB ← Rn×n, sC ← Rn and sets R(1) := R. It then runs A on the
following tuple

(R(1),R(2), rt,R(1)SB ,SBR
(2),R(2)sC , r

tSBR
(2)sC).

Observe that if rt = stR, the tuple corresponds toH0. If rt is random, the tuple corresponds toH1. Hence, the
reduction perfectly simulatesH0 orH1. It follows thatH0

c
≈ H1.

• H1
c
≈ H2: This is similar to the proof ofH0

c
≈ H1.

• H2
c
≈ H3: For two vectors x ∈ Rn1 and y ∈ Rn2 , let T(x,y) be an n1 by n2 matrix whose ij’th entry is xiyj .

We remark that we use the same notation for row vectors as well, so clearly we have

T(x,y) = T(xt,yt) = T(xt,y) = T(x,yt).

By Theorem 3.2, we know that if x and y are two uniformly chosen vector of ring elements then T(x,y) is
computationally indistinguishable from a uniform matrix U ∈ Rn1×n2 . Let x,y, r1, r2 ← Rn be four uniformly
chosen vectors. Since statistical distance cannot be increased by applying a (randomized) function, by Lemma 3.6
it follows that (

T(x, r),T(r′,y),u1,T(x, r
tSB),T(SBr

′,y),u2,u
t
1SBu2

)
s
≈
(
T(x, r),T(r′,y),u1,T(x, r

tSB),T(SBr
′,y),u2, u

)
.

UsingR-module homomorphism of F we get(
T(x, r),T(r′,y),u1,T(x, r)SB ,SBT(y, r

′),u2,u
t
1SBu2

)
s
≈ (T(x, r),T(r′,y),u1,T(x, r)SB ,SBT(y, r

′),u2, u) .

By Theorem 3.2, we know that (T(x, r),T(r′,y))
c
≈ (R(1),R(2)) where we have R(1),R(2) ← Rn×n. By

plugging in the corresponding terms, it follows that

(R(1),R(2),ut
1,R

(1)SB ,SBR
(2),u2,u

t
1SBu2)

c
≈ (R(1),R(2),ut

1,R
(1)SB ,SBR

(2),u2, u).
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• H3
c
≈ H4: This is similar to the proof ofH0

c
≈ H1.

• H4
c
≈ H5: This is similar to the proof ofH0

c
≈ H1.

Proof. [Theorem 3.3] The idea is similar to the proof ofH2
c
≈ H3 in the previous lemma. By Lemma 3.7, we know that(

R(1),R(2), stAR
(1),R(1)SB ,SBR

(2),R(2)sC , s
t
AR

(1)SBR
(2)sC

)
c
≈

(
R(1),R(2), stAR

(1),R(1)SB ,SBR
(2),R(2)sC , u

)
.

Let x← Rn be a uniform vector. Since T(stAR
(1),x) and T(x, u) can be computed in polynomial time, it follows that(

R(1),R(2),T(x, stAR
(1)),R(1)SB ,SBR

(2),R(2)sC ,T(x, s
t
AR

(1)SBR
(2)sC)

)
c
≈

(
R(1),R(2),T(x, stAR

(1)),R(1)SB ,SBR
(2),R(2)sC ,T(x, u)

)
.

UsingR-module homomorphism of F we get(
R(1),R(2),T(x, stA)R

(1),R(1)SB ,SBR
(2),R(2)sC ,T(x, s

t
A)R

(1)SBR
(2)sC

)
c
≈

(
R(1),R(2),T(x, stA)R

(1),R(1)SB ,SBR
(2),R(2)sC ,T(x, u)

)
.

By Theorem 3.2, we know that (T(stA,x),T(x, u))
c
≈ (SA,u

t) where SA ← Rn×n and u← Rn. By plugging in the
corresponding terms, it follows that(

R(1),R(2),SAR
(1),R(1)SB ,SBR

(2),R(2)sC ,SAR
(1)SBR

(2)sC

)
c
≈

(
R(1),R(2),SAR

(1),R(1)SB ,SBR
(2),R(2)sC ,u

)
.

By a similar argument if y← Rn, we have(
R(1),R(2),SAR

(1),R(1)SB ,SBR
(2),R(2)T(sC ,y),SAR

(1)SBR
(2)T(sC ,y)

)
c
≈

(
R(1),R(2),SAR

(1),R(1)SB ,SBR
(2),R(2)T(sC ,y),T(u,y)

)
.

By Theorem 3.2, we know that (T(sC ,y),T(u,y))
c
≈ (SC ,U) where SA ← Rn×n and U← Rn×n. By plugging in

the corresponding terms, it follows that

(R(1),R(2),SAR
(1),R(1)SB ,SBR

(2),R(2)SC ,SAR
(1)SBR

(2)SC)
c
≈ (R(1),R(2),SAR

(1),R(1)SB ,SBR
(2),R(2)SC ,U),

and the proof is complete.

Generalizing to Any Number of Parties. Now we describe a k-party NIKE protocol for any k. Similar to the 3-party
case, let S : X ×G→ R be a ring-embedded homomorphic synthesizer, and assume that m and n be integers such
that m > 3 log|G| and n > 6m2 log(|R|). Let R = Mm(R) denote m by m square matrices matrices over R, and
let R(1), . . . ,R(k−1) be k − 1 matrices that are uniformly chosen fromRn×n (published as public parameters). The
protocol is described as follows:

• Party 1 chooses its randomness S1 ← Rn×n, and publishes P1 = S1R
(1).

• Each party i (for 2 ≤ i ≤ k − 1) chooses its randomness Si ← Rn×n, and publishes (P(1)
i ,P

(2)
i ) where

P
(1)
i = R(i−1)Si , P

(2)
i = SiR

(i).
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• Party k chooses its randomness Sk ← Rn×n and publishes Pk = R(k−1)Sk.

• The final shared secret is S = S1R
(1)S2R

(2) · · ·Sk−1R
(k−1)Sk. Each party computes the final secret S as

S = S1P
(1)
2 P

(1)
3 · · ·P

(1)
k−1Pk (Party 1)

= P1P
(2)
2 · · ·P2

i−1SiP
(1)
i+1 · · ·P

(1)
k−1Pk (Party i for 2 ≤ i ≤ k − 1)

= P1P
(2)
2 P

(2)
3 · · ·P

(2)
k−1Sk (Party k).

The security proof for the aforementioned protocol is similar to the proof of Theorem 3.3, and we sketch an
argument here. Let the following matrices(

{Si}i∈[k], {R(i)}i∈[k−1],P1, {P(1)
i ,P

(2)
i }i∈[k−1],Pk, S

)
,

be defined as in the protocol. It is enough to show that(
{R(i)}i∈[k−1],P1, {P(1)

i ,P
(2)
i }i∈[2,k−1],Pk, S

)
c
≈
(
{R(i)}i∈[k−1],P1, {P(1)

i ,P
(2)
i }i∈[2,k−1],Pk,U

)
where U ← Rn×n is a uniform matrix. First, observe that similar to the 3-party case, it is sufficient to prove the
following weaker version of the protocol(

{R(i)}i∈[k−1],P1, {P(1)
i ,P

(2)
i }i∈[2,k−1],R

(k−1)sk,S1R
(1) · · ·Sk−1R

(k−1)sk

)
c
≈
(
{R(i)}i∈[k−1],P1, {P(1)

i ,P
(2)
i }i∈[2,k−1],R

(k−1)sk,u
)
,

where kth party used a vector (instead of a matrix) as its secret. To prove the latter, first we replace R(k−1)sk with a
uniform vector u′. We then replace R(k−1) with T(r,x) where r,x are uniform vectors inRn. By Theorem 3.2, we
need to prove that (

{R(i)}i∈[k−2],T(r,x),P1, {P(1)
i ,P

(2)
i }i∈[2,k−1],u

′,S1R
(1) · · ·Sk−1u

′
)

c
≈
(
{R(i)}i∈[k−2],T(r,x),P1, {P(1)

i ,P
(2)
i }i∈[2,k−1],u

′,u
)
,

and hence it is enough to show that(
{R(i)}i∈[1,k−2], r,P1, {P(1)

i ,P
(2)
i }i∈[2,k−2],R

(k−2)Sk−1,Sk−1r,u
′,S1R

(1) · · ·R(k−2)Sk−1u
′
)

c
≈
(
{R(i)}i∈[1,k−2], r,P1, {P(1)

i ,P
(2)
i }i∈[2,k−2],R

(k−2)Sk−1,Sk−1r,u
′,u

)
.

Observe that if Sk−1r were not present in the tuples above, then the computational indistinguishability of two tuples
would follow from the security of (k−1)-party key exchange protocol. To get around this problem, we can replace Sk−1

with the sum of a uniform “kernel” matrix and a uniform “coset representative” matrix (as in the proof of Lemma 3.6).
An argument similar to that of proof of Lemma 3.6 implies that(

{R(i)}i∈[1,k−2], r,P1, {P(1)
i ,P

(2)
i }i∈[2,k−2],R

(k−2)Sk−1, û,u
′,S1R

(1) · · ·R(k−2)Sk−1u
′
)

c
≈
(
{R(i)}i∈[1,k−2], r,P1, {P(1)

i ,P
(2)
i }i∈[2,k−2],R

(k−2)Sk−1, û,u
′,u

)
,

where û is uniform and independent of any other randomness. It is easy to see that the tuples above are computationally
indistinguishable based on the security of (k − 1)-party key exchange protocol. The rest of the proof is almost identical
to the 3-party case, and hence we omit the details.
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Remark 3.8. We remark that in the constructions and proofs above, we never used the fact that the output ring R of the
ring-embedded homomorphic synthesizer is commutative. The reader may note that for any nontrivial ring R, the matrix
ring Mn(R) for any n ≥ 2 is noncommutative. Therefore, all the constructions inherently rely on noncommutative
matrix rings, and hence some of the known algorithms to solve a system of linear equations over certain commutative
rings are not applicable here.

Remark 3.9. Our construction of NIKE is “asymmetric” in the sense that each party performs different operations
to create its message based on the ordering of the parties. This is similar in flavor to the asymmetric two-party key
exchange protocol from LWR [Pei14]. We leave it as an open question to extend/modify our protocol to satisfy the
“symmetric” definition of multiparty NIKE where the parties do not need prior knowledge of such an ordering (as in the
construction of three-party NIKE from bilinear maps [Jou04]). Unfortunately, such as extension is not straightforward
since our construction relies exclusively on noncommutative matrix multiplication operations over the output ring
of the RHS. By contrast, the construction of three-party NIKE from bilinear maps inherently relies on commutative
multiplication of field elements in the exponent, which allows it to satisfy the symmetric definition of NIKE.

4 Impossibility of Field-embedded Homomorphic Synthesizers
It is natural to ask whether it is possible to have a stronger version of an RHS where the output space is a field with
efficiently computable field operations (we call such a primitive a field-embedded homomorphic synthesizer). In this
section, we formally define Field-embedded Homomorphic Synthesizer (FHS) and show that there is no (secure) FHS.
Previously, Maurer and Raub [MR07] showed that (secure) field-homomorphic one-way permutations are not realizable,
and our work extends their result to synthesizers (and weak PRFs). Since a field KHwPRF1 trivially implies an FHS, it
follows that field KHwPRF is impossible to realize as well.

Definition 4.1. (Field-embedded Homomorphic Synthesizer.) A Field-embedded Homomorphic Synthesizer (FHS)
S : X ×G→ F is a synthesizer with following properties:

• (G,⊕) is an efficiently samplable (finite) group with efficiently computable group operation.

• (F,⊞,⊠) is an efficiently samplable (finite) field with efficiently computable field operations.

• For any x ∈ X the function S(x, ·) : G→ F is a group homomorphism, i.e., for any x ∈ X and g1, g2 ∈ G we
have

S(x, g1 ⊕ g2) = S(x, g1)⊞ S(x, g2).

Let S : X × F̄ → F be a field-embedded homomorphic synthesizer, and fix an integer m > 3 log |F̄ |. If
F← Fm×m and s← {0F , 1F }m, by Theorem 3.1 it follows that

(F,Fs)
c
≈ (F,u),

where u← Fm is a uniformly chosen vector of field elements. We define the set S as

S = {Fs : s ∈ {0F , 1F }m}.

Since |F | = λω(1), i.e., the field F is superpolynomially large in λ (otherwise it is easy to describe an attack), it
follows that

• F is a full-rank matrix with high probability.

• Pr[u ∈ S] ≤ negl(λ) where the probability is taken over the randomness of F and u.

1A field KHwPRF F : K × X → Y is a stronger version of RKHwPRF where K,Y are fields and for any input x ∈ X we have a field
homomorphism from K to Y induced by F (·, x).
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Given a pair of the form (F, c) where either c = Fs or c is a uniform vector over Fm, the attacker solves the (linear)
equation Fx = c and checks whether the solution is binary. Notice that Gaussian elimination is possible since the
field operations (including inverse) can be efficiently done in F . If there exists a binary solution, the attacker outputs
1. Otherwise, it outputs 0. It is easy to see that the advantage of the attacker in distinguishing (F,Fs) and (F,u) is
1− negl, and hence there is no (secure) field-embedded homomorphic synthesizer.

Finally, our impossibility result also extends to a wider class of rings where one can efficiently perform the inversion
operation (provided that the inverse exists). We remark that there exist rings where only a negligible fraction of the ring
elements do not have inverses.
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