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Abstract Off-chain is a common approach to deal with the scalability problem of blockchain networks. It enables users to
execute multiple payments without committing each of them to the blockchain by relying on predefined payment channels. A
pair of users can employ a payment even without a direct channel between them, via routing the payment through off-chain
channels involving other intermediate users. Users together with the off-chain channels form a graph, known as the off-chain
network topology. The off-chain topology and the payment characteristics affect network performance such as the average
number of intermediate users a payment is routed through, the amount of fees, or channel capacities needed to successfully
route payments. In this paper, we study two basic problems in off-chain network design. First, efficiently mapping users to
an off-chain topology with a known structure. Second, constructing a topology of a bounded number of channels that can
serve well users with associated payments. We design algorithms for both problems and evaluate them based on real data
from Raiden, the off-chain extension for Ethereum.
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1 Introduction

Cryptocurrencies are digital currencies that use cryptographic functions to conduct financial transactions (payments). Payments
are recorded on a digital public ledger, also called a Transaction Blockchain, enabling decentralization, transparency, and
immutability [1]. Cryptocurrencies have a common main problem: Scalability - the ability to cope with the influx of a large
number of payments at a time. This refers to the rate limitation of blockchains in processing payments since typically, every
payment is recorded into the chain. While Visa and Mastercard can handle thousands of payments per second, Bitcoin’s and
Ethereum’s maximum rates are 7 and 15 payments per second, respectively [2].

Off-chain networks are a leading solution for the scalability problem [3] [9] [10]. While there are different types of
off-chain networks, all share the same conception. An off-chain network enables taking payment operations outside of the
blockchain. Participants can use payment channels to make multiple payments with each other, without the need to commit
every payment to the blockchain, as long as the accumulated sum of transferred tokens (units of the cryptocurrency) in each
channel is within some predefined bounds. The blockchain is only involved when the participants create and close a payment
channel, when they disagree on the results, or when failing to serve a payment.

Two users u1 and u2 in the off-chain network can establish a bidirectional payment channel used to serve payments.
To open a bidirectional payment channel, u1 and u2 deposit the amount of tokens they want to trade, sending a payment
on-chain. As long as the payment channel is open this amount of tokens is locked on it. The channel is characterized with a
pair of (non-negative) capacities (c(u1,u2), c(u2,u1)) satisfying c(u1,u2), c(u2,u1) ≥ 0, which specify the amount of tokens on
channel owned by u1 and u2, respectively. The distribution of the locked value among the users of a channel changes based
on their transfers, but the sum of the values remains constant as long as on-chain payments are not involved.

Users as nodes and payment channels as edges imply a graph, known as the off-chain topology graph. The off-chain
network allows two participants without a direct channel between them to send payments via a multi-hop path. For example,
assume that user u1 wants to pay user u2, given that they do not have a direct channel between them but both have a direct
channel to user u3. Then, u1 can use the path u1 → u3 → u2 through u3 to pay u2. When routing a payment through
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Fig. 1: Illustration of pending payments Fig. 1(a), and channel topologies with mappings to serve them (Fig. 1(b)-1(d)). Fig. 1(b)-1(c) have an identical
topology but with different mappings while the topology in Fig. 1(d) is different. An evaluation metric can be the average hop count using shortest path
routing.

a channel, the channel’s capacity changes according to the tokens transfer. Most of the off-chain previous works focus on
optimizing the routing of the payment, improving the channels capacity balancing, and enhancing privacy and security [11]
[12] [13]. Our approach relates the off-chain network design to traditional graph embedding methods that have been studied
for communication networks [27] [28].

One of the limits of off-chain networks is their bounded number of channels, since each action of opening or closing
a channel necessitates an on-chain transaction, therefore affecting the scalability issue of the on-chain that the off-chain is
trying to solve [14]. In this sense, off-chain networks should be sparse but still improve the performance of payments. In this
paper, we learn the impact of off-chain network structure on its performance. The topology structure of the network as well as
the location of each user directly affects the performance. For example, as the number of hops in a routing path from sender
to recipient can affect the latency in implying a payment, the existence of a direct channel between a pair of users making
frequent payments, would certainly allow good performance. The average number of hops is one of many matrices that can
be used to measure performance, in addition to total expected fees, maximum needed channel capacity, etc.

We study two main questions:
(1) Given an off-chain network topology and demand for particular payments, where to place each user in this topology?
(2) Given the payments demand, how to construct a matching network topology?
An illustration is given in Fig. 1 with four users u1, . . . , u4; First, Fig. 1(a) describes the payment requests that have to

be served. There are a total of 1 + 7 + 2 = 10 payments, sent by u1 and u2 such that 7 of the payments are sent from u1 to
u3. Next, Fig. 1(b)-1(d) show topology graphs for serving the payment requests. Fig. 1(b) and Fig. 1(c) show two options of
mapping users to nodes in the same off-chain topology. In Fig. 1(b) users u1 and u3 do not have a direct channel, so each
time user u1 wants to pay u3 it has to send its payment through u4, involving two payment channels. On the other hand, in
an alternative mapping of nodes to the same topology in Fig. 1(c), there exists a direct channel between u1 and u3 allowing
to reduce the number of involved channels in serving the common payments in comparison to Fig. 1(b).

In addition, an alternative off-chain topology with the same number of channels can correlate better with the payment
requests for further improving average path length (number of hops). In Fig. 1(d) user u1 has a direct payment channel to
each of the other users, allowing all payment requests to be served efficiently through a single channel. Indeed, this topology
and mapping are ideal upon trying to reduce payment path lengths in serving the demand of Fig. 1(a). This illustrates the
impact of the topology selection and the user mapping to the topology on the network efficiency.

Contributions: We make the following contributions:
(i) We define two fundamental optimization problems in the design of off-chain networks (Section 3.2).
(ii) We overview basic topologies and refer to fundamental properties of the problems (Section 4).
(iii) We present efficient solutions for the problems for common scenarios (Section 5).
(iv) We analyze real off-chain Raiden data and evaluate the algorithms for such real payment information (Section 6).

2 Related Work

Different off-chain networks exist in the blockchain world like Lightening [9] [15] for Bitcoin, Raiden [10] for Ethereum,
and the TeeChain network [16] that executes payments asynchronously with respect to the underlying blockchain. Perun [17]
is an off-chain channel system that offers an efficient method for connecting channels, instead of “routing payments” over
multiple channels. Perun uses a technique called “virtual payment channels” that avoids the involvement of the intermediary
for each payment, etc.

Most previous works on off-chain networks suggest improvements for routing schemes for payment transactions. For
example, Flash [12] makes a distinction between Mice, small frequent payments, and Elephant, large rare payment. To
obtain a balance between high throughput and probing overhead Flash routes mice payments by choosing randomly static
paths from the routing table. While it splits elephant payments to maximum k paths and routes them by a modified max-flow
algorithm, which finds the maximum amount of flow that the off-chain topology allows from sender to recipient considering
the capacity changes of the channels. Spider [11] focuses on improving the number and volume of successfully routed
payments on off-chain, by keeping payment channels balanced. Spider packetizes payments and uses a multi-path congestion
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control transport protocol to ensure balanced utilization of channels and fairness across flows. Flare [18] is a routing
scheme for lightening network where nodes share their knowledge of the network in form of a routing table, that is used
to find paths to recipients but when it is impossible, determine beacon nodes that are likely to help in finding these paths.
SpeedyMurmurs [19] is a routing scheme that extends VOUTE [20] for decentralized Path-Based Transaction networks using
efficient and flexible embedding-based path discovery depending on the presence of landmark nodes. It is one of the most
privacy-preserving algorithms, but it suffers from low payment throughput because it does not consider dynamic channel
balance. HushRelay [21] is an efficient privacy-preserving routing scheme, taking into account funds left in each channel
while splitting a payment across several paths.

Several works on off-chain networks relate to security and privacy as of [22] which studies inherent limitations of Plasma
[23] (an example of an off-chain protocol). [24] identifies and analyzes a type of Denial-of-Service attack based on attracting
routes. It exploits the way transactions are routed and executed along the channels of the network in order to attract nodes to
route through the attacker. [25] provides an analysis of the trade-offs of fee cost efficiency and route discovery, which should
be confidential, in large-scale off-chain networks in which nodes behave strategically. [13] observes that path discovery may
harm privacy. In particular, they identify two threats of (i) probing attack (ii) timing attack, related to an active and a passive
adversary. Last, [26] proposes a simple but effective, multi-hop, anonymous, and privacy-preserving PCN (MAPPCN).

Beyond blockchain, our work relates to virtual network embedding in communication networks, which deals with the
efficient mapping of virtual nodes and virtual links onto the substrate network resources [27] and [28], when to our work
only the node mapping can be applicable. Similarly, recent works studied demand aware designs of communication networks
[29] and [30] where they suggest how to build a demand aware tree and continuous-discrete network designs, respectively.

3 Fundamentals of Off-chain Topologies

3.1 Model

We model an off-chain network as an undirected graph when nodes are users and an (undirected) edge e = e{u,v} illustrate
a payment channel between the pair of users connected by the edge, where the edge capacity ce = (c(u,v), c(v,u)) ≥ 0
reflects the amount of tokens locked on that payment channel on both directions: Locked by node u for potential payments
to v and by node v for potential payments to u. We refer to the locked tokens on a channel as channel capacity. Two users
connected through a direct channel can transfer money between them. In addition, even without such a channel, a payment
between two users can be served indirectly through a multi-hop path, a path of payment channels involving intermediate
nodes such that its two endpoints are the sender and the recipient, and each of its payment channels has enough capacity
to serve the payment. For example, if u1 can transfer x tokens to u2, when they both have direct channel to u3 such that
e{u1,u3} is direct channel between u1 and u3, e{u3,u2} is a direct channel between u3 and u2, and c(u1,u3), c(u3,u2) ≥ x.
The payment can be implemented through a payment of u1 to u3 along with a payment of u3 to u2. Such a payment path is
described as u1 → u3 → u2 and u3 can be incentivized with a fee for its participation. After serving the payment from u1
to u2 the capacity of the payment channels e{u1,u3} and e{u3,u2} changes from (c(u1,u3), c(u3,u1)) and (c(u2,u3), c(u3,u2)) to
(c(u1,u3) − x, c(u3,u1) + x) and (c(u2,u3) − x, c(u3,u2) + x).

The graph is called the off-chain topology graph since it describes the users and the payment channels between them.
This graph has similarity to a representation of the physical structure of a communication network, wherein communicating
devices appear as nodes and the connections between the devices are described as edges. We also define a demand matrix
DN×N betweenN users, that describes the payments pending to be served on the off-chain network. The diagonal ofDN×N
equals zero and element Di,j ≥ 0 ∀i, j ∈ [1 : N ] represents the payments from user i to j. For a demand matrix D,
we denote by SD =

∑
i,j∈[1:N ]Dij the total payments values and by CD =

∑
i,j∈[1:N ] I(Dij > 0) the count of distinct

payments where I(·) is the indicator function. We need to route payments according to the demand matrixD on the off-chain
network topology graph. DN×N can also be viewed as a directed pending payment graph. In such graph the nodes are
users and edges are pending payments. An edge es,r with a positive weight represents a pending payment of that value
from s to r. For instance, the graph in Fig. 1(a) corresponds to a demand matrix D with four rows and columns such that
D2,1 = 1, D1,3 = 7, D1,4 = 2 and Di,j = 0 for other indices, implying SD = 10 and CD = 3.

3.2 Optimization Problems

In an off-chain network, each user has its direct neighbors, those he shares his payment channels with. In our work, we focus
on off-chain network topology selection and user mapping. While network topology describes precisely the connection
between nodes, nodes mapping demonstrates users’ assignments to nodes of the topology. We define two fundamental
optimization problems for the off-chain network assuming some given routing scheme for payments. In the definitions a
function ψ(v1, v2) −→ R denotes the routing cost between two nodes v1, v2 ∈ V in a topology G = (V,E) following
some known routing scheme. Along the paper, we refer to a mapping of users to nodes in the topology which is an injective
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function, namely two users are necessarily mapped to different nodes of the topology. In particular, if the number of nodes in
the topology equals the number of users (|V | = N ) the mapping is a bijective function.

Problem 1 Static Mapping Given an off-chain network topologyG = (V,E) with |V | = N nodes, a demand matrixDN×N
which describes the pending payments and an evaluation metric Ψ(D,ψ) −→ R. The aim is to find a mapping φ : [1 : N ]→ V
for each user to a node in the topology graph minimizing the evaluation metric Ψ(D,ψ).

In the context of Problem 1 the evaluation metric refers to the weighted average of the routing cost:

Ψ(D,ψ) =
∑

∀(i,j)∈[1:N ]

Dij · ψ(φ(i), φ(j)) (1)

In the equation above, φ(i) is a mapping function, that maps user i to a node in the off-chain topology graph v ∈ V .

Problem 2 Dynamic Topology Given an off-chain topology graph G = (V,E) with |V | = N nodes, a demand matrix
DN×N describing pending payments between N users and an evaluation metric Ψ(D,ψ) −→ R. The aim is to dynamically
construct an off-chain network through the addition of payment channels to the topology of the graph G. The updated
topology should optimally route the CD payments of D, minimizing the evaluation metric Ψ(D,ψ).

The evaluation metric function for Problem 2 satisfies:

Ψ(D,ψ) = Θ(M) +
∑

∀(i,j)∈[1:N ]

Dij · ψM (i, j). (2)

The metric refers to the total cost of opening the new channels and routing the required payments. Θ(M) refers to the
cost to open M ≥ 0 new channels. The function ψM (v1, v2) returns the cost of routing a single token from sender node
v1 to recipient node v2 in the updated topology graph (obtained from G after the addition of the M new channels). As a
new established channel might be available for a bounded time till its capacity is saturated, we refer to its establishment cost
although it can be helpful also in serving additional future payments.

3.3 Evaluation Metrics

In both problems the evaluation metrics of a solution take into account the routing cost function ψ(v1, v2) −→ R between two
nodes v1, v2 ∈ V in a topology G = (V,E). Thus solving the problems with different cost functions can lead to different
off-chain networks even for the same demand matrix. Some examples of routing cost functions can be:

1. Hop count (distance between sender and recipient pairs). Here the function ψ(v1, v2) returns the number of edges in a
shortest path between nodes v1, v2.

2. Transmission fees. Here ψ(v1, v2) returns the amount of fees paid to intermediate nodes along a path between nodes
v1, v2.

For both Problems 1 and 2, if there is no path connecting two nodes v1, v2 (they appear in different connecting components)
then the functions ψ(v1, v2) and ψM (v1, v2), respectively, take the value of∞. For Problem 2, the evaluation metric takes
into account the cost of opening the additional payment channels. Typically, establishing a payment channel requires the
deposit of its two capacities.

For Problem 1 we focus on hop count, trying to find a mapping minimizing the average distance between the sender and
recipient pairs. Therefore we aim to minimize the evaluation metric Ψ defined in Eq. (1):

minΨ(D,ψ) (3)

In this case function ψ(v1, v2) returns the distance (of the shortest path) between sender node v1 and recipient node v2 in
topology graph G, and entry Dij represents the number of pending payments from user i to user j.

For example in Fig. 1 when comparing the mapping φ1 in Fig. 1(b) with the mapping φ2 in Fig. 1(c):

Ψ1(D,ψ) = 1 · 1 + 7 · 2 + 2 · 1 = 17

Ψ2(D,ψ) = 1 · 2 + 7 · 1 + 2 · 1 = 11

The second mapping φ2 implies a shorter average distance.
Problem 1 can be viewed as an instance of the Quadratic Assignment Problem (QAP) problem [34] from the field of

facilities location problems.

Definition 1 Quadratic Assignment Problem (QAP) Given areN users and a demand matrixDN×N whereDi,j describes
the amount of traffic sent from user i to user j. A graph G = (V,E) with |V | = N is given with a known distance between
any pair of nodes. The goal is to map users to nodes such that the weighted average distance is minimized.
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Fig. 2: Dynamic topology: An initial state of an off-chain network G = (V,E) in Fig. 2(a), and its possible extensions to three different topologies Fig.
2(b)-2(d) to serve the payments from DN×N

Star Ring Expander HyperX
Parameters Regularity k Dimensions S1, . . . , SL
Diameter 2 1

2
·N O(log(N)) L

Number Of Edges N − 1 N 1
2
·N · k 1

2
·N ·

∑L
i=1(Si − 1)

Table 1: Topology graph G = (V,E) with |V | = N nodes

QAP is an NP-hard problem and moreover it was shown that there are no approximation algorithms for any constant
factor [35]. A common assumption is that finding optimal solutions to QAP problems of size greater than 15 is impossible.
In the case of evaluating the distance between two nodes based on hop count, all distances are integers and are affected

by the location of the nodes unlike the allowed distances in the QAP problem that can be arbitrary. Besides, we focus on
particular topologies rather than general graphs. This allows developing solutions carefully designed for particular topologies
and despite the hardness of the general problem we can derive guarantees on the solutions for some topologies.

We optimize Problem 2 while referring to the cost Θ(M) of opening M new channels, which can be expensive, since
opening a new channel requires an on-chain transaction with higher fees, in addition to the routing cost of payments. Here,
we measure the routing cost based on the second evaluation metric considering the routing fees in the obtained topology
following the addition of the new channels. Function Θ(M) refers to the fee required to open M ≥ 0 new channels and
function ψM (v1, v2) to fees for routing a single token from sender node v1 to recipient node v2 in the obtained topology.

We look at the example shown in Fig. 2 for Problem 2. Given the initial state Fig. 2(a) of the topology with three nodes
(users) {v1, v2, v3} ∈ V , one single payment channel e{v1,v2} ∈ E, and two pending payments one from v1 to v3 of 5 tokens,

the other of single token from v2 to v3, D =

0 0 5
0 0 1
0 0 0

. Assuming routing fee of 0.05 tokens through channel and 2 token

fee for opening a new channel. We compare three topologies from Fig. 2(b)-2(d):

Ψ̃1(D,ψ) = 2 + 5 · 0.05 + 1 · 0.05 · 2 = 2.35

Ψ̃2(D,ψ) = 2 + 5 · 0.05 · 2 + 1 · 0.05 = 2.55

Ψ̃3(D,ψ) = 2 · 2 + 5 · 0.05 + 1 · 0.05 = 4.3

As we see, in case of initial topology Fig. 2(a) and demand matrix D, the best subsequent topology would be the topology
described in Fig. 2(b).

4 Topologies for Off-chain Networks

Off-chain topologies and communication networks can both be restricted in their service due to their structure or potential link
capacities. Inspired by that similarity, we overview common communication network topologies for the off-chain usecase.
In particular, we refer to each topology to its number of edges and the diameter (maximal distance between a pair of nodes).
Table 1 summarizes the qualities of the topologies above. In the following sections, we detail mapping algorithms for such
topologies and examine their suitability through evaluating their performance

(i) The star topology - This is a simple basic network topology in which all the network nodes are individually connected
to a central point of communication. When a node wants to communicate with another node, it passes on the data to the
central hub and the central hub forwards the data to the destination. It has a diameter of 2 and N − 1 edges connect the
N nodes. Previous work [3] [4] motivated the use of the star topology for payment channels systems with the option of
the central node in the topology to serve as a payment channel hub. The topology also benefits from simple low routing
complexity and can enjoy low routing fees.

(ii) The ring topology - In this topology, nodes create a circular data path. Each node is connected to its two adjacent
nodes, like points on a circle. In this topology data travels from sender to recipient through intermediate nodes, clockwise
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Fig. 3: Illustration of construction of a 2−regular Random Bipartite Expander (Algorithm 1) with six nodes through k = 2 iterations.

or anti-clockwise until it reaches the recipient. For N nodes the diameter is N
2 and the number of payment channels in the

topology equals the number of nodes N .

Algorithm 1: Random Bipartite Expander Construction Algorithm
Input:
N : number of nodes in G = (V,E)
k: node degree

Output:
HN×k: neighbors matrix of G = (V,E)

initialize index[] with indexes from 1 to N
for j ← 1 to k do

randomly permute the second half of index[], making sure that no index[i] holds one of its previous values
for i← 1 to N

2
do

H[i][j] = index[N
2

+ i]

H[index[N
2

+ i]][j] = i

(iii) Expanders are graphs conserving two main properties: sparseness and high connectivity. This is equivalent to having
a relatively small overall number of edges that allow short distances between nodes. An undirected graph G = (V,E) in
which every relatively small subset S of vertices expands quickly, in the sense that it is connected to many vertices in the set
V \ S of complementary vertices, is a good expander.

In this paper, when constructing expanders we focus on k−regular graphs. In such graphs, we measure expansion
parameter according to spectral property, which is an algebraic definition based on the eigenvalues of the adjacency matrix
A(G) that defines the graphs, where Ai,j = Aj,i is the number of edges between vertices i and j with values in the range
[0, k]. The spectral gap is the difference between the absolute values of the two largest eigenvalues of matrix A(G), and
in k−regular graph case, it equals k − |λ2|, when λ2 is the second largest eigenvalue. For a better expander, we need to
maximize the spectral gap thus minimize |λ2|. In particular, a special family of k−regular graphs known as Ramanujan [5]
are the best spectral expanders with the largest spectral gap. Intuitively, Ramanujan graph a is k−regular graph where all
eigenvalues of its adjacency matrix, except for ±k, satisfy |λi| ≤ 2 ·

√
k − 1.

We choose to work with bipartite k−regular random graphs. For larger graphs with a higher number of nodes, the bipartite
k−regular random graphs generate good expander that is almost Ramanujan [6]. Algorithm 1 describes the construction of
the bipartite random expanders we used. The matrix HN×k lists for each user i its k neighbors that are randomly permuted k
times. Fig. 3 illustrates a construction of 2−regular random bipartite graph following the algorithm.

(iv) HyperX topology (described by Ahn et al., 2009 [7]) organizes nodes in a lattice of L dimensions. The HyperX
topology is common in the design of datacenter communication networks [8]. The number of nodes in a dimension can vary
and is denoted by Si ≥ 2 for dimension i ∈ [1, L] such that without loss of generality S1 ≤ S2 ≤ . . . ≤ SL. A node is
represented by an integer coordinate vector X = (x1, . . . xL) such that xi ∈ [0, Si − 1] and the total number of nodes is
N =

∏L
i=1 Si.

Connectivity: Each node is connected to all other nodes by which it differs by (exactly) a single value of the coordinate
vector. Links are all bidirectional. In particular, a node is connected to Si − 1 other nodes from which it differs in the value
of dimension i. We denote by d the total number of nodes each node is connected to, satisfying d =

∑L
i=1(Si− 1). The total

number of edges in the topology is 1
2 · N · d = 1

2 ·
∏L
i=1 Si ·

∑L
i=1(Si − 1). The diameter of the topology is the number

of dimensions L. In a regular HyperX topology, the number of nodes in a dimension is fixed S1 = . . . = SL = S such that
N = SL. Here the diameter satisfies L = logS(N).

Fig. 4 illustrates a HyperX topology of L = 3 dimensions with S1 = 2, S2 = S3 = 3 andN = 2 ·3 ·3 = 18 nodes. Links
along three dimensions are shown in dashed red, dotted black and solid blue. Each node is connected to d =

∑L
i=1(Si−1) =

(2−1)+(3−1)+(3−1) = 5 other nodes. The number of edges is 1
2 ·
∏L
i=1 Si ·

∑L
i=1(Si−1) = 1

2 · (2 ·3 ·3) · (1+2+2) =
1
2 · 18 · 5 = 45.
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5 Static Mapping and Dynamic Topology Solutions Design

5.1 Overview of the Algorithms

Problem 1 looks for improving off-chain performance by enhancing the placement of the users in a given off-chain topology.
We achieve that by mapping pairs of users with a high interaction to close nodes in the topology graph. Our Algorithm’s
general structure consists of the input (i) Topology (ii) Demand matrix / Pending payment graph. Its output includes (i) User
mapping, (ii) Routing scheme. In such a scheme we adopt a constant cost function that refers to the distance between nodes,
reflecting the behavior of the evaluation metric. We design various mapping algorithms for the topologies of a star, ring, and
expander. The output of our mapping algorithm is an off-chain network where each user is mapped to a single node in the
given topology, as well as a routing scheme that specifies how to route payments in the off-chain network.

In Problem 2 one has to dynamically construct an off-chain network topology aiming to minimize the total spent fees.
We attain that by adding channels to the network topology that minimizes the fees spent while serving payments off-chain.
The general structure of our Algorithm is as follows: Input of (i) Topology (ii) Demand matrix / Pending payment graph.
Output of (i) Updated topology, (ii) Routing scheme. We consider constant cost function that reflects the evaluation metric,
computing fees for serving demand payments.

For both Problem 1 and 2 we assume a given network topology G(V,E), and a demand matrix DN×N , when ∀i, j ∈ [1 :
N ] −→ Di,j describes the number of payments from i to j, in Problem 1, and the amount of tokens in payments from i to j,
in Problem 2. To simplify the problems we assume shortest path routing, for future work we suggest studying mapping and
topology problems with more complicated routing schemes.

At the first iteration of off-chain construction, all the users have the information about the payments pool from the data
available on-chain, therefore, construction the off-chain can be completed in a decentralized manner, where each user runs
the related algorithm locally with the same payments pool as other users. To enable updating the off-chain network topology
dynamically in a decentralized manner, we let each user collect information of all pending payments (rather than only those
the user is involved in). This allows computing the algorithm similarly by all users so that each user is aware of the same
required update of the topology.

5.2 Traffic Aware User Mapping Algorithm

For each of the three topologies, we develop a concurrent mapping algorithm that improves average path length.
For star we map the user of the highest number of payments to the center of the star, see Algorithm 2. We explain that

such a mapping is indeed optimal among all mappings for the topology, namely, it minimizes the value of the cost function.

Theorem 1 The mapping found by Algorithm 2 finds an optimal mapping over all mappings for the star topology.

Proof. If center is the index of the user mapped to the topology center, the value of the evaluation metric function for
star topology is:

Ψ(D,ψ) = 2 · SD −
( ∑
i∈[1:N ]

Dcenter,i +
∑

i∈[1:N ]

Di,center

)
.

(0,0,0) (1,0,0)

(0,2,2) (1,2,2)

(0,2,0) (1,2,0)

(0,0,2) (1,0,2)

(0,1,0) (1,1,0)

(0,1,2) (1,1,2)

(0,0,1) (1,0,1)

(0,2,1) (1,2,1)

(0,1,1)

(1,1,1)

Fig. 4: HyperX topology illustration of L = 3 dimensions with S1 = 2, S2 = S3 = 3. There are N =
∏L
i=1 Si = 2 · 3 · 3 = 18 nodes,

each represented by three coordinates. Links along the different dimensions are shown in different colors and line styles. Each nodes is connected to
d =

∑L
i=1(Si − 1) = (2− 1) + (3− 1) + (3− 1) = 5 other nodes.
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Algorithm 2: Star Mapping Algorithm
Input:

Star Topology Graph G = (V,E) with |V | = N
Demand Matrix DN×N

Output:
User→Node Mapping function φ

degree[i]← 0
for j ← 1 to N do

degree[j]←
∑
i∈[1:j] (Di,j +Dj,i)

maxD ← User of highest degree in degree[]
j ← 1
for i← 1 to N do

if i == maxD then
φ(maxD) = v0 (central node)

else
φ(i) = vj
j ← j + 1

Algorithm 3: Ring Mapping Algorithm
Input:

Ring Topology Graph G = (V,E) with |V | = N
Demand Matrix DN×N

Output:
User→Node Mapping Function φ

M ← ∅ (mapped users), Q← ∅ (mapped nodes)
pairDegree[(i, j)]← 0
foreach j ∈ [1 : N ] and i ∈ [1 : j] do

pairDegree[(i, j)]← (Di,j +Dj,i)
pairs[]← sorted pairDegree[] in decreasing order
foreach pair u1, u2 ∈ pairs[] do

if u1, u2 /∈M then
nodeID ← Random()
while vnodeID ∈ Q ‖ vnodeID+1 ∈ Q do

nodeID ← Random()
φ(u1)← vnodeID
φ(u2)← vnodeID+1

else if u1 ∈M and u2 /∈M then
nodeID ← closest ID to φ(u1) & vID /∈ Q
φ(u2)← vnodeID

else if u1 /∈M and u2 ∈M then
nodeID ← closest ID to φ(u2) & vID /∈ Q
φ(u1)← vnodeID

M =M ∪ {u1} and/or M =M ∪ {u2}
Q = Q ∪ {vnodeID} and/or Q = Q ∪ {vnodeID+1}

While SD is fixed for all mappings, by locating as the center of the topology the user with maximum payments, we maximize
(
∑
i∈[1:N ]Dcenter,i +

∑
i∈[1:N ]Di,center) and minimize Ψ(D,ψ).

For ring we make sure to map pairs with the highest common number of payments to direct neighbors when possible.
Otherwise, when one of the users is already mapped, we try to find the closest node to it and map the other user, as described
in Algorithm 3.

For expander we examined multiple k−regular random expander where each user has k neighbors, here again, we make
sure to map pairs of users of high interaction to neighbor nodes in the topology graph, and in case it is not possible we
randomly map them to other, being aware of the fact that in good expanders nodes exist within a short distance in high
probability. First we sort in, decreasing order, all pairs of users according to their communication degree (degree[(i, j)] =
Di,j + Dj,i). Then we go over the sorted pairs, in case both users are still not mapped yet, we try to find them a pair of
neighbor nodes in the topology graph and map them to these nodes, if we are not able to find such nodes, we map them to
random nodes and continue to the next pair. otherwise, when one of the users is already mapped we try to find a neighbor
node of this user to map the other user, when no such no exists we map the other user to a random node and continue to the
next pair, see Algorithm 4.

The mapping algorithm for HyperX can be found in Algorithm 5. We assign users to nodes in the topology iteratively.
We go over nodes in the topology according to the order of the dimensions. For each node we select the user that benefits the
most from locating it in the node according to the distribution of its payments demand to each of previously assigned users.
While the diameter of the topology is L, the distance to previously assigned nodes is in the range 1, . . . , L. Intuitively, we
select to assign to the current node the user that sends a large portion of its traffic to users located close to the considered
node of the topology.



Demand-aware Channel Topologies for Off-chain Blockchain Payments 9

Algorithm 4: Expander Mapping Algorithm
Input:

Expander Topology Graph G = (V,E) with |V | = N
Demand Matrix DN×N

Output:
User→Node Mapping function φ

M ← ∅ (mapped users), Q← ∅ (mapped nodes)
pairDegree[(i, j)]← 0
foreach j ∈ [1 : N ] and i ∈ [1 : j] do

pairDegree[(i, j)]← (Di,j +Dj,i)
pairs[]← sorted pairDegree[] in decreasing order
foreach pair u1, u2 ∈ pairs[] do

if u1, u2 /∈M then
Find neighbors v1, v2 ∈ V and v1, v2 /∈ Q
if !v1 and !v2 then

v1, v2 = Random() /∈ Q
φ(u1)← v1
φ(u2)← v2

else if u1 ∈M and u2 /∈M then
v2 = Find neighbor of φ(u1) /∈ Q
if !v2 then

v2 = Random() /∈ Q
φ(u2)← v2

else if u1 /∈M and u2 ∈M then
v1 = Find neighbor of φ(u2) /∈ Q
if !v1 then

v1 = Random() /∈ Q
φ(u1)← v1

Q = Q ∪ {v1} and/or Q = Q ∪ {v2}
M =M ∪ {u1} and/or M =M ∪ {u2}

Algorithm 5: HyperX Mapping Algorithm
Input:

HyperX Topology Graph G = (V,E) with dimensions S1, . . . , SL and N =
∏L
i=1 Si nodes

Demand Matrix DN×N
Output:

User→Node Mapping Function φ
M ← ∅ (mapped users), Q← ∅ (mapped nodes)
pairDegree[(i, j)]← 0
foreach j ∈ [1 : N ] and i ∈ [1 : j] do

pairDegree[(i, j)]← (Di,j +Dj,i)
while Q 6= V do

set v ∈ (V \Q) as the next node in the topology
A = ∅
foreach user u1 /∈M do

wu1 =
∑
u2∈M pairDegree[u1, u2]

if wu1 > 0 then
ψu1 =

∑
u2∈M pairDegree[u1, u2] · ψ(v, φ(u2))

A = A ∪ {(u1, ψu1
wu1

)}
if A 6= ∅ then

set u as the user with minimum weighted cost ψu
wu

in A
else

select u randomly from U \M
φ(u)← v
Q = Q ∪ {v}
M =M ∪ {u}

5.3 Demand Aware Dynamic Topology Algorithm

Another aspect for improving the off-chain performance is by constructing a topology based on the demand of the users
and the tokens flowing in the network. This is what we study in Problem 2. Our approach for dynamically constructing the
off-chain networks is as follows. For a given payment (or multiple of them) to serve, we compare the cost of serving it in the
current network with the cost of establishing a new payment channel. A new channel is added when its addition is expected
to reduce the total cost.

In Algorithm 6 we assume a constant fee of F for opening a new payment channel and a fee of f for routing a single
token through a channel in a multi-hop path. For each payment between two users we compare the cost of using an existing
path to route it to the cost of opening a new channel and routing through it, we assume users do not pay fees when routing
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Algorithm 6: General-Topology Dynamic off-chain Algorithm
Input:

Topology Graph Gin = (V,Ein): |V | = N
Demand Matrix DN×N
Cost Function ψ(v1, v2)

Output:
Topology Graph Gout = (V,Eout): |V | = N

Data: defined channel opening fee F
pairTokens[(i, j)]← 0
foreach j ∈ [1 : N ] and i ∈ [1 : j] do

pairTokens[(i, j)]← (Di,j +Dj,i)
pairs[]← sorted pairTokens[] in ascending order
Eout ← Ein
foreach pair vi, vj ∈ pairs[] do

P = Find Path between vi, vj
if P == ∅ then

Eout ← Eout ∪ e{vi,vj}
if ψ(vi, vj) ·Di,j + ψ(vj , vi) ·Dj,i ≥ F then

Eout ← Eout ∪ e{vi,vj}
Gout = (V,Eout)
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Fig. 5: Raiden Data for various epoch lengths

through direct channels. In this algorithm ψ(v1, v2) is updated after adding each channel. We prioritize smaller payments
when adding new payment channels, by [12] most payments are small and many small payments reoccur.

6 Raiden Data Analysis

In this section, we study Raiden Network [10], the off-chain network of Ethereum [2]. Since the performance and cost of an
off-chain network are affected by its number of users and payment channels we would like to examine their typical values in
time epochs of various lengths. We collected Raiden data of two years between May 1, 2018, and April 30, 2020. The data
included 13782 different users that performed 74804 payments involving 19575 various pairs of users.

We analyzed the Raiden data by categorizing it into disjoint equal-length epochs of 1-week, 1-month, 3-months, 6-months,
1-year, and the whole period of 2-years. For each epoch, we define an undirected graph GR = (VR, ER) based on the
observed payments. VR are the active users, participating in at least one payment during the epoch. An edge e{u1,u2} for
u1, u2 ∈ VR, belongs to ER only if u1, u2 have a joint payment. Fig. 5(a) describes the number of neighbors (degree)
each user has in GR, when user u1 is a neighbor of user u2 only if e{u1,u2} ∈ ER. The user degree follows a power-low
distribution, like in Ethereum [31] and Lightning [32], meaning the probability for a user degree k is P (k) = k−α for α > 0.
The majority of the users transfer tokens only to very few users, and a minority of users interact with many others, similar
to Ethereum results [33]. From studying the CDF of the users’ degree Fig. 5(b) we learn that most users have a low degree,
with 94.5-95.7% of them with at most five neighbors for 1-week and 1-month.

Fig. 6(a) and 6(b) show the CDF of the number of active users and the number of payments, respectively, in each epoch.
For instance, the median numbers of active users for 1-week and 1-month are roughly 217 and 752, involving only a small
portion of the total number of 13782 distinct users. We noticed a reduction (not shown in the graph) in the number of active
users within each epoch in later parts of the two-year data. Fig. 7 describes the number of connected component of GR in a
single epoch, when looking only at the active users and their payments at that epoch, we do not see a reduction in the number
of connected components for longer periods, and this is because many new users join the network constantly. After two years
the 13782 users are structured in 873 connected components (2-year epoch).
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The three figures above Fig. 6(a), 6(b) and 7 help us calculate, at epoch t of some length, the minimal number of off-chain
channels needed to serve off-chain all the epoch’s payments. If U active users are organized in C connected components (as
implied by a set of payments), then at least U − C channels are needed to successfully route all payments. For example,
following the above Raiden values, for serving all the 19575 different payments in the two years, at least 13782−873 = 12909
off-chain channels are needed.

7 Experimental Evaluation of the Algorithms

For the evaluation of the algorithms from Section 5, we use the Raiden data of two years described in Section 6. The
algorithms receive as part of the input the demand matrix D. We refer to two-time epochs, the learning period and the
evaluation period. The input demand matrix is computed based on the payments in the learning period. Payments from the
evaluation period are used to evaluate the performance of the solutions. A payment request can be served off-chain only if
its both users are mapped to nodes in a topology G = (V,E) and a path connecting them exists in E. First, we examine the
case where learning and evaluation periods refer to the same epoch. In this scenario, all the involved users in the payments
to be routed are mapped to nodes, and accordingly, in connected topologies such as star or ring, we can route all payments.
However, for an expander topology, this does not necessarily hold since it might include more than a single connected
component. To be able to serve payments of some epoch without a delay, we also study the practical scenario where the
learning period precedes the evaluation period without an overlap.

We start with solutions to Problem 1 with star, ring and expander. Fig. 8(a) and 9(a) present the performance of serving
off-chain payments during epochs of single week in different topologies. The star, ring and expander (with degree k = 2)
are built based on the algorithms presented above. For a fair comparison, the number of channels in the topologies is almost
similar with N channels in the ring and expander and N − 1 for the star. Besides, as a baseline, we evaluate random ring and
random expander topologies for which the mapping of users to nodes is done randomly (regardless of the demand matrix).

In Fig. 8 the performance is computed for the case that the learning and evaluation collide where Fig. 8(a) refers to routing
cost and 8(b) to success ratio. By Fig. 8(a) the average cost per payment for ring is 22.66, for expander 4.34 and for star
only 1.8.Random mappings of users achieve poor performance with a cost increase of 184.1% and 31.9% to the results of
Algorithms 3 and 4 for ring and expander, respectively. Fig. 8(b) shows the percentage of payments successfully served by
expander topologies. For expander, the percent of successfully routed payments ranges between 57.4% and 89.6% (mean of
74.5%), and for random expander between 35% and 60.4% (mean 49.6%).
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Fig. 8: Raiden payments routed on Star, Ring and 2-regular Expander (with N channels in Ring and Expander, N − 1 channels in Star). Learning and
evaluation periods collide, one week epoch.
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Fig. 9: Raiden payments routed on Star, Ring and 2-regular Expander (withN channels in Ring and Expander,N −1 channels in Star). The learning period
precedes evaluation period in one week.
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Fig. 10: Bipartite {2, 3, 5}-Regular Random Expanders comparison, in epochs of one week, learning period preceding evaluation period

Fig. 9(a) examines the case for which the learning period precedes the evaluation period. Here a user that first appears
in the evaluation period is not mapped to the topology, eliminating the ability to serve its payments. This is in addition to
potential failures by mappings users to nodes in different connected components. As expected we observe an increase in the
routing cost and a degradation in the percentage of served payments in Fig. 9(a) vs. Fig. 8(a). The performance degradation
is explained due to differences in the payments demands in the two periods of learning and evaluation. For example, some
pairs of users showed high interaction in the evaluation period without an early indication for that in the learning period. In
this scenario, the average cost per payment for ring is 31.54, for expander 4.64 and star 1.8. Interestingly, an increase in the
number of requested payments was observed in week 21. This implies an increase in the routing cost for both scenarios since
it is challenging to optimize the mapping for a larger number of payments in the demand. Note that the performance of the
star topology was almost not affected by the change due to its low diameter.

Fig. 9(b) shows the total number of payments in each epoch and the number of successfully served payments off-chain.
Connected topologies (star, ring) show better percents (9.3%− 82.2%, mean 47.3%) than expander topology (8%− 72.2%,
mean 38%), since in a connected topology the only reason for unsuccessful serving is unmapped users. In late epochs the
number of successfully routed payments is closer to the total number of payments which indicates that the active users are
more stable among epochs.

The last comparisons assumed for the expander topology a degree of k = 2 to ensure almost identical numbers of edges
in all topologies. To analyze the impact of the expander degree in the topology graph on off-chain performance, we present
Fig. 10 comparing the performance of {2, 3, 5}-regular random expanders in epochs of one week. Higher degree ensures
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Fig. 11: Routing Cost of Raiden payments on {2, 5}-regular expander topology in various period lengths
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Fig. 12: Dynamically constructing G = (V,E) for various fees for opening a channel (F ) and routing a single token (f )

better graph connectivity, therefore the bipartite 5-regular random expander enjoys the best performance. First, Fig. 10(a)
examines the routing costs with average values of 4.64, 3.23 and 2.45 for k = 2, 3 and 5, demonstrating a reduction of
30.38% for k = 3 and an even larger reduction of 47.19% for k = 5 vs. the cost for k = 2. In Fig. 10(b) we show
the percentage of the successfully routed payments out of the mapped users’ payments, taking into account only payments
without new users. We see that mostly the percentage on 5-regular expander is higher than the others. The average is 80.12%,
83.9% and 85.17%, for 2-regular, 3-regular and 5-regular expander, respectively.

Fig. 11 illustrates comparing of normalized routing cost of {2, 5}-regular random expanders when looking at learning and
evaluation periods of different length: 1-week, 1-month and 1-year that impacts the frequency new mappings are computed
using Algorithm 4. For both expanders, we see that for shorter epochs the routing cost is mostly lower, especially for one
week, in both case, when the learning period collides with the evaluation period Fig. 11(a) and when the learning period
precedes the evaluation period Fig. 11(b). For example, for an epoch of 1-week the average cost is 4.64 and 2.45 per payment
for 2-regular and 5-regular expanders, respectively (in Fig. 11(b)). For 1-month the costs increase to 6.07 and 3.09 for these
two degrees of the expander. A higher degree ensures better graph connectivity, therefore the bipartite 5-regular random
expander enjoys the best performance in all periods, as illustrated on Fig. 11. For example, in Fig. 11(b) for a period of
1-week, routing costs average values of 4.64 and 2.45 for k = 2 and 5, demonstrating a reduction of 47.19% for k = 5 vs.
the cost for k = 2.

Last, we evaluate Algorithm 6 for Problem 2. We compute the demand matrix DN×N based on all the two-years data,
in this case, total payments generate demand matrix with CD = 19575 (as the number of distinct pairs, smaller than the
actual number of payments). Here we assign a range of values for F (opening a new channel fee) and f (routing a single
token fee), and plot the total cost spent for serving 19575 different payments (in Fig. 12(a)) and the total number of channels
in G = (V,E) (in Fig. 12(b)). Since the ratio between the unique pairs CD = 19575 and the number of users 13782 is
small (roughly 1.42), we can see from Fig. 12(a) that the cost of constructing an off-chain network and routing its payments
depends on the fee of opening a channel, not on the routing fee. On the other hand from Fig. 12(b) we observe that the
number of channels in the off-chain network is highly influenced by the routing fee f . In particular, for relatively low routing
fees concerning the channel opening fee, the constructed topology includes fewer channels.
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8 Conclusions

In the paper, we studied the impact of topologies on the performance of off-chain blockchain networks and positioned that
their construction should be demand-aware. We presented two natural optimization problems of finding the mapping of users
to an existing topology and the construction of topology based on the demand for payments to be served. Our findings based
on analyzing real off-chain Raiden data emphasize the importance of connectivity in the topologies and the ability to use
characteristics of the payments for the topology design to achieve good performance.
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