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Abstract. Well before large-scale quantum computers will be available, traditional
cryptosystems must be transitioned to post-quantum secure schemes. The NIST
PQC competition aims to standardize suitable cryptographic schemes. Candidates
are evaluated not only on their formal security strengths, but are also judged based on
the security of the optimized implementation, for example, with regard to resistance
against side-channel attacks.

HQC is a promising code-based key encapsulation scheme and selected as an alternate
candidate in the third round of the competition, which puts it on track for getting
standardized separately to the finalists, in a fourth round.

Despite having already received heavy scrutiny with regard to side channel attacks,
in this paper, we show a novel timing vulnerability in the optimized implementations
of HQC, leading to a full secret key recovery. The attack is both practical, requiring
only approx. 866,000 idealized decapsulation timing oracle queries in the 128-bit
security setting, and structurally different from previously identified attacks on HQC:
Previously, exploitable side-channel leakages have been identified in the BCH decoder
of a previously submitted version, in the ciphertext check as well as in the PRF of
the Fujisaki-Okamoto (FO) transformation employed by several NIST PQC KEM
candidates. In contrast, our attack uses the fact that the rejection sampling routine
invoked during the deterministic re-encryption of the KEM decapsulation leaks secret-
dependent timing information. These timing leaks can be efficiently exploited to
recover the secret key when HQC is instantiated with the (now constant-time) BCH
decoder, as well as with the RMRS decoder of the current submission. Besides a
detailed analysis of the new attack, we discuss possible countermeasures and their
limits.

Keywords: Side-channel attack - Rejection sampling - FO transformation - Post-
quantum cryptography - HQC

1 Introduction

The progress in the research field of quantum computing weakens the previously estimated
security guarantees of most currently deployed cryptographic primitives. In 2017, Michele
Mosca [Mos17] estimated that the chance of having a large-scale quantum computer that
breaks RSA-2048 to be 1/6 within a decade and 1/2 within 15 years; or even faster (6-12
years) by having massive investment, following Simon Benjamin [Benl7]. While such
estimates and predictions are contested [Dyal8, Kal20], it is important that the transition
to post-quantum secure cryptographic algorithms happens well before an actual large-scale
quantum computer is being built, as sensitive data might be stored for cryptanalysis at a
later time, for example by surveillance infrastructure such the NSA’s 3-12 exabytes data
center in Utah [Hogl5].

The security strengths of the new cryptographic primitives need to be evaluated with
regard to possible attacks from classical as well as from quantum adversaries. But not
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only the algorithmic design need to withstand possible (theoretical) attacks, deployed
schemes need to have secure implementations that withstand practical implementations
attacks [HPA21], such as side-channel [Koc96, KJJ99, KLM*04] and fault attacks [BDL97,
BDLO01]. Not every cryptographic design has a straightforward elegant implementation that
can be easily secured against all relevant implementation attacks. Daniel Bernstein and
Tanja Lange repeatedly (e.g. in their analysis of NIST ECC standards [BL15]) emphasize
that a good cryptographic design requires simplicity of a secure implementation, and
recommend that standardization bodies such as NIST should require simplicity for secure
implementations.

Timing attacks, first described by Kocher [Koc96], are arguably one of the most
dangerous implementation attacks (right after more trivial, but still hard to spot, leakages
such as the Heartbleed vulnerability [DKAT14]): An adversary just needs a communication
channel to the target device and a precise timing measurement. It is often possible to mount
an attack even remotely over the network [BB05, BT11, KPVV16, MSEH20, MBA21],
without physical access. Crosby et al. [CWRO09] explore the limits of remote timing attacks.
Often, timing leaks that have been mitigated against remote exploitation, such as the Lucky
Thirteen attack [AP13] on TLS, can still be exploited in a Cloud/Cross-VM setup [ITES15].
These attacks exploit the timing variations which depend on the secret key material. When
the timing variations include enough information the recovery of the secret key becomes
possible.

In December 2016, the National Institute of Standards and Technology (NIST) an-
nounced a competition [0SN16] which aims to standardize schemes for Post-Quantum
Cryptography (PQC) and requests the authors to submit a reference implementation that
addresses side-channel attacks in addition to the specification.

Hamming Quasi-Cylic (HQC) [AAB'21] is a promising code-based key encapsulation
scheme and an alternate candidate in the third round of the competition. As alternate
candidate, HQC might be standardized by NIST in addition to the competition final-
ists in a fourth round. The Public Key Encryption (PKE) variant of HQC is secure
under the Indistinguishability under Chosen Plaintext Attack (IND-CPA) notion. The
Key Encapsulation Mechanism (KEM) variant of HQC utilizes the generic quantum-
secure Fujisaki-Okamoto (FO) transformation proposed by Hofheinz, Hévelmanns, and
Kiltz [HHK17]. It converts the PKE variant to be secure with regard to Indistinguisha-
bility under Chosen Ciphertext Attack (IND-CCA). The authors of HQC selected this
transformation because it is resistant to the decryption errors which can occur in the HQC
decryption procedure. It is also the reason why this transformation is utilized by most
NIST PQC lattice-based schemes.

Recently, Wafo-Tapa et al. [WTBB'19] and Paiva et al. [PT19] present timing attacks
on the non-constant time implementation of the Bose-Chaudhuri-Hocquenghem (BCH)-
decoder. Both approaches exploit the dependence between the running time of the decoding
procedure and the number of decoded errors. Paiva et al. require 400 - 10° decryption runs
for the 128-bit security parameters. Wafo-Tapa et al. reach a key recovery after just 5441
calls with 93% success rate for the same security level. They proposed a constant-time
BCH decoding to fix this issue.

Guo et al. [GIN20] show that the FO transformation of various proposed schemes
is vulnerable to a timing attack by exploiting the comparison step in the decapsulation
function, which is usually non-constant time (for example, when implemented via the
memcmp function of the standard C library). The authors apply this timing attack to
the lattice-based scheme FrodoKEM [NABT20]. The attack requires 23° decapsulation
calls. They state that their attack is applicable to other proposed PQC schemes, among
others, to HQC. They show the applicability to LAC [LLJT19] in the appendix but do
not explicitly show the effectiveness to HQC. The countermeasure to avoid the leakage of
the comparison step is to use another constant-time comparison, for example, as provided
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Table 1: The HQC parameter sets [AABT21]. The base Reed-Muller code is defined by
[128,8, 64].

RS-S Duplicated RM
Instance nt k drs Mult. ng  drm  nine n W Wy = We
hqc-128 46 16 31 3 384 192 17,664 17,669 66 75
hqc-192 56 24 33 5 640 320 35,840 35,851 100 114
hqc-256 90 32 49 5 640 320 57,600 57,637 131 149

by OpenSSL!.

Most recently, Ueno et al. [UXT*21] explore a generic side-channel attack of the FO
transformation commonly used in many PQC schemes: By exploiting side-channel leakage
during non-protected Pseudorandom Function (PRF) execution in the re-encryption of
the KEM decapsulation, they demonstrate that Kyber, Saber, FrodoKEM, NTRU, NTRU
Prime, BIKE, SIKE, as well as HQC are vulnerable. The current reference implementation
of HQC uses non-protected SHAKE as the relevant PRF.

The current HQC specification states that the optimized reference implementation
using the vectorized Single Instruction Multiple Data (SIMD) instructions on an x86
machine is now constant-time, and the source code is well analyzed concerning the leakage
of any sensitive information.

Contributions. In this work, we analyze the current KEM variant of HQC and show that
it is still vulnerable to timing attacks. More specifically, we present

o an hitherto unconsidered timing variation dependent on the secret key in the deter-
ministic re-encryption of the KEM decapsulation of HQC due to the non-constant
time rejection sampling function,

e a novel timing attack on the optimized reference implementation of HQC achieving
full secret key recovery with high probability, and

« a discussion of possible countermeasure to avoid the identified leakage in the deter-
ministic re-encryption step.

2 Hamming Quasi Cyclic - HQC

HQC is a code-based post-quantum IND-CCA secure KEM. It is an alternate candidate
in the third round of the NIST PQC competition [AAB*21]. Our work refers to the recent
specification from June 2021. The HQC framework from which HQC stems was introduced
in [ABD'16]. Its security is reduced to problems related to the hardness of decoding
random quasi-cyclic codes in the Hamming metric. The scheme uses a concatenated code
C. An internal duplicated Reed-Muller code with a publicly known generator matrix
G € F¥*". Further, the scheme uses a random double-circulant Reed-Solomon code as
external code.

The parameters are listed in Table 1 and we explain them in the following. The
inner duplicated Reed-Muller code is defined by [n2,8,1n2/2] and the outer, shortened
Reed-Solomon code (RS-S) by [n1,k,n; — k + 1], with k € {16, 24, 32} depending on the
corresponding security level. The concatenated code C is of length nyns. To avoid algebraic
attacks the ambient space of vector elements is of length n which is the first primitive
prime greater than nins. It defines the polynomial quotient ring R = Fo[X]/(X™ — 1).

Ihttps://wuw.openssl.org/docs/mani.1.1/man3/CRYPTO_memcmp.html
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Algorithm 1: Algorithm 2: Algorithm 3:
KeyGen Encrypt Decrypt
Input: params Input: pk, m, 6 Input: sk = (x,y),
Output: sk, pk Output: ¢ = (u,v) c=(u,v)

h = Sample(R) SampleInit(6) Output: m

Juy
Juy

2 x = Sample(R,w) 2 1, = Sample(R, w,) 1 m = C.Decode(v—u-y)
3 y = Sample(R, w) 3 ro = Sample(R, w,.)
4 sk = (x,y) 4 e = Sample(R,w,)

5]

pk:(h,S:X+hy) u:r1+h-r2

6 v=mG-+s-rp+e

91

2.1 HQC.PKE

The PKE variant of HQC consists of the Algorithms 1 to 3. The key generation in
Algorithm 1 samples the elements h, x, and y from R uniformly at random where the
Hamming weights of x and y are w. The secret key sk consists of x and y. The public key
pk includes h and s = x + h - y. The encryption function Algorithm 2 first samples the
vectors e of weight w. as well as r1 and ry of weight w,. The randomness of the sampling
is seeded by the additional input 6. Therewith, the sampling becomes deterministic which
is desired for the verification in the later decapsulation function. The ciphertext is a tuple
withu=ry +h-ry and v=mG +s-ry + e. The term mG in Line 6 corresponds to the
encoding procedure of the concatenated code C. It begins with the external Reed-Solomon
code which encodes a message m € IE'"Q“ into m; € IF;Z}. Then the inner Reed-Muller
code encodes each coordinate/byte m; ; into m; ; € F32® using RM(1,7). Finally, m; ; is
repeated 3 or 5 times depending on the security parameter to obtain 1, ; € F52. Thus,
we get mG =1 = (1 g,...,M ,,—1) € F5"2. The decryption function in Algorithm 3
is to decode the term v — u - y which results in

(mG +s-rz+e)—(ry+h-ra)-y
=mG+ (x+h'y) ro—(ri+h-r2)-y+e
=mG+x-r3—r1-y+e.

Thus, the decoder has to correct the error
€ =x-ro—-r1-y+e.

The decoding succeeds if w(e’') < 4. The Decryption Failure Rate (DFR) denotes the
probability when the weight exceeds the decoder’s capacity.

2.2 HQC.KEM

The authors of HQC decided to use the Hofheinz-Hovelmanns-Kiltz (HHK) transforma-
tion [HHK17] to obtain an IND-CCA secure Key Encapsulation Mechanism from the
IND-CPA secure PKE scheme described before. In contrast to the original FO transforma-
tion, the HHK approach is able to handle decryption failures. The KEM scheme may be
used to share securely a random symmetric key K between two parties. The key generation
is the same as for the PKE. The sender of a message applies the encapsulation function in
Algorithm 4 to wrap a randomly chosen K and the receiver executes the decapsulation
function in Algorithm 5 to obtain the same key or aborts if a decryption failure occurs.
The KEM construction requires the three independent cryptographic hash functions
g, K, and H. To encapsulate a randomly chosen message m the randomness 6 for the
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Algorithm 4: Encaps Algorithm 5: Decaps
Input: pk Input: sk = (x,y), (c = (u,v),d)
Output: K, (c,d) Output: K
1 m = Sample(Fs) 1 m’ = Decrypt(sk, c)
2 = G(m) 2 0/ =G(m')
3 ¢ = Encrypt(pk, m; ) 3 ¢/ = Encrypt(pk, m’;6")
4 K =K(m,c) 4 if c#c vd#H(m') then
5 d =H(m) 5 K=1
6 K =K(m',c)

encryption is derived by G(m). The shared key K is a linkage of both the message m and
the ciphertext ¢ and is computed by (m,c). Finally, d is derived by computing the hash
H(m).

In the decapsulation, the decryption function is invoked with the secret key sk and
the ciphertext ¢ to obtain the message m’. To verify the ciphertext for integrity, a re-
encryption of the message m’ is performed using the randomness 6’ derived from m’. Then,
the procedure checks whether the re-encrypted ciphertext ¢’ matches the received ¢ and
whether the sent digest d equals the hash value of the decrypted message m’. If this check
succeeds, K(m, ¢) is output, otherwise failure.

3 Timing Attack on HQC

In the following, we show how the current optimized HQC implementation [AAB™] from
June 2021 which is specified in [AAB*21] leaks timing information which enables the
construction of a plaintext distinguisher. Then, this distinguisher is used as a plaintext-
checking oracle within existing attacks described in [BDH'19] to achieve the key-recovery on
the, now, deprecated version of HQC using BCH and repetition codes. Further, we propose
an attack that enables the key-recovery on the current version using Reed-Solomon (RS)
and Reed-Muller (RM) codes.

3.1 Vulnerability in HQC Implementations

As described in Section 2, the encryption procedure described in Algorithm 2 requires to
sample bit vectors of a specified Hamming weight w. The implementation of the sampling
function uses rejection sampling to comply to the security properties, e.g., if a position
is sampled twice. The runtime of the rejection sampling algorithm depends on the given
seed #. In the KEM version the en- and decapsulation procedures derive the seed for the
Encrypt function from the message m by G(m). The dependence on the message in the
decapsulation allows us to construct a plaintext distinguisher which we use to mount a
timing attack afterwards.

The Sample function. The considered implementation of HQC implements the weighted
vector sampling in the function vect_set_random_fixed_weight. For brevity we refer to
this function as Sample. In each iteration the function generates random positions from
the range {0,...,n — 1} to set a bit at that position to 1 until w distinct bit positions
have been sampled. Concretely, if the sampled bit position has already been sampled
before the sample is rejected. Otherwise, the bit position is stored in an array. At the end,
the vector of weight w is constructed by setting the bits at the w distinct positions that
were sampled. The number of times a bit position collides with a previously sampled bit
position is directly proportional to the runtime of the algorithm.
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Figure 1: Visualization of the information flow in the decapsulation function of the current
HQC KEM implementation [AABT].

The randomness in the Sample function is deterministic and determined by an eXtendable-
Output Function (XOF) implemented by the seedexpander function. For our analyses
we assume that the outputs of the XOF are uniformly, independent and identically dis-
tributed (iid). The XOF influences the path that is taken through the function and
is initialized with the seed # = G(m). The message m is obtained from the decoding
of the ciphertext c, c.f., Line 1 in Algorithm 3. This data flow is illustrated in Fig. 1.
Therefore, the message m controls how many iterations the rejection sampling algorithm
takes. Further, a rejection leads to another call of the seedexpander function and, thus,
to a large timing gap.

Additional seedexpander calls. We refer to seedexpander calls which are executed con-
ditionally within the loop in the Sample function, c.f. Fig. 1, as additional seedexpander
calls. For details, we refer to the original source code which can be found in the file vector.c,
line 31, in [AABT]. In general, unless otherwise specified, we only count the number of ad-
ditional seedexpander calls and skip the default initial call. The seedexpander is initially
used to produce 3 - w, bytes of randomness and store it into a buffer. If this randomness
is sufficient to generate w, distinct bit positions, no additional seedexpander calls are
issued. However, if even a single sample is rejected the algorithm will need to produce
additional randomness by issuing another seedexpander call. The sampled bit positions

are in the range of {0,...,n — 1}. To generate these positions, the algorithm performs
an inner rejection sampling algorithm. The inner rejection sampling algorithm samples a
position from {0,...,22* — 1} that is to be reduced modulo n, where n < 224. However,

the position is rejected if it is above the largest multiple of n that is smaller than 224 which
is defined by 7 := [22*/n|n or UTILS_REJECTION_THRESHOLD in the implementation. This
is to avoid biasing the distribution and discussed in detail in Section 5.2.

Thus, sampling distinct bit positions can fail in two ways: (1) The sampled position in
{0,...,22% — 1} is larger than 7 or (2) it collides with a previously sampled one. We can
model rejection sampling of a position as a Bernoulli variable with the success probability
p = n/2%%. Each attempt to generate a valid bit position below n consumes 3 bytes of
randomness. If the algorithm succeeds in picking a distinct bit position in every iteration,
it does not need additional randomness. In this case seedexpander is not called within
the for loop. However, if even a single sample fails or collides the algorithm will need to
produce additional randomness, as it now requires more than 3 - w, bytes. The probability
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Table 2: The approximated probabilities p for successfully sampling a bit position in the
range required for unbiased modulo reduction, p for completing the rejection sampling
routine without exhausting the initially generated randomness, and for a message that
causes at least 3 additional seedexpander invocations.

Instance p(n%) p(n%) (1-p)3 (in%)

hqc-128 99.94 81.95 0.58
hqc-192 99.79 65.93 3.95
hqc-256 99.97 79.09 0.91
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(a) Probability density. (b) Conditioned probability density.

Figure 2: The probability density and the conditioned probability density, from no to
three additional seedexpander calls, of the running time of the decapsulation function.
The vertical bars are the medians of the runtime of the specific numbers of seedexpander
calls.

of all w, samples succeeding and picking distinct positions out of n bit positions is

ﬁ=wﬁ1 (pn:)

=0

which evaluates, for instance, to approx. 81.95% for the hqc-128 parameter set. Thus,
only 1 — p ~ 18.05% of all possible seeds 6 result in at least one additional call to the
seedexpander function. The probabilities for all parameter sets are listed in Table 2.

Decapsulation timing. To confirm the previously postulated hypothesis on the timing
behavior we did a leakage assessment by measuring the CPU cycles on a dedicated machine
with no other load of the entire decapsulation function in the hqc-128 setting for ten
million random ciphertexts. Fig. 2a shows the corresponding probability density. There
are four local maxima, highlighted by the vertical bars which point to the medians of the
number of cycles of triggering no additional, but one by default, seedexpander call up
to three additional seedexpander calls. If we condition the probability density to the
specific number of seedexpander calls, as we show in Fig. 2b, it gets even more clear that
the running time of the decapsulation depends on the number of seedexpander calls. As
expected, the frequency decreases when the number of additional calls increases. Further,
the rate of three additional calls is low enough to be distinguishable to the other three
cases. The probability of four additional calls is negligible and do not emerge in practice.

Inspecting the decapsulation function in Algorithm 5 the timing variation is caused by
the invocation of the encryption function using the seed § = G(m). Viewing the encryption



8 On the Timing Leakage of the Deterministic Re-encryption in HQC KEM

function in Algorithm 2 we observe three calls to the previously discussed Sample function.
One for each of the random vectors: ry,ra, e, where the weight parameters w, and w, are
equal. Each of these calls is using the same seedexpander instance, whose randomness
depends upon the seed 6. In each of these three invocations there is a 1 — p chance that
seedexpander is called at least once within the for loop. Thus, (1 — $)3 of messages result
in three or more calls to seedexpander.

3.2 Distinguisher

Given a ciphertext ¢ we can distinguish whether the decrypted message m yields the same
timing behavior during the encryption as another ciphertext. We define a distinguisher D
as:

D(c1,¢2) = O(c1) = Oez) (1)

where O = TB(sk, -) is the decapsulation timing oracle and yields the timing behavior —
the number of seedexpander calls — of the provided ciphertext under the secret key sk

and - = - returns whether the two arguments are equal or not. The advantage of D when
distinguishing a given ciphertext c; that decrypts to m; from another ciphertext co that
decrypts to a uniform randomly chosen message ms is given by:

| %C[DTB(Sk")(Cl,cz) =1 | Decrypt(sk, c1) = Decrypt(sk, c2)]—
C2

Pr [DTP(cr,e) = 1| Decrypt(sk, 1) # Decrypt(sk, )]

= | P:éC[TB(sk,cl) = TB(sk,ca) | Decrypt(sk, c1) = Decrypt(sk, c2)]—

C2

Pr C[TB(sk, c1) = TB(sk, cq) | Decrypt(sk, c1) # Decrypt(sk, ca)]|

C2

1- P(_%C[TB(sk,cl) = TB(sk,ca) | Decrypt(sk, c1) # Decrypt(sk, cs)]
C2

where C is the ciphertext space. The last formula shows that the advantage is at a maximum
when the probability of obtaining the same timing behavior for another ciphertext cy that
decrypts to a different message is at a minimum. We can achieve this by minimizing the
probability of the timing behavior of ¢; by picking a suitable message m; .

3.3 Key Recovery Attack

By using the observations in Section 3.1 to get a distinguisher described in Section 3.2 for
a secret key recovery we propose the following attack idea. We pick a message m that has
the property of resulting in 3 additional calls to the seedexpander function. Regarding the
low probabilities in Table 2, we know that most of the messages do not share this property
with our chosen message m. Therefore, since we can determine whether a decryption has
resulted in exactly 3 calls or not through the timing behavior, we can distinguish whether a
ciphertext decrypts to the message m with high advantage. Next, we compute a ciphertext
¢ = (u,v) by manually setting r; to 1 € R, and ry and e to 0 € R during the encryption
of m. This ciphertext has the desirable property, that the error that the decoder has to
correct during the decryption is just y, a part of the secret key:

v—uy=mG+s-ra2+e—(r1+h-r2) y=mG-r;-y=mG-—y. (2)

If we are able to find the error —y =y, we can compute the remaining part of the secret key
as x =s — h -y. Note, that we do not need x as it is never used during the decapsulation.
Further, note that this ciphertext is not valid, since we cannot fully control ry,rs, or e
during the encryption. For valid ciphertexts, these are derived from m via the XOF and



Clemens Hlauschek, Norman Lahr and Robin Leander Schréder 9

the Sample function. We do not require a valid ciphertext, as our timing-side channel will
reveal information, even if the ciphertext is rejected by the decapsulation oracle.

To recover the error y we follow the basic principles outlined by Hall et al. [HGS99].
The authors propose adding an error €' to the ciphertext ¢ until we detect that the modified
ciphertext ¢’ decrypts to a different message m’. Then, we test for every bit b in the
ciphertext ¢/, whether flipping it causes the ciphertext to decrypt back to the original
message m. If it does, we know that the bit b is an error bit in the modified ciphertext c’.
Otherwise, b is not an error.

Unfortunately, we cannot directly apply this method to HQC for several reasons: (1)
Instead of correcting errors we need to determine the error e of our original ciphertext
¢ = mG + e. (2) Further, when flipping erroneous bits in the modified ciphertext it does
not decrypt back to the original message in most cases. Thus, we would not detect that the
bit is an error. (3) Finally, the timing side-channel can not distinguish pairs of messages
that induce the same number of seedexpander calls. Therefore, we sometimes do not
detect that our modified ciphertext does not decrypt to the same message m anymore.

The first issue can be solved by keeping track of the error €’ that we add to ¢ to obtain
c’. If we flip a bit b in the ciphertext ¢’ and it decrypts back to the original message m,
we know that b is an error in ¢’ = c+ e + €’. Let €’ = e + €. If the bit b is an error in
e’ then b is an error in e if and only if the b-th bit of €’ is not set. Or in other words, if
we did not introduce the error ourselves, we know that the bit is an error. Otherwise, we
know that the bit is correct. The second issue vastly increases the number of timing oracle
calls since it introduces a very high false negative rate. We do not gain any information if
the ciphertext does not decrypt back to the original message. To address this issue, we
retry the entire function multiple times, with many different €’. Eventually, we obtain a
decision for every bit. The third issue may be solved by obtaining three or more decisions
for every bit, and then obtaining a final decision with a majority vote.

Our resulting attack approach is detailed in Algorithm 6. First, we need to find a
proper message m which yields 3 additional seedexpander calls. Therefor, we perform an
exhaustive but low effort search. According to Eq. (2), we apply the modified encryption
to m to obtain the initial ciphertext ¢ = (u,v). Further, we define a proper majority
threshold N. Afterwards, we apply Algorithm 7 to find another ciphertext ¢’ = (u,y + €’)
and the corresponding m’ that differs from m. We only add e’ to v because the input to
the decoder evaluates to additional errors just in the secret key part y, c.f., Eq. (3).

Decrypt(sk, (u,v + €')) = C. Decode(v + €' — u-y) = C.Decode(mG + €' —y) (3)

In particular ¢’ should have exactly one more error bit than the decoder could correct.
From this state, flipping any bit in ¢’ and checking whether the ciphertext decodes again
reveals whether that bit was an error bit in ¢ or not. We can exploit this property to
recover y later on. Starting from ¢ and an error of € = 0, we iteratively increase the weight
of € by flipping single, random bits. After each flip, we send the modified ciphertext to
the decapsulation timing oracle DTB(%) and check if the ciphertext causes a different
amount of time in the decryption operation than our original ciphertext. If it does, we
have found a ciphertext ¢’ that decrypts to a different message m’.

Then, for each bit position b in v + €/, we flip the bit and send (u,v + e’ + 2°) to
the decapsulation timing oracle, where 2° is a vector with the b*" bit set. If we detect
that the timing is again equal to the timing of our original ciphertext, we assume that
the decryption yields back the original message m and that the corresponding bit in the
secret key part y is set. Otherwise, we assume that the ciphertext decrypts to a different
message and that there is no error bit set at this position.

Finally, Algorithm 6 performs Algorithms 7 and 8 multiple times until a majority is
revealed at each bit position for a 0- or 1-bit. To determine the majorities the counters
in t record the total number of votes that have been cast for each bit b. The counters in
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Algorithm 6: KeyRecovery

Input: Ciphertext ¢ and majority of N.
Output: y.
for b =0 to ning — 1 do y[b] < 0,t[b] + 0,r[b] < 0
repeat
(c’, bs) «+ FindDiffMsg(c)
e’ + RecoverError(c’)
majority < true
T+ |[§]+1
for b=0 to niny — 1 do
if €'[b] =1 then
t[o] « t[b] +1
if b ¢ bs then r[b] < r[b] + 1
end
if r[b] < T and t[b] — r[b] < T then
‘ majority < false
end

© 00 N O Uk W N

[
@w N H O

=
'y

end

Jury
w

=
(=)

until majority = true
for b =0 to niny — 1 do y[b] < r[b] > T
return e

]
®

Algorithm 7: FindDiffMsg Algorithm 8: RecoverError

Input: c Input: Modified ciphertext c’
Output: ¢/, flipped bits bs Output: Combined error e
¢ «c e+ 0
bs < RandomPermutation([0,...,niny — 1)) for i =0 to nyny — 1 do
for i =0 to niny — 1 do Flip bit ¢ in v of ¢’

Flip bit bs[i] in v of ¢/ if DTBGk) (¢, ¢/) = 1 then

if DTBER) (¢, ¢’) = 0 then | Set bit i in e

| return (c/, bs[0,...,i]) end

end Flip bit ¢ in v of ¢’

end

W N o Ut o W N =

end

® o o~ W N K

r record the number of 1-votes for each bit b, i.e., the number of votes that the bit b is
set. The number of 0-votes for a bit b is computed by t[b] — r[b]. For a majority either the
number of 1-votes or the number of 0-votes has to exceed | N/2| + 1.

3.4 Reducing the Number of Oracle Queries

We can improve the attack by targeting a specific word of the duplicated RM code.
Specifically, consider that the code used in HQC is a concatenated code combining an
outer RS code with an inner duplicated RM code. During encoding, each element in the
alphabet [, from a word of the outer code is mapped to a message that the inner code
can encode. We can obtain an oracle whether a word of the inner code decoded correctly
by corrupting v such that a single additional corrupted inner code word would result in a
decoding failure. We achieve this by corrupting § — the error correction capacity of the
outer code — elements of the outer code. We then may add an error € to a single element
of words of the RS code. A similar procedure has been previously described [BDH'19,
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n2

ning n —ning

Figure 3: An element of Fy[x]/(z™ — 1) and its segmentation into codewords of the inner
code.

Ex.15] to attack Lepton [YZ17] which uses BCH and repetition codes.

The oracle we construct here may also enable faster attacks [WTBB™19] if the noise
learning problem [BDH™19] is solved for duplicated RM codes. We do not implement such
a version of the attack as we are not aware of a solution to this problem.

3.5 Recovering the Entire Secret Key

Using the methods described so far we can recover nyng bits of the secret key y. However,
we are missing n —ning bits, that are required for using y during decryption. In Fig. 3 the
structure of HQC codewords is displayed. Depending on the codes used, there are n; RM
or repetition code codewords. However, n — nins bits of the n bits in total are never used
during decoding. Thus, these bits cannot be obtained using the methods described so far.
We now show how this situation can be remediated, and how it does not have a significant
impact on the success probability, when the attack accounts for it. This issue was not
addressed in some other attacks against HQC [WTBB™'19]. Fortunately, the difference
between n and nins is small for most parameters. However, for some parameters the
difference could dominate the attack’s complexity, if we were to brute force every possible
combination. The largest difference with the new parameter sets is 37 bits in hqc-256. We
can check whether a combination of bits is correct by checking whether we can decrypt an
honestly encrypted message successfully. Fortunately, we can drastically reduce the search
space while retaining a very high success probability. Assuming the number of bits set in
the remaining bits is < 2, the number of ways to pick these bits is Z?:o ("7™m2). This
number is low enough for all parameter choices to enumerate using a brute force search.

We now investigate the success probability given this dramatic search space reduction.
We define Y; , ., to be the number of elements that land inside a region of i elements when
sampling w distinct elements uniformly from a region of i + o elements. The region ¢ (or
“inside”) corresponds to the bits that are set in the remaining n — ning bits. The region o
(or “outside”) corresponds to the ning bits that we have already obtained using the attack.
Then the probability that x of the w distinct elements land inside the region of i elements
is:

Pr[Y;,o,w = I’] =

We now let Z =Y, ny ninew- Assuming the attack was successful for all ning bits, the
success probability is approx. 98.1% for hqc-128 when we guess that all remaining bits are
zero, represented by the column Pr[Z = 0] in Table 3. However, this loss is preventable by
brute-forcing the remaining bits. We can come very close to a success probability of 1,
even for a modest search of only < 2 set bits.
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Table 3: Remaining n — niny bits that must be recovered for each parameter set, the
number of ways to pick the remaining bits with a weight of up to 2, the probability that
the weight is 0, and the probability that the weight is < 2.

Instance ning n w n —nins Z?:o ("7721"2) Pr[Z=0] Pr[Z<2]
hqc-128 17,664 17,669 66 5 16 ~981% ~ 100.0%
hqc-192 35,840 35,851 100 11 67 ~97.0% ~ 100.0%
hqc-256 57,600 57,637 131 37 704 ~91.9% ~ 100.0%

4 Evaluation

We have empirically verified the existence of the timing variation by generating random
ciphertexts under a single keypair and measuring the number of cycles that the decapsula-
tion algorithm required for 100 random ciphertexts. To measure the number of cycles that
an operation takes we use the rdtsc instruction on x86 as recommended by Intel [Gab].
Section 5.5 shows whether there is a difference in decapsulation time between pairs of 100
ciphertexts generated for a single keypair. We determine whether there is a statistically
significant difference using Welch’s t-test [WELA47] (oo = 0.1%). The t-statistic for two
distributions X; and X5 in Welch’s t-test is computed as:
X, — X,
—— (4)

Sx Sx
~ TN

where X, 5?)( and N; are the sample mean, variance and size of X, respectively. The
degrees of freedom are estimated by the Welch-Satterthwaite equation:

(5)

The results show that many pairs of ciphertexts emit a statistically significant difference
in decapsulation time. We have performed the same test again focussing only on the
seedexpander function and achieve very similar results.

We implemented the optimized attack against hqc-128 using an idealized timing oracle
that reveals the number of seedexpander calls during the decapsulation. The attack may
be implemented analogously for the other parameter sets. We set N = 5 for the number
of samples from which a majority must be formed for each bit. We performed the attack
6096 times in 114 CPU core hours on a Ryzen 5900X with 64 GiB DDR4 3600 MT/s CL18
RAM. Each attack required a median of 866,143 idealized timing oracle calls. Of the
6096 attacks 5315 were successful, yielding a success rate of more than 87 %. Among the
failed attacks, approx. 26 % terminated with less than 3 incorrect bits in the secret key
component y. An additional brute-force step comprised of approx. Z?:o (17’569) ~ 240
offline decapsulations could therefore further boost the success probability. Furthermore,
approx. 86 % of the failed attacks terminated with less than 20 incorrect bits and could
therefore drastically reduce the security level of HQC. Thus, even if we are not able to
recover all bits of the secret key we deem it likely that one can apply the known attacks
to the HQC scheme which are listed in [AABT21] as it will become feasible to solve the
syndrome decoding problem or to mount structural attacks. We empirically determined
the probability distribution of the number incorrect bits after an attack and show the
cumulative distribution function in Fig. 4.
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Figure 4: Empirical cumulative distribution function of the number of incorrect bits
during the attacks. Approx. 87 % succeeded immediately. For those that failed additional
post-processing steps could further improve the success probability. The vertical line
indicates the weight of the secret key y. Less than 1% of cases the attack terminated with
more incorrect bits than bits are set in the secret key.

5 Discussion on Countermeasures

To counter our proposed attack and to remove the exploitable leakage, we see two basic
ways: Either the reencryption step in the decapsulation can be avoided completely or the
sampling of a fixed weight bit vector can be implemented in constant time.

Avoiding the reencryption must not harm the Chosen Ciphertext Attack (CCA) security
of the KEM. We are not aware of any generic alternative approach that uniquely binds a
ciphertext to a message as it is guaranteed by the reencryption step.

We identify two main avenues for implementing a constant-time fixed weight vector
sampling algorithm. For the first one we initialize the vector of length n starting with
a run of w set bits. Then we shuffle the array. This will result in a random vector of
weight w. To shuffle the array one could use, e.g., the Fisher-Yates shuffling algorithm as
described in [Knu, p.145] or reverse sorting, using an established sorting algorithm like
merge-sort, as it is proposed in [WSN18] for a ClassicMcEliece hardware implementation.
However, the Fisher-Yates shuffling may leak timing information, as it is using secret-
dependent array accesses and naive methods to make these array accesses constant-time
result in an unacceptable asymptotic time complexity. The reverse merge-sort induces
a slight bias which is solved by a rejection and is therefore not suitable for a constant-
time implementation. The Bene§-network used in the C reference implementation of
ClassicMcEliece is aligned to a vector size of a power of 2 which is not the case in HQC.
We are not aware of a suitable random permutation approach for HQC.

Alternatively, we sample the specified number of distinct bit positions in constant-time
and set the bits in the vector in constant-time. This method is already implemented for the
most part in HQC, except that the distinct position sampling is not constant-time. While
we are not aware of an efficient algorithm that implements this method fully correct and
in constant-time we propose a way to modify HQC’s algorithm to make it constant-time.
Our modification results in an algorithm that is only probabilistically correct and may
sample too few distinct bit positions. The probability of this failure mode can be chosen
arbitrarily small and made negligible.
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Algorithm 9: Inner Rejection Sampling Algorithm

Result: Random number in [0,...,m — 1]
1 repeat
2 | i«s[0,27)
3 until 7 < {%Jm

4 return ¢ mod m

5.1 Remove Additional seedexpander Calls

The first attempt we make to get a countermeasure is to eradicate the concrete side-channel
that we use for the attack: The rejection sampling algorithm that generates new random
data using the seedexpander function on demand. It is vanishingly unlikely that a single
Sample invocation induces more than one additional seedexpander call. Therefore, our
first, obvious countermeasure is to increase the number of bytes that are generated initially
to double the previous amount. This results in the following patch to the sampling function:

void vect_set_random_fixed_weight (
seedexpander_state *ctx,
__m256i *v256, uintl6_t weight) {

- size_t random_bytes_size = 3 * weight;

+ size_t random_bytes_size = 2 * 3 * weight;

- uint8_t rand_bytes[3 * PARAM_OMEGA_R] = {0};

+ uint8_t rand_bytes[2 * 3 x PARAM_OMEGA_R] = {0};

However, the algorithm is not constant-time: rejection sampling still performs a different
number of iterations depending on the message. While the countermeasure increases the
effort required to perform the attack, it could still allow a local attacker to recover the key.

5.2 Constant-Time Random Number Generation

To further improve our countermeasure we can remove the inner rejection sampling used
for generating random indices into the vector. The inner rejection sampling is detailed in
Algorithm 9. Instead of rejection sampling integers in the range 0 < x < L2k /me, we
generate b > log, m random bits and then reduce the generated integer modulo m to the
desired range. This will bias the resulting distribution if m does not divide 2°, which is
the case here. Therefore, we need to pick a sufficiently large b for the statistical distance
to be negligible. In particular we are interested in minimizing the statistical distance (SD)
between the uniform distribution over {0,...,m — 1} and the distribution generated by
x mod m where z is drawn uniformly random random from {0,...,2° — 1}. We define
the statistical distance between two probability distributions X and Y over some discrete
domain 2 to be:

SDxy = % Y Pr[X = 2] = Pr[Y = 2] (6)
z€Q

Let U, be the uniform probability distribution over {0,...,m —1}:

L jfo<z<m
z| =47
0 otherwise
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Table 4: Statistical distance between the uniform distribution over {0,...,m — 1} and the
distribution of random integers from 0 to 2° —1 reduced modulo m for hqc-128 (n = 17,669).

b log,SDu,,,m,, (approx.)

2

16 —4

32 —20
64 —52
128 —116
256 —244
512 —502

Additionally, we define the probability distribution M,, which reduces an integer in
{0,...,n — 1} modulo m. Its probability distribution is given by:

W if0<z<nmodm
Pr[M,, = z] = % ifnmodm<z<m (8)

0 otherwise

The statistical distance between these two distributions is:

SDu,, v, = % - Y [Pr[Un = 2] - Pr[M, = 2] (9)
z€{0,...,m—1}
=—. <(n mod m) - |;U”n+l + (10)
R ki

(m — (n mod m)) - - -

In Table 4 we computed the statistical distance between the uniform distribution and
the modular reduction technique for various numbers of bits b. The parameter m is the
length of the vector in HQC. We leave the choice of an acceptable statistical distance to
the designers of the scheme. For our further testing we use b = 128.

We can implement a modular reduction of a 512 bit non-negative number x modulo
a small number efficiently using basic rules of modular arithmetic. We can represent x
inbase 28 asc =a9+ 2% - 21 + 282 29+ - + 28 U=V, 1 + 280 . 2, We split up the
computation of x mod m in the following way:

21

zmodm = |- | 2,1 +2% (2, modm) | modm--- | modm (11)
———

20

Generalizing this, we can write an iterative algorithm that computes in iteration :

zy mod m ifi=0
(vo—i +28-2z_1) mod m otherwise

and z; = x mod m. We can implement this algorithm for a random number z where each
x; is drawn from rand_bytes by the following lines of C:
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mov eax, edi

mov ecx, edi

mov edx, 2948122845
#include <stdint.h> imul rdx, rcx

shr rdx, 46
uint32_t f(uint32_t a) { imul ecx, edx, 23869

return a % 23869; sub eax, ecx

} ret

Figure 5: Modular reduction of an integer a modulo a constant in C and the resulting
Intel-style x86 assembly with optimization level 2 using clang.

uint32_t random_data = O;

for (uint32 t k = 0; k < BYTES_PER_INDEX; ++k) {
random_data = ((uint32_t)rand_bytes[j++] | (random_data << 8));
random_data %= PARAM_N;

¥

where GEN_BYTES is 2.

Additionally, while a divide instruction is not constant-time in general on most Instruc-
tion Set Architectures (ISAs), reducing modulo a constant is optimized by the compiler
into a sequence of instructions that can be executed in constant time. The optimization
performed by the compiler is a Barrett reduction [MVOV, p.603]. This can be observed in
Fig. 5. Here the compiler replaced the idiv instruction by a series of shifts, additions and
multiplications. All of these instructions complete with a fixed latency on the Zen 3 ISA
according to Agner’s instruction tables?. To ensure that the compiled result always uses
these instructions, which we have verified to be constant-time, we can copy the compilation

result into an __asm__ volatile block.

5.3 Performance Optimization

We wish to minimize the number of random bytes generated, while still ensuring that we
only have to call the seedexpander function once, and never inside the for-loop of the
Sample function. To this end, we analyze the probability of requiring a certain number of
iterations in the rejection sampling algorithm. We introduce the random variable X, ; ,_,
which is the number of distinct elements after attempting to sample i elements from
{1,...,n} with each sample succeeding with the probability p;. The success probability ps
can be used to model the case where the inner rejection sampling algorithm has to retry
sampling an element from {1,...,n}, because the sampled element was not in the required
range. Therefore, if a sample fails, it increases the number of iterations, but no element is
sampled. This yields the following recursive relation:

0 ifi<w
1 fw=:1=0
Ds if w=1=1
Pr[Xyip, = w] = w (13)
ps— Pr[Xn i1, =w]| +
w — ln otherwise
(1 — ps max(0, T)) PriX,,i—1,p, =w—1]

We are now sufficiently equipped to compute the probability that the rejection sampling
algorithm requires < 7 iterations to sample w distinct bit positions. This query is equivalent

?https://www.agner.org/optimize/instruction_tables.pdf, accessed on 2021-11-05.
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Table 5: Number of indices x that must be derivable from the generated randomness
reservoir to achieve a probability on the order of the security parameter of a message
emitting multiple seedexpander calls. Here, p, is set to | 2% /m|m/2* for when the original
rejection sampling is used or 1 when the bit position sampling cannot fail due to the use
of the constant-time random number generation scheme.

Instance Kps  logy(1 = (Pr[Un,w,,p. < /fps])g) k1 logy(1l — (Pr[Un,w,.1 < m])s)
hqc-128 99 ~ —134 97 ~ —129
hqc-192 152 ~ —193 146 ~ —195
hqc-256 192 ~ —261 190 ~ —259

to the probability, that after ¢ iterations > w distinct bit positions have been sampled. We
can compute this by simply summing over the number of distinct positions:

Pr(Xpip, 2wl =Y Pr(X,i,, =1 (14)

Finally, we define the random variable Uy, ., p, to be the number of iterations required to
sample w distinct elements out of {1,...,n} with each sample succeeding with probability
ps- Then, the probability of requiring < i iterations is:

Pr[Un,wms <i] = Pr[Xn,i,ps > w] (15)

We can use the random variable Uy, 4, p, to minimize the number of random bytes that
we need to sample. The probability that a message emits > 1 additional seedexpander
calls when the randomness reservoir provides sufficient entropy for x random indices is:

1— (Pr[Un.w, p. <5])°. (16)

We would like this probability to be negligible. We can compute a suitable s for which
the probability is < 27 where X is the security parameter. This is done by increasing
x until the probability is low enough. The number of iterations depends on the success
probability of sampling a random index. When we retain the original inner rejection
sampling algorithm we use the success probability ps to compute &, . For the constant-
time random number generation we use a success probability of 1 to compute k1. Note
that these probabilities are high enough for these messages to feasibly exist. However, we
deem it infeasible to compute such messages, as they are so rare.

The results of these computations can be seen in Table 5. Using x we can optimize
the countermeasure to generate the least amount of randomness to eradicate additional
seedexpander calls. Note that k1 < k), since the rejection sampling algorithm requires
less iterations when every random number generation succeeds. However, the constant-time
Random Number Generator (RNG) still requires much more random bytes to be generated,
since it requires 16 bytes per index, instead of approx. 3 in expectation.

We can further optimize the RNG by using the full width of the registers. Instead
of reducing one byte at a time we can reduce 4 bytes at once by using 64 bit registers
and multiplying each intermediate result z;_; by 284, as we detail in Listing 1. Further
performance improvements may be achievable through the use of even wider registers or
SIMD instructions to produce multiple positions at once.

5.4 Constant-Time Monte-Carlo

We can now forge a constant-time algorithm that is approximately correct using minimal
modifications. It fails to produce a correct result with an error-probability that we can
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choose to be arbitrarily low. The first step is to always produce the same number of
random positions into the generated vector. Additionally, for each position we keep track
of whether it is needed, i.e., whether the generated index has already been sampled before
and whether we have already sampled enough unique indices. Using this information, we
can then set the bit only if it is needed — in constant time. However, if we fail to sample
enough unique indices, the algorithm may produce a vector of too low weight. We cannot
catch this error and try again, as that would introduce a timing-variability. Therefore, we
must sample enough positions such that this case does not happen with overwhelming
probability. We can reuse the x; listed in Table 5 for this purpose. Using these parameters
the probability that we sample a vector of too low weight is < 27*, where \ is the security
parameter.

Concretely, we keep track of the number of unique positions sampled and whether we
need each position by:

uint32_t count = 0;
uint8_t takel[K_1];

We then sample k1 positions from {0,...,n — 1}. Instead of trying to sample a position
again when a position is not unique, we store it unconditionally but keep track of whether
we need the position:

tmp[i] = random_data;

uint8_t not_enough = count < weight;
uint8_t needed = (!exist) & not_enough;
take[i] = needed;

count += needed;

where exist is 1 iff the position has not been sampled before and i is the iteration count
in {0,...,k; — 1}. To avoid naming ambiguities in this section we henceforth refer to the
vector of n bits that is modified by the algorithm as the bit-array.

The next phase of the algorithm uses Advanced Vector Extensions (AVX2) instructions
to set the sampled bit positions in the bit-array. This algorithm is vectorized to process
the bit-array in 256 bit chunks. We modify this algorithm to only include a position if
take[i] is set by computing a bit mask that is 12° if take[i] == 1 and 0%°® otherwise.
We then modify the first loop to compute the bitwise and of bit256[i] and the mask
stored in take256:

__m256i take256 = _mm256_setl_epib4x(take[i]) == 1;
bit256[i] = bloc256&mask256&take256;

This results in bit256 [i] being 02°° if the bit is not needed. When this 256 bit vector is
later xor-ed with the aux variable, it will have no impact, since 0 ® = = .

uint32_t rand_bytes[BYTES_PER_INDEX * K_1 / 4] = {0};

/7 [ ]

uint64_t random_data = O;

for (uint32_t k = 0; k < BYTES_PER_INDEX / 4; ++k) {
random_data = (uint64_t) rand_bytes[j++] + (random_data << 32);
random_data %= PARAM_N;

}

Listing 1: Optimization in the random number generation by reducing 4 bytes at once.
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Figure 6: P-values for Welch’s t-test testing whether there is a statistically significant
difference between the computation time of the part invoking the Sample function in the
re-encryption of the decapsulation for each pair in 100 ciphertexts generated for a single
keypair. indicates that a statistically significant difference was detected. The
final countermeasure eradicates all statistically significant timing differences in the Sample
function.

5.5 Evaluation of the Proposed Countermeasures

The results can be viewed in Fig. 6. The number of the detected difference clearly diminishes
as more of the suggested modifications are applied. In particular, the final countermeasure
eradicates all statistically significant timing differences in the Sample function as can be
seen in Fig. 6d. We conclude that the final countermeasure eradicates all timing-leakage
that we could detect from the algorithm with respect to the seed used by the XOF.

We measure the number of cycles the Sample function requires for random messages
for the original and the two patched versions to evaluate the performance impact of the
additional instructions. We obtained 1 million measurements and removed outliers that
deviate more than 3 standard deviations from the mean. Additionally, we gave the process
a niceness of —20 on a dedicated machine. The process is pinned to a single core, and
all other processes are pinned to different cores. The results may be seen in Table 6.
We collected the mean and median number of cycles. The median number of cycles is
increasing with more patches applied. We can see that the RNG fix is extremely costly in
terms of cycle count and together with the seedexpander fix induces a 22.8 % increase in
the median number of cycles. The main fault is likely that the constant-time RNG method
generates and processes approximately 5 times the number of random bytes. Furthermore,
we observe that the seedexpander patch alone is extremely cheap and only incurs a 1%
increase in the number of cycles.

While fixing the seedexpander side-channel is cheap, it is not sufficient to obtain
constant-time code. We were able to use the constant-time RNG in the design of further
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Table 6: Benchmark results in number of cycles for the modifications of the rejection
sampling algorithm. Modifications tested on hqc-128. Cycle counts include the entirety of
the decapsulation function.

Version Median Cycles

original 259,370 (+ 0.0%)
seedexpander fix 261,849 (+ 1.0%)
seedexpander + RNG fix 318,533 (+22.8%)
seedexpander + RNG fix + constant number of iterations 334,628 (+29.0%)

algorithms. Unfortunately, the constant-time RNG comes with a heavy performance hit,
and it is not trivial to decide on a number of bytes to consume for each generated position.
The final modification is constant-time, however it has a non-zero probability of returning
an incorrect result. We choose this probability low enough for this to likely not be a
practical issue.

6 Conclusions, Lessons, and Future Work

We have presented a novel timing attack on the optimized implementation of HQC’s KEM.
The considered implementation in this work has been found vulnerable despite the claim
of the authors of HQC “to have thoroughly analyzed the code to check that only unused
randomness (i.e. rejected based on public criteria) or otherwise nonsensitive data may be
leaked.” [AABT21].

The identified vulnerability probably has been hidden from scrutiny because the modular
design of the HQC KEM employing the FO transformation conceals the dependence of the
secret key to the rejection sampling function, due to a subtle error in the specification: In
the IND-CPA version of HQC, encryption is non-deterministic, and thus the variations of
the employed rejection sampling function is of no concern. The KEM/DEM version of
HQC, as specified in Figure 3 in the specification, invokes a slightly different HQC.PKE
encryption scheme than the one described in Figure 2 of the specification: one that fixes the
randomness to make encryption deterministic. Only because the re-encryption in the KEM
decapsulation is deterministic, non-constant time rejection sampling becomes a problem.
This highlights the problem of providing high level definitions of a cryptosystem: The
definition is good enough for an implementor to get the functionality correct, but hides from
manual inspection the ominous dependence identified and exploited in this work. However,
in the case of HQC the specification encourages the use of the exploited rejection sampling
algorithm [AAB*21]. Therefore, the flaw we identify would likely be implemented by any
implementor. This problem also highlights the need for automated, possibly standardized
tools to check implementations for secret-dependent timing variations.

Our proposed countermeasure does incur a heavy performance degradation. However,
it does eliminate all timing-variation that we could detect from the analyzed function.
Future work could focus on improving the performance of said countermeasure through
the use of SIMD instructions or different algorithms.

Our attack completely breaks the security guarantees that HQC attempts to uphold.
Designers of other schemes should ensure that their cryptosystem does not make use of
rejection sampling seeded with values that depend on secrets. In general it is advisable to
verify that any values that are derived from secrets such as the secret key or the message
do not cause a timing variation in any of the schemes’ algorithms. We have identified that
a timing variation very similar to the one discovered in HQC exists in BIKE [ABB*20].
However, it is unclear whether the timing variation in BIKE is also exploitable, especially
given the constraint that BIKE considers timing attacks out of scope as keys are not meant



Clemens Hlauschek, Norman Lahr and Robin Leander Schréder 21

to be reused [ABBT20].
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