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Abstract. Zero-knowledge protocols (ZKPs) allow a party to prove the
validation of secret information to some other party without revealing
any information about the secret itself. Appropriate, effective, and ef-
ficient use of cryptographic ZKPs contributes to many novel advances
in real-world privacy-preserving frameworks. One of the most important
type of cryptographic ZKPs is the zero-knowledge range proofs (ZKRPs).
Such proofs have wide range of applications such as anonymous creden-
tials, cryptocurrencies, e-cash schemes etc. In many ZKRPs the secret is
represented in binary then committed via a suitable commitment scheme.
Though there exist different base approaches on bilinear paring-based
and RSA-like based constructions, to our knowledge there is no study on
investigating the discrete logarithm-based constructions. In this study,
we focus on a range proof construction produced by Mao in 1998. This
protocol contains a bit commitment scheme with an OR-construction. We
investigate the effect of different base approach on Mao’s range proof and
compare the efficiency of these basis approaches. To this end, we have
extended Mao’s range proof to base-3 with a modified OR-proof. We de-
rive the number of computations in modulo exponentiations and the cost
of the number of integers exchanged between parties. Then, we have gen-
eralized these costs for the base-u construction. Here, we mainly show
that comparing with other base approaches, the base-3 approach con-
sistently provides approximately 12% efficiency in computation cost and
10% efficiency in communication cost. We implemented the base-3 proto-
col and demonstrated that the results are consistent with our theoretical
computations.

Keywords: Zero knowledge proof - Range proof - OR proof - Commit-
ment schemes.

1 Introduction

The zero-knowledge proofs have recently gained the utmost importance in many
systems, especially in the context of privacy. These proofs are used to prove the
accuracy of a specific information in a secret way. In many privacy-preserving
systems, ZKPs are used as the building blocks. A particular and notable exam-
ple of ZKPs is the zero-knowledge range proofs, which can be seen as a special
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case of zero-knowledge set-membership proofs (ZKSMPs). The basic principle of
the ZKSMP is to prove to a third party that a member of a public/private set
(countries, names, nationalities, etc.) without revealing any information about
the secret itself. When we take this set as a list of integers, such proofs are
called as ZKRPs. The corresponding hidden knowledge is often the output of
a cryptographic function. There are numerous usage areas and various crypto-
graphic systems of ZKRP in the real world such as e-voting [14], age validation
(prove someone is over 18), e-cash [7UI]], risk assessments/credit score systems
[12] for banking and financial institutions (prove salary of an individual is above
some threshold), investment grading (rating companies due their financial sta-
tus), e-auction [I1], group signature schemes [5] and verifiable secret sharing.
Camenisch et. al. [4] used range proofs to prove knowledge of a signature on
a committed integer in anonymous credentials and group signatures. Recently,
with the fast development of the blockchain based distrubuted ledger technology
ZKRPs become even more popular since they used to validate the transactions
of a cryptocurrency. Monero [19], Zcash [20], and Zerocoin [I8] are just a few
examples of cryptocurrencies using ZKRPs on the validation of the transaction
process.

The foundations of the range proofs go back to the 80’s. Brickell, Chaum,
Damgard & van de Graaf [2] proposed the first elements to construct a range
proof in 1987. They achieved to send a secretly disclosed bits to other partici-
pants. Their construction was based on discrete logarithm using a bit commit-
ment. To check the accuracy of the proof they use X’—protocol. This construction
has many negative features especially in ranging. In 1995, Damgard [9] proposed
a ZKRP construction. Soon later, in 1997, Fujisaki & Okamoto [T0] proposed an-
other construction. Although these proposed constructions work properly, they
were inefficient to use in the real-world cases. In 1997, Bellare and Goldwasser [6]
presented the binary decomposition range proof. In this construction, the secret
s is represented in binary, i.e., on modulo-2 basis. In 1998, Chan et al. [7] con-
structed a scheme, known as CFT proof, using the algorithm by Brickell et al.
[2]. However, their construction was only succeeded on the non-negatives ranges
and the order of the used group must be unknown. In 2000, Boudot [I] proposed
a scheme depending on the strong RSA problem. To show the secret x lies in
the interval of the form [a, b], it is sufficient to prove both z — a and b — = are
positive.

Almost in all ZKRP constructions the secret is committed at the beginning
of the scheme. In the literature, there exist three main approaches to commit the
secret. These are integer, binary, or the u—ary method. Hence, these methods
are listed as:

1. binary method This method allows to check that the binary representation
of a committed value is in the interval [0, 2% — 1].

2. integer method In this method, it is enough to check whether a committed
number belongs to an interval Z = [a, b] or not. Usually, Z is chosen as a
much larger interval space.
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3. u—ary method This way allows to check that the u-ary representation of a
committed value is in the interval [0, u* — 1]. As it is stated in the literature
[3], this method itself does not reduce the proof size.

Camenish et. al. [3] proposed improvements on the bilinear-group assumption
based set-membership proofs which also can be used for range proofs. In their
study, it is recommended to represent the secret in base-u, instead of the folklore
base-2 approach. However, it is stated that this idea does not reduce the proof
size, thus it does not bring any efficiency alone. Therefore they constructed a
scheme that enables to reuse the list of u signatures sending by the verifier. In
the range proof instantiation of this approach, the verifier sends the list of u-
signatures, and the prover use this list to check the accuracy. In their approach,
I denotes a range of integers such as [1,u"], where u is the representation base.
Elements of I are signed using a digital signature by the verifier. These sig-
natures are considered as common inputs. The prover proves that she knows a
signature under the verification key for the element committed to C, while C is a
commitment. Moreover, they showed that their approach also can be applicable
to the Strong RSA-like assumption with a significant level of improvement.

Though different base approaches investigated on bilinear groups and RSA-
like schemes, as far as we know, there is no generic study on discrete logarithm
based schemes such as Mao’s range proof. Due to its wide range of usage areas, we
investigate the efficiency of different base approaches on discrete logarithm based
settings. Our aim is to find the most efficient base approach in both computation
and communication costs.

1.1 Owur Contribution

In 1998, Mao [13] proposed a binary multi-party secret sharing construction that
can be corrected by a single verifier. In this construction to encrypt corresponding
primes, a proof of bit length is used. We call this proof of bit length scheme as the
classical range proof. In the classical range proof proposed by Mao, the secret x
is represented in binary, and the binary commitment scheme is used afterward.
To our knowledge, there is no known investigation on Mao’s range proof in
different base approaches. In this paper, we investigate the usage of Mao’s range
proof, with different base approaches. In this protocol, an OR-Proof proposed
in [8] is used as a sub-protocol. For this purpose, we decompose the secret in
the u—ary method, with an adapting sub-protocol. The results show that this
approach in base-3 is more efficient than other base choices in both computation
and communication costs.

1.2 Outline of the Paper

In Section 2, we present the details of the underlying cryptographic primitives
such as commitment schemes, zero knowledge proofs, and X-protocols. The clas-
sical range proof proposed by Mao is described in Section 3. In Section 4, we
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represent the details of base-3 approach to the existing construction. General-
izations to different bases are analyzed and compared in Section 5, where we
show that it yields the best efficiency in base-3 both in computation cost and
communication cost. We implement the base-2 and base-3 methods and compare
the implementation results in Section 6.

2 Preliminaries

Some of the basic primitives, notations, and definitions are introduced in this
section. ZKRPs contain many sub-protocols in their construction. Since we only
examine Mao’s construction in this paper, we only define related primitives.
Commitments have an important role in almost every range proof scheme. The
secret value is expressed as a committed value. Therefore, after giving a short
notations part we explain commitment schemes and the Pedersen commitment
scheme more precisely. Then, we explain X'—protocols and their OR-composition
due to their significant role in Mao’s construction.

2.1 Notations

Over the ring of integers Z, let s, p, g be large primes such that ¢ = 2s + 1 and
p = kq + 1 hold where k is an even positive integer. Let g € Z; be an element
of order ¢, and G be a group generated by g. We know that g? = 1 mod p.
Let f € G be a fixed element generated by a pseudo-random generator which is
seeded by g, and its discrete logarithm in base g, log, f is unknown. Throughout
the paper r €g Z;, denotes that r is randomly chosen in Z;. For randomly chosen

P
r, we say that E = Com(z,r) = ¢” f" is a commitment to hide x.

2.2 Commitment Schemes

Commitments are important building blocks due to their major role in many
cryptographic applications. A commitment scheme is a deterministic polynomial-
time algorithm, which has two stages, namely committing and revealing. In this
study, we will focus on bit commitment schemes. A bit commitment scheme is
a cryptographic primitive satisfying hiding and binding properties.

— perfectly hiding It should be computationally infeasible to reveal x for a given
Com(x,t).

— binding It should be infeasible to find two different openings from one com-
mitted value which guarantees the committer cannot forge the system even
if she changes her mind. This property directly holds for the Pedersen com-
mitment scheme due to the DLP assumption.
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Pedersen Commitment Schemes The idea of the Pedersen commitment
with perfectly hiding and computationally binding properties is presented for
the first time in [I6/17]. The security of the scheme is based on the hardness of
the discrete logarithm problem (DLP).

In the setup phase, the reciever picks uniformly ramdom primes ¢ and p with
ql(p—1). Suppose G is the cyclic subgroup of Zy of order ¢, and G =< g >. The
reciver picks an element f in G randomly where log, f is unknown.

In the committing phase, for a randomly chosen ¢ €g Zj to commit a secret
x € Zy, the committer computes Com(z,t) = g* ft. The opening phase is quite
similar. The committer reveals x and the corresponding ¢ for the opener to
compute Com(x,t) = g”f* to check its correctness. A Pedersen commitment
scheme should satisfy the perfectly hiding and binding properties.

2.3 Zero Knowledge Y —protocol and OR-composition

X —protocols are special types of interactive 3-move honest verifier zero-knowledge
proofs (HVZK). The first movement is usually a committed value sent by the
prover. The second movement is by the verifier, and it is usually a large enough
uniformly random challenge. The third movement comes from the prover to aim
that the verifier will be able to run a proof of knowledge with some specific steps.

Definition 1 (X-Protocol). Let P and V refer the probabilistic polynomial
time machines. For the protocol system pair (P, V'), where R is a binary relation,
a X-Protocol for the relation R, is of the 3 movement form, namely message,
challenge, and response.

Let both P and V have z as a common input. P has a private input w, where
(z,w) € R. A typical X-protocol needs to achieve three security parameters.
These are (perfect) completeness, special soundness, and special honest-verifier
zero-knowledgeness (sHVZK).

Combining the existing protocol for achieving different aims results in com-
positions. One of these compositions is the OR-composition, which establishes
the correctness of one of the given two statements. In Figure [I we show the
workflow of the OR-composition of Y —protocol for the Schnorr protocol. It is
a 3-movement protocol which is used as a sub-protocol in the context of range
proofs. The details of the workflow will be explained in detail in the next section.

3 Classical Range Proof

In the classical range proof protocol, the main idea is to prove a secret integer
= belongs to some interval of the form [0, 2%+ — 1]. To this end, we decompose
the secret in base two, then prove that this decomposition truly occurs by 0’s
and 1’s.

The length of the secret = equals to |[log, 2| + 1 in bit-wise representation,
and since z € [0,2**! — 1], 2 can be written as:

=102 + 212" + ...+ 22" for z; € {0,1} and i = 0,1,..., k. (1)
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Prover (Alice) Verifier (Bob)
E=f* E=gf*
w,T1,C1 €ER Zyg w, Ty, ER Zy
a; = f* a1 = fPE©
ay = f"(E/g)™* az = f*
ay, az
Above computing in mod p
_—
c CER Zq
D
B=f E = gf*
Cp=C—C Cl =C—Cy
Te = W + 2Cy T =w+ 2 1,7, €1, Co
_—>

Above computing in mod q
¢ = ¢ + cz(mod q)

f = a3 (E/g)" (mod p)
f = a1 E* (mod p)

Fig. 1: OR~composition of X'—protocol for Schnorr protocol.

The prover chooses tg,t1,...,tx €r Zg, and computes t as:
k
t= Ztﬂl mod q. (2)
i=0

Then, she computes the following bit commitment scheme:
E; = E(z;,t;) = g" f" mod p for i =0,1,...,k. (3)

After that, the prover proves that, in each step, the value committed by E(x;,t;)
is whether 0 or 1. For this purpose, one can use a zero-knowledge sub-protocol,
namely the OR-composition of X-protocol, and shows that she knows whether
E; is in base f or E;/g is in base f as shown in the Figure

In this protocol, the prover proves that a commitment E hides a value of 0
or 1. If the secret value is 0, the commitment equals £ = f# if the secret is 1
then it becomes F = gf*. Depending on the secret, the prover computes a1 and
as and sends them to the verifier. The verifier randomly selects a challenge c.
Using the corresponding challenge the prover sends a response to the verifier.
Lastly, some equality checks are done, and this ends up the OR-proof.
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Finally, the verifier gets E; and t values. Then, he requires to check using
homomorphic proporty.

k
9" f* = [ EZ mod p. (4)
i=0
In each iteration of this proof, both the prover and the verifier compute four
exponentiations, and seven integers each length k' are exchanged between them.
At the end of the proof, the cost of the exponentiations equals 4k. Similarly, the
cost of exchanging numbers equals 7k k.

4 Classical Range Proof with Base-3 OR-Construction

In this section, we prove the secret integer x belongs to some interval of the form
[0,3%+1 — 1]. To do so, this time we decompose the secret in ternary represen-
tation and prove that decomposition truly occurs in 0’s, 1’s, and 2’s. First, we
use the ternary-length-based representation instead of the bit-length-based one.
The length of the secret = equals to |logs 2| + 1 in ternary representation and
x € [0,3%+1 — 1]. Hence, we denote the secret we want to prove in a ternary
representation as follows:

2 =03 + 213 + ...+ 23 for z; €{0,1,2} and i = 0,1,... . k. (5)

The prover chooses %o, t1,...,t; €r Zq, and computes ¢ as:
k
t= Z ;3" mod gq. (6)
i=0

After that, we compute the commitments as:
E; = E(xi,t;) = ¢ f% mod p for i = 0,1,... k. (7)

Then, we need to use the OR-proof. However, by using the classical base-2 OR-
proof, we cannot check each commitment for once in our case. Hence, instead of
base-2 OR-proof, we provide the base-3 OR-proof to prove that the committed
value is whether equal E;, or E;/g, or E;/g? as seen in Figure

Similar to base-2 construction, the Figure [2|illustrates that the prover proves
that a commitment F, hides a value of 0 or 1 or 2. If the secret value is 0, the
commitment equals £ = f*. If the secret is 1 then it becomes £ = g f?, and if the
secret is 2 it becomes E = g2 f*. Depending on the secret, the prover computes
a1, az and az and sends them to the verifier. The verifier randomly selects a
challenge c. Using the corresponding challenge, the prover sends a response to
the verifier. Lastly, some equality checks are done, and this ends up the OR-
proof.
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Prover (Alice) Verifier (Bob)

E=§ E = gf* E=¢gf

w,T1,T9,C1,02 €R Ly | W,T2,73,C2,C3 ER Lq | W,T1,T3,C1,C3 ER Zy

ar =1 @ =B @ =[BT
az = f"(E/g)™* az = f* ay = f(E/g)
a3 = f*(E/g")"* a3 = f*(B/g")"* az = f*
Above computing in mod p ai,az, a3
CcER Ly
P

E=§ |E:wz |E:ff

C3 =C—C —C € =C—C —¢C3 Cp =C—C —C3

r3 =W+ 2C3 T =W+ zC1 re = W + 2C2

T1,72,73,C1,C2,C3

Above computing in mod g

c=c1 + ¢z + c3(mod gq)

™ = a3(E/g")* (mod p)

I = a2 (E/9)" (mod p)
£ = a1 B (mod p)

Fig. 2: Base-3 OR~proof.

After getting F; and t values, the verifier needs to check the equality of the
following property:

k
g ft < HE;y mod p. (8)
i=0
In each step, both the prover and the verifier need to compute six exponenti-
ations. This time there exist 10 integers to exchange which costs 10k". At the
end of the protocol, the overall cost for exponentiation is 6k and the cost of
exchanging integers is 10k k.

5 Generalizations to Base-u and Comparisons

In this section, we analyze the performance of the base-u representation of the
secret x. Clearly, the base-3 scheme succeeds in our case. Recall that, for the
complexity of the base-3 construction, both the prover and the verifier need
to compute six exponentiations in each step. In total, we need 6k exponentia-
tions. In addition to this computational comparison, we consider the number of
exchanged integers between the prover and the verifier. In this scenario, there
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exist 10 integers to exchange between the prover and the verifier in each step.
We denote the length of the integers by k'. The cost of the exchange then is
equal to 10kk" for the base-3 case.

From now on, we use £, Z, and M to denote the cost of the exponentiation,
inversion, and multiplication operations in Zj, respectively. Before generalizing
this scheme to the base-u, it is enough to compute g~! only once. Since we
work in Zg, the cost of the inversion can be considered as T ~ & [15]. We
may also assume that & > 1000M using the square and multiply algorithm
for cryptographic applications [I5]. That is why other operations can be seen
as negligible. Hence, it is enough to take into account the exponentiations and
inverses. In general, when we work in base-u, both the prover and the verifier
need to compute 2u exponentiations in each step. Furthermore, there are 3u + 1
numbers to exchange in each step in base-u. The required exponentiations are
given in Table

Table 1: Comparisons of the required operations for OR-proof in each step

Basis Base-2 Base-3 Base-4 Base-5 Base-6 ... Base-u

Cost type
operations 4E+T 6E+T 8E+I 10E+T 126+ZT...2uE+T
numbers to exchange 7 10 13 16 19 ... 3u+1

The above computations are valid only for one iteration of OR-proof. In the
context of range proof, these exponentiations and the number exchanges repeat
as many times as the secret length in base w, since we call the OR-proof as many
times as the secret length. Let k& = [logyz| and k& = [logs z|. Since log2 =

0.30102 and log 3 = 0.47771, in the base-3 representation k = loggk ~ 0.63k. So,

log
we can compare these two worst case complexities of the operations executed by

the prover as follows:

0.63k(7€)  4.41&
k(5€)  5BE
This corresponds to approximately 12% efficiency in the proof generation when
we use the ternary representation instead of the binary representation.

We also analyze other basis complexities in the same way and generalize this
analysis for base-u. For base-4, since }ZEZ ~ 0,5, remember we have 8 expo-
nentiations and one inverse operations are required. In total 4.5k operations are
required, which means we have 10% efficiency in base-4 representation. Contin-
uing similar computations, we get the results for the other basis. For example
we observed that we have 6% efficiency in base-5 representation. In base-6 total
operation cost equals 5.02k, and no more efficiency comes with comparing to
base-2. In general, for the base-u representation, the number of required expo-
nentiations can be formalized as follows:

(2u)k. (10)

~ 0.88. (9)

log 2

log u
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This means after achieving improvements on base-3, base-4, and base-5 represen-
tations, the number of operations increases starting by base-6. We also observe
that the base-3 approach is the most efficient approach with respect to compu-
tation cost.

Table 2: Table that compares the required operations for range proof in total

Basis Base-2 Base-3 Base-4 Base-5 Base-6 . .. Base-u
Cost type
operations 5k 441k 45k 47k 502k ... {Z2(2u)k
numbers to exchange | 7k 6.309k" 6.5k 6.88k 7.22k ... {%E2(3u+1) k

Similar computations can be done for total numbers exchanged data between
the prover and the verifier. In the binary representatlon approach, 7kk' Dbits are
exchanged. In the ternary representation, 10kk’ bits are exchanged and as we
mentioned before:

0.63k(10k")  6.309&

k(7K"Y 18

~ 0.90. (11)

Hence, we have approximately 10% efficiency in the base-3 approach comparing
with the base-2 approach. It can be formalized for a general base-u as 1°g2 = (3u+
1), and the most efficient computations come in base-3. In Table [2 cost of
requirements tabulated for different basis.

We also sketch the total required exponentiations among different basis in
the first of the following graphs of Figure 8] The graph shows that maximum
efficiency can be observed when the base is selected as three. In the first graph
you may find the number of required exponentiations for the different basis.
The graph has its minimum value in (3,4.41), which is our most efficient point.

In the second graph we can see the number of bits exchanged. Although
in folklore bit-representation it equals 7, in base-3, base-4 and base-5 it has
better results. Still, it has its minimum value in (3,6.31), which is our most
efficient point. As a result of both comparisons, the construction achieves the
most efficiency when using the base-3 approach.

6 Implementation

For the implementation of protocols C++ language was selected due to its porta-
bility to the lower level languages and wide range of library options. All exper-
iments were carried out using a single core of an Intel Core i7-8565U Processor
CPU running at 1.8 GHz. We made the codes available as open-source on the

GitHub. [A

! https://anonymous.4open.science/status/RangeProof _Base2_ZKRP-7499
% https://anonymous.4open.science/status/RangeProof _Base3_ZKRP-FAC3


https://anonymous.4open.science/status/RangeProof_Base2_ZKRP-7499
https://anonymous.4open.science/status/RangeProof_Base3_ZKRP-F4C3
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(a) Required exponentiation (b) Number of exchanged integers

Fig. 3: Comparison of different base approaches.

We used The MPIR - Multiple Precision Integers and Rationals Library to
handle the arithmetic operations on big integers. MPIR is a highly optimized
open-source multi-precision integer library, which is forked from the GMP - The
GNU Multiple Precision Arithmetic Library.

The parameters p, q, g, f are defined at the very beginning of the algorithm.
The primes up to 1024-bit are generated separately using another implemen-
tation. The inverse of g is pre-computed at the beginning in both base-2 and
base-3 versions. In the provers part, since the exponentiation on modular func-
tion 'mpz_pown’ also accepts minus variables, —c1, —cs, and —c3 are directly
used in the function so that no extra inverses are computed. Although the num-
ber of operations is increased in the base-3 version, the number of calls is de-
creased since we call the for loop of OR-proof less than the base-2 version. This
brings the proven efficiency to the overall result. We compare the computation

Table 3: Table that compares the average computation times in milliseconds for
different prime sizes.

. Basis Base-2 Base-3 Efficiency in Base-3
Primes
512-bit 223.49 ms 203.04 ms 9.15%
1024-bit 984.37 ms 875.52 ms 11.05%

times in milliseconds. The implementation can be run for different prime sizes.
In the Table [3] one may find the computation times (in milliseconds) for differ-
ent prime length trials. Overall, we obtain that the base-3 version works 11.05%
more efficiently than the base-2 version. This is consistent with the theoretical
computations in Section 5.
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7 Conclusion

We have presented a base-3 OR-proof that has soundness and zero knowledge-
ness properties. We introduced a modified OR-composition of Shnorr protocol
to base-3. We computed the overall complexity in the context of required expo-
nentiations and the cost of the number of integers that are exchanged. After our
derivations, we showed that the cost has a pattern so that we have generalized
and formalized the proof for different bases. At the end of these comparisons,
we have obtained that the computational cost of the base-3 representation is
12% more efficient than the other base representations. Moreover, comparing
in the context of the communication cost, we showed that the base-3 approach
is 10% more efficient with respect to the other base approaches. We have also
implemented the protocols and it has been observed that the base-3 protocol is
11.05% faster than the base-2 protocol.
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