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Abstract. Predicate encryption (PE) is a cutting-edge research topic in cryptography, and

an essential component of a research route: identity-based encryption (IBE)→attribute-based

encryption (ABE)→predicate encryption (PE)→functional encryption (FE). GVW15 pred-

icate encryption scheme is a major predicate encryption scheme. The bottom structure is

BGG+14 attribute-based encryption scheme, which is combined with a fully homomorphic

encryption (FHE) scheme. A crucial operation of the scheme is modulus reduction, by which

the modulus Q of the fully homomorphic encryption ciphertext (also referred to as the inner

modulus) is scaled down to the modulus q of the attribute ciphertext (also referred to as

the outer modulus). ‘Therefore’, the noise in the fully homomorphic encryption ciphertext

(also referred to as the inner noise) is reduced to polynomial size, allowing for the follow-up

exhaustion of noise size and hence correct decryption.

We argue in this paper that there is no evidence to support the P/poly validity of

GVW15 predicate encryption scheme, that is, when addressing P/poly functions, there is no

evidence to show GVW15 scheme can be implemented. In specific, when addressing P/poly

functions, there is no indication that the modulus reduction in GVW15 predicate encryption

scheme can scale the noise in the fully homomorphic encryption ciphertext (the inner noise)

down to polynomial size. Our argument is separated into two parts.

First, under a compact inner modulus Q, an intuition is that modulus reduction should

reduce the inner noise to about the same size as the outer noise (i.e. the noise in the attribute

ciphertext), which is super-polynomial in size. Breaking this intuition requires a special proof

which GVW15 predicate encryption (PE) scheme does not provide.

Second, under an enlarged inner modulus Q, the outer modulus is enlarged correspond-

ingly. As a result, the static target of modulus reduction is lost. Even so, the size of inner

noise can still be reduced to polynomial size by using proper modulus reduction, as long as

it can be proved that the ratio of increments of outer modulus and inner modulus is smaller

than the ratio of original outer modulus q and original inner modulus Q. However, GVW15
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PE scheme failed to provide such proof. Moreover, it appears hopeless to get such proof,

based on our observations.

Keywords: learning with errors · attribute-based encryption · functional encryption.

1 Introduction

There is a famous route in cryptography research: identity-based encryption (IBE) [1–

5]→ attribute-based encryption (ABE) [6–10]→ predicate encryption (PE) [12–14]

→ functional encryption (FE) [15–26]. Predicate encryption (PE) is an essential com-

ponent of this route. PE is a level higher than attribute-based encryption (ABE),

because it is ‘attribute-based encryption with attribute hidden’. PE is a level lower

than functional encryption (FE), because the latter is more focused on ‘the security

against collusion attack’. The predicate encryption (PE) scenario is as followed: an

encryptor transforms a plaintext into a ciphertext that embedded with an attribute

x; the ciphertext is received by a decryptor who has the decryption key correspond-

ing to function f without knowing attribute x; only when f(x) = 1 the decryptor

can transform the ciphertext back into plaintext, otherwise the decryptor can only

transform the ciphertext into gibberish.

GVW15 predicate encryption scheme [12] is a major predicate encryption scheme.

The bottom structure is BGG+14 attribute-based encryption scheme [6], which is

combined with a fully homomorphic encryption (FHE) [27–29] scheme. A crucial

operation of the scheme is modulus reduction, by which the modulus Q of the fully

homomorphic encryption ciphertext (also referred to as the inner modulus) is scaled

down to the modulus q of the attribute ciphertext (also referred to as the outer mod-

ulus). ‘Therefore’, the noise in the fully homomorphic encryption ciphertext (also

referred to as the inner noise) is reduced to polynomial size. The modulus reduction’s

success is very important. Only when the noise in the FHE ciphertext (inner noise)

is reduced to polynomial size can the noise size be exhausted subsequently. Further-

more, the inner modulus Q can only be reduced to the outer modulus q, rather than

another small modulus p. This is clear from the description of GVW15 predicate
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encryption scheme and the P/poly invalidity of the Agr17 functional encryption

scheme [15, 30].

We argue in this paper that there is no evidence to support the P/poly validity

of GVW15 predicate encryption scheme, that is, when addressing P/poly functions,

there is no evidence to show GVW15 scheme can be implemented. In specific, when

addressing P/poly functions, there is no indication that the modulus reduction in

GVW15 predicate encryption scheme can scale the noise in the FHE ciphertext (the

inner noise) down to polynomial size. Our argument is separated into two parts.

First, with a compact inner modulus Q, ratios of noise sizes and moduli are

approximately equal: E/Q ≈ e/q, where E and e are the size of the noise in FHE

ciphertext (inner noise) and the noise in the attribute ciphertext (outer noise), re-

spectively. One of them appears to be a polynomial multiple of the other even

without this equation. As a result, an intuition is that modulus reduction should

reduce the inner modulus Q to the outer modulus q while the inner noise size E is

scaled down to nearly the same size as the outer noise size e. On the other hand,

the corresponding outer noise size of the P/poly function is super-polynomial from

the explanation in [30]. In conclusion, the inner noise size after modulus reduction is

super-polynomial rather than polynomial. Breaking this intuition requires a special

proof which GVW15 predicate encryption (PE) scheme does not provide.

Second, we acknowledge the intuition in the first part, i.e. we have E/Q ≈ e/q

with a compact inner modulus Q. Then we consider a non-compact inner modulus Q,

i.e. we enlarge the inner modulus while keeping the inner noise unchanged. Such non-

compact structure is surely practical, because it is supported by existing schemes

of fully homomorphic encryption. The question is , with an enlarged inner modulus

Q, the outer modulus q is enlarged correspondingly. As a result, the static target

of modulus reduction is lost. Even so, the size of inner noise can still be reduced

to polynomial size by using proper modulus reduction, as long as it can be proved

that the ratio of increments of outer modulus and inner modulus is smaller than

the ratio of original outer modulus q and original inner modulus Q: ∆q/∆Q <

q/Q. However, GVW15 predicate encryption scheme failed to provide such proof.
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Moreover, it appears hopeless to get such proof, based on our observations. Our

observations will be shown in detail in this paper.

2 Bottom Structure of GVW15 PE Scheme: BGG+14

ABE Scheme

2.1 Notations and Operations

Let (m,n, q) denote three positive integers such that q = nΘ(dmax) where q is prime,

m = ndlog2qe, and dmax has been well explained. Let Z denote the set of integers. For

two positive integers (m′,m′′), (Zm′ ,Zm′×m′′ ,Zm′q ,Zm
′×m′′

q ) have been well defined.

Note that the output of the operation ‘modq’ is within {d− q
2
e, d− q

2
e + 1, . . . , d q

2
e},

rather than {0, 1, . . . , q − 1}. For a ∈ Zq, the meanings of A ∈ Zm′×m′′q and aA ∈

Zm′×m′′q are clear. Let G denote the following special matrix

G =


1 2 · · · 2dlog2qe−1

1 2 · · · 2dlog2qe−1

. . .

1 2 · · · 2dlog2qe−1

 ∈ Zn×mq .

For any α ∈ Zq, there is a unique Boolean matrix G(α) ∈ Zm×m such that

αG = GG(α)(modq).

For any B ∈ Zn×mq , there is a unique Boolean matrix G(B) ∈ Zm×m such that

B = GG(B)(modq).

Then, the following three algorithms are well known.

– TrapGen(n,m, q): Input (n,m, q) and output (A,T), where A ∈ Zn×mq is a uni-

form matrix, T ∈ Zm×m is a small Gaussian matrix, AT = 0 ∈ Zn×mq , and T is

of full rank. T is not of full rank regarding the modulus q. T is called a trapdoor

of A.
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– Encode(A, s): Input (A, s) ∈ Zn×mq × Znq and output ψ = AT s + e ∈ Zmq , where

e ∈ Zm is a small Gaussian vector. s is the encoded vector, ψ is the encoding of

s, and e is the error vector. We say ψ = Encode(A, s).

– ReKeyGen(A,B,T,D): Input (A,B,T,D) and output R, where A,B ∈ Zn×mq

are uniform matrices, T ∈ Zm×m is a trapdoor of A, R ∈ Z2m×m is a small

Gaussian matrix, and D = [A,B]R ∈ Zn×mq . In fact,

R =

R0

R1

 ,Ri ∈ Zm×m, i = 0, 1,

then R1 is the pre-sampled matrix, and R0 is the co-sampled matrix. The trap-

door matrix T satisfies that AR0 = D−BR1.

2.2 Arithmetic Representation and Big Modulus Representation of

Boolean Functions

In order to make BGG+14 ABE scheme available, Boolean functions need to be ex-

pressed as modq functions, i.e., big modulus functions. This can be easily achieved

by firstly transforming each Boolean operation into an arithmetic operation and then

transforming the arithmetic operation into a big modulus operation. For example,

for two bit variables x1 and x2,

x1 · x2(mod2) = x1 · x2 = x1 · x2(modq),

x1 + x2(mod2) = x1 + x2 − 2x1 · x2 = x1 + x2 − 2x1 · x2(modq).

Then, by generalizing these transformations, each operation of a Boolean function

can be converted into an operation under a big modulus. Therefore, Boolean func-

tions are described as modq functions, except that the variables are in F2 rather

than Zq.

2.3 Quasi-homomorphic Operations of BGG+14 ABE Scheme

Let x = (x1, x2, · · · , xl) denote an l-dimensional attribute, where each xi is a bit

variable. Take l matrices B1,B2, · · · ,Bl ∈ Zn×mq . Take another l matrices x1G +
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B1, x2G + B2, · · · , xlG + Bl ∈ Zn×mq . For any P/poly Boolean function f(x), there

are some ‘small-size linear combination operations’ for the above matrices, resulting

in a new matrix

f(x) ·G + Bf ∈ Zn×mq ,

where Bf is independent of x. Recalling Sect. 2.2, any Boolean operation can be

viewed as operations in Zq, and any Boolean function can be viewed as a function in

Zq. Furthermore, for this special function in Zq, the result of each operation belongs

to [−2, 2]. We consider the following four simple cases.

Case I. If f(x) = αxi where α is a constant, then the ‘small-size linear combina-

tion operation’ is

(xiG + Bi)G
(α) = αxiG + BiG

(α)(modq),

where Bf = BiG
(α).

Case II. If f(x) = xi + xj, then the ‘small-size linear combination operation’ is

(xiG + Bi) + (xjG + Bj)(modq) = (xi + xj)G + (Bi + Bj)(modq),

where Bf = Bi + Bj.

Case III. If f(x) = xi · xj where i ≤ j, then the ‘small-size linear combination

operation’ is

xj(xiG + Bi)− (xjG + Bj)G
(Bi) = xixjG + (−BjG

(Bi))(modq),

where Bf = −BjG
(Bi).

Case IV. If f(x) = α · xj1 · xj2 · · · · xjk , j1 ≤ j2 ≤ · · · jk and α is a constant, then

the ‘small-size linear combination operation’ is

k∑
i=1

(
k∏

h=i+1

xjh

)
· (xjiG + Bji) ·Gi = α · xj1 · xj2 · · · · xjk ·G + (−BjkGk),

where G1,G2, · · · ,Gk are Boolean matrices in Zm×m and are defined recursively as

below:

G1 = Gα,

Gi = G(−Bji−1
Gi−1), i = 2, 3, · · · , k,



A Note on P/poly Validity of GVW15 Predicate Encryption Scheme 7

where Bf = −Bjk ·G is also independent of x.

Finally, we affirm that iterations of ‘small-size linear combination operations’

are still ‘small-size linear combination operations’, provided the time of iterations

is at the polynomial level. Thus, we draw the conlusion by repeating the aforemen-

tioned four operations: any P/poly Boolean function f can execute ‘small-size linear

combination operations’ on the above matrices, resulting in f(x)G + Bf .

Next, we do the following encoding:

c1 = Encode(x1G + B1, s),

c2 = Encode(x2G + B2, s),

· · · ,

cl = Encode(xlG + Bl, s).

By executing the same ‘small-size linear combination operation’ (only plus a trans-

pose) on the codeword (c1, c2, · · · , cl), we will obtain

cf = Encode(f(x)G + Bf , s).

We call such ‘small-size linear combination operations’ on (c1, c2, · · · , cl) as

quasi-homomorphic operations about the Boolean function f . Here, we need to

emphasize two design techniques of BGG+14 scheme: (i) Case III indicates that

when executing the quasi-homomorphic operations of multiplication, the accumu-

lation form of errors is approximately the multiplication of an original error by a

binary matrix, rather than the multiplication of two original errors. This decelerates

the accumulation of errors to a large extent. (ii) Case III is a particular case of Case

IV, whereas Case IV is not repeated operations of Case III. This design technique

makes that when executing the quasi-homomorphic operations of continuous multi-

plication, the accumulation of errors by applying Case IV once is much smaller than

by applying Case III multiple times.

When multiplying an original error by a random binary matrix, the size of the

resulting error is about
√

m
2

times the size of the original error. Hence, when exe-

cuting the quasi-homomorphic operations of multiplication, the size of the resulting
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error is at least about
√

m
2

times the size of one original error, and this statement

also holds when executing the quasi-homomorphic operations of continuous mul-

tiplication, i.e., Case IV. Continuous multiplications are uncommon for a P/poly

function, and even two adjacent operations are both multiplications in a P/poly

function, they do not necessarily can be merged into a continuous multiplication. In

other words, quasi-homomorphic operations of continuous multiplication, i.e., Case

IV, have a limited inhibitory effect on the accumulation of errors. To sum up, it

is possible for BGG+14 scheme that when executing the quasi-homomorphic op-

erations for P/poly functions, the size of the final error reaches superpolynomial.

Therefore, the modulus q of BGG+14 scheme has to be superpolynomially large for

processing P/poly functions.

2.4 BGG+14 ABE Scheme[6]

- Generating master key (mpk,msk): The key generator runs TrapGen(n,m, q) to

obtain (A,T), then he randomly picks Bi ∈ Zn×mq , i = 1, 2, · · · , l,D ∈ Zn×mq .

The output is

mpk = (A,B1, · · · ,Bl,D),msk = T.

- Generating secret key skf for the Boolean function f : The key generator firstly

generates Bf . Note that Bf is generated by the method in Sect. 2.3. The attribute

is randomly chosen, and the resulting Bf is independent of this attribute. Then,

he runs ReKeyGen(A, y0G + Bf ,T,D) to obtain R ∈ Z2m×m. The output is

skf = R.

- Encryption: The plaintext m is an m-dimensional Boolean vector. The attribute

x = (x1, x2, · · · ,

xl) is sent to the encryptor. The encryptor randomly picks s ∈ Znq , and computes

(Encode(A, s), Encode(x1G + B1, s), Encode(x2G + B2, s), · · · , Encode(xlG +
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Bl, s), Encode(D, s)). The ciphertext is

C = (cin, c1, c2, · · · , cl, cout)

= (Encode(A, s),Encode(x1G + B1, s), · · · ,Encode(xlG + Bl, s),Encode(D, s) + dq
2
em)

= (AT s + ein, (x1G + B1)
T s + e1, · · · , (xlG + Bl)

T s + el,D
T s + eout + dq

2
em).

- Decryption: By using his own f and the attribute x = (x1, x2, · · · , xl), the de-

cryptor executes the quasi-homomorphic operation to obtain

cf = Encode(f(x)G + Bf , s)

= (f(x)G + Bf )
T s + ef (x).

Then, by using skf = R, the decryptor computes

cout −RT

cin

cf

 = DT s−DT s + dq
2
em + ((y0 − f(x))G)T s + e′

= dq
2
em + ((y0 − f(x))G)T s + e′.

When f(x) = y0, the plaintext m can be obtained by using “Rounding”; When

f(x) 6= y0, gibberish is returned. Generally, y0 = 1.

2.5 Hiding Attribute in BGG+14 ABE Scheme

The so-called ‘hiding attribute’ means that the encryptor only knows the attribute

and the decryptor does not know it. The key issue is whether the decryptor can

execute the quasi-homomorphic operation of f when he does not know some part of

the attribute.

It can be easily seen that when f is a modq linear function, the decryptor can

finish the quasi-homomorphic operation without knowing the attribute x. How-

ever, from Sect. 2.2, any Boolean function is not a modq linear function. In other

words, as a modq function, any Boolean function contains modq additions and

modq multiplications. When executing multiplications, i.e., the quasi-homomorphic

operation of multiplications, one attribute bit can be secret, while another one has

to be visible to the decryptor.
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3 GVW15 PE Scheme

3.1 Overview of GVW15 PE Scheme[12]

Let m denote the plaintext, u denotes the attribute hidden from the decryptor,

the encryption process can be divided into two steps: (1) u is encrypted to an FHE

ciphertext u∗ by the encryption algorithm of an FHE scheme. It is worth noting that

now the modulus of the FHE ciphertext (the inner modulus) is Q; (2) u∗ is taken as

the public part of the attribute, and t, the secret key of the FHE scheme, is taken

as the hidden part of the attribute. Then, for the attribute (u∗, t), m is encrypted

to an ‘ABE ciphertext’ C by BGG+14 ABE scheme. Finally, the obtained ‘ABE

ciphertext’ C is the ciphertext of GVW15 PE scheme. It is worth noting that now

the modulus of the attribute ciphertext (the outer modulus) is q.

Now, the decryptor knows the following three items: (1) The ciphertext C of

GVW15 PE scheme. In fact, this item is the ‘ABE ciphertext’ C = (cin, c1, · · · ,cl, cout),

where (c1, · · · , cl) = (Cu∗ ,Ct), Cu∗ is the ‘ABE ciphertext’ of u∗ (the public part

of the attribute), and Ct is the ‘ABE ciphertext’ of t (the hidden part of the at-

tribute); (2) The FHE ciphertext u∗. In fact, this item is exactly the public part

of the attribute; (3) The secret key of GVW15 PE scheme, which is corresponding

to the Boolean function f . In fact, this item is the secret key of BGG+14 scheme,

which is corresponding to the composite function Df ∗, where f ∗ is the homomor-

phic operation of f and D is the FHE decryption algorithm. In other words, there is

Df ∗(u∗, t) = D(f ∗(u∗), t) = f(u). The decryptor knows neither the hidden attribute

u nor the secret key t of the FHE scheme.

The rough decryption process of the decryptor is as follows. He executes the

‘predicate decryption’ (i.e., ‘attribute decryption’) on the ciphertext C by using his

secret key of GVW15 PE scheme, i.e., the secret key of BGG+14 scheme. If f(u) = 1,

m is obtained, otherwise gibberish is obtained.

Note that the ciphertext C includes two parts (Cu∗ ,Ct). Therefore, the detailed

decryption process of the decryptor includes the following four steps.

First step, Cu∗ is transformed into a new ciphertext Cf∗(u∗) by the homomorphic

operation of f , where Cf∗(u∗) is the ‘ABE ciphertext’ of the new attribute f ∗(u∗).
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In other words, this step is the ‘quasi-homomorphic operation of the homomor-

phic operation of f ’ (cf. Sect. 2.3). We have two notes on the first step. Note (1),

u∗ → f ∗(u∗) is modQ operation, while its quasi-homomorphic operation is modq

operation, Q 6= q. Therefore, the operation mode will undergo three transforma-

tions: modQ operation→ Boolean operation→ arithmetic operation of small value

→ modq operation. Note (2), the first two transformations of operation mode re-

duce the operation efficiency; the third transformation is a natural transformation,

hence the operation efficiency remains unchanged.

Second step, modulus reduction. We transform Cf∗(u∗) into Cf∗∗(u∗), where f ∗∗(u∗)

is the message obtained by the modulus reduction of f ∗(u∗). In other word, by using

the modulus reduction in FHE, we transform a modQ message f ∗(u∗) into a modq

message f ∗∗(u∗). We have three notes on the second step. Note (1), by modulus re-

duction, the inner modulus Q cannot be reduced to another small modulus p (p 6= q).

Otherwise the subsequent operation cannot proceed[30]. Q can only be reduced to

outer modulus q. Note (2), modulus reduction operation has to undergo a series of

transformations, modulus reduction → Boolean operation → arithmetic operation

of small value → modq operation, before it can be used for quasi-homomorphic op-

eration. Therefore, increasing computational complexity and decreasing efficiency

are unavoidable. Note (3), it is claimed in GVW15 scheme that the modulus reduc-

tion can scale the noise in the fully homomorphic encryption ciphertext down to

polynomial size.

Third step, with Cf∗∗(u∗) and Ct we perform the quasi-homomorphic operation of

mod q inner product 〈t, f ∗∗(u∗)〉 ( mod q), obtaining a new ciphertext C〈t,f∗∗(u∗)〉( mod q).

We have three notes on the second step. Note (1), although the decryptor do not

know t, the third step is still realizable, because the inner modulus is equal to the

outer modulus. Note (2), the noise in the FHE ciphertext 〈t, f ∗∗(u∗)〉 ( mod q) is still

polynomial size, as long as the noise in f ∗∗(u∗) is polynomial size.

Final step, noise exhaustion. After the third step we have C〈t,f∗∗(u∗)〉( mod q), where

〈t, f ∗∗(u∗)〉 ( mod q) is an integer range from [−B,B]∪
[
− q

2
,− q

2
+B

]
∪
[
q
2
−B, q

2

]
, B

is a polynomial size value claimed in GVW15 scheme. For any integer w in the range,
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the decryptor asks for BGG+14 ABE decryption key corresponding to function

fw (u∗) =

1 〈t, f ∗∗(u∗)〉 ( mod q) = w

0 〈t, f ∗∗(u∗)〉 ( mod q) 6= w

and runs the test. By such exhaustion, the decryptor learns the exact value of

〈t, f ∗∗(u∗)〉 (modq) and hence proper decryption.

3.2 Analysis of the Reasonability of Assuming ‘Q > q’

A precondition of modulus reduction operation is Q > q. It is not explained in

GVW15 scheme why Q > q. Two possible reasons are based on the nature of FHE

and BGG+14 ABE scheme.

(1) When performing multiplicative homomorphic operation in FHE, the noise

size in the product is approximately the product of the noise sizes of two factors;

when performing multiplicative quasi-homomorphic operation in BGG+14 ABE

scheme, the noise size in the product is only about
√

m
2

times the noise size of

one factor. Therefore, if a quasi-homomorphic operation of an FHE multiplicative

homomorphic operation is only a multiply operation, the size of the inner noise

accumulates faster than the size of the outer noise, hence we assume Q > q.

(2) When performing the k continued multiplicative quasi-homomorphic opera-

tion in BGG+14 ABE scheme, the accumulation of noise is more conservative. the

noise size in the product is not
(√

m
2

)k−1
times the noise size of one factor, but

only (k − 1)
√

m
2

times of it. It is not as ‘economical’ as such when performing the k

continued multiplicative homomorphic operation in FHE. As a result, if the quasi-

homomorphic operation of the k continued multiplicative homomorphic operation

in FHE is only a k continued multiplicative operation, the size of the inner noise

accumulates much faster than the size of the outer noise, hence we assume Q > q.

The above two reasons are rough, because the loss brought by the transformations

of operation mode ‘modQ operation → Boolean operation → arithmetic operation

of small value → modq operation’ is completely ignored. Here we notice two facts.
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(1) For multiplication operation in FHE evaluation, corresponding quasi-homomorphic

operation of BGG+14 ABE scheme is not a multiplication, but rather a combination

of several multiplications and additions. It is a complicated scenario.

(2) Even for addition operation in FHE evaluation, corresponding quasi-homomorphic

operation of BGG+14 ABE scheme is still a combination of multiplications and ad-

ditions.

In conclusion, the reasonability of the precondition ‘Q > q’ is questionable, at

the very least, a lengthy proof is necessary.

4 Analysis of P/poly Validity of GVW15 PE Scheme

Even if we assume ‘Q > q’, there is no proof that supports the P/poly validity

of GVW15 PE scheme. In specific, when dealing with P/poly functions, even if

we assume ‘Q > q’, there is still no evidence showing that the modulus reduction

operation in GVW15 PE scheme can reduce the noise in FHE ciphertext (the inner

noise) to polynomial size. Our intuition is that we should now consider the ratio of

noise size and modulus size, rather than the modulus size. Our discussion is divided

into two parts. First, we consider the scenario with a compact inner modulus Q;

second, we consider the scenario with an enlarged inner modulus Q.

4.1 The Scenario with a compact inner modulus Q

The so-called compact inner modulus denotes the inner Q as the optimal compromise

among FHE security, efficiency and decryption failure rate, without taking into ac-

count other parameter coordinations. Because the outer modulus q is almost certain

to be compact, and because FHE and BGG+14 scheme share same or equivalent

security (based on hard problems on lattice or LWE), they appear to have similar

modulus to noise ratios: E/Q ≈ e/q, where E and e are the size of the noise in

FHE ciphertext (inner noise) and the noise in the attribute ciphertext (outer noise),

respectively. One of them appears to be a polynomial multiple of the other even

without this equation. As a result, an intuition is that modulus reduction should

reduce the inner modulus Q to the outer modulus q while the inner noise size E is
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scaled down to nearly the same size as the outer noise size e. On the other hand,

the corresponding outer noise size of the P/poly function is super-polynomial from

the explanation in [30]. In conclusion, the inner noise size after modulus reduction is

super-polynomial rather than polynomial. Breaking this intuition requires a special

proof which GVW15 predicate encryption (PE) scheme does not provide.

4.2 The Scenario with an enlarged inner modulus Q

Now we acknowledge the intuition in the first part, i.e. we have E/Q ≈ e/q with a

compact inner modulus Q. Then we consider a non-compact inner modulus Q, i.e.

we enlarge the inner modulus while keeping the inner noise unchanged. Such non-

compact structure is surely practical, because it is supported by existing schemes

of fully homomorphic encryption. The question is, with an enlarged inner modulus

Q, the outer modulus q is enlarged correspondingly. As a result, the static target

of modulus reduction is lost. Even so, the size of inner noise can still be reduced to

polynomial size by using proper modulus reduction, as long as it can be proved that

the ratio of increments of outer modulus and inner modulus is smaller than the ratio

of original outer modulus q and original inner modulus Q: ∆q/∆Q < q/Q. In other

words, we need to prove when the inner modulus Q increases by one bit (i.e. by two

times), correspondingly the average increase of the outer q is smaller than q/Q bits

(i.e. smaller than 2q/Q times). However, GVW15 PE scheme did not provide such

proof.

A further question is whether such proof exists? If it does, how complicated is the

proof? Now we consider a weaker problem: when the inner modulus Q increases by

one bit (i.e. by two times), is the average increase of the outer q less than one bit (i.e.

less than 2 times bigger) correspondingly? We assume that an FHE ciphertext f ∗(u∗)

with a compact inner modulus Q is obtained, and that another FHE ciphertext

f
′∗(u

′∗) is obtained when the inner modulus Q increases by about one bit. We

assume an FHE ciphertext is a d dimension vector, then u
′∗ is about d bits larger

than u∗. Considering the scenario when the independent variable is d bits larger,

how many more Boolean operations does Boolean function f
′∗(u

′∗) performs than
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f ∗(u∗)? Even if there is only one extra Boolean operation, the size of the outer

noise is at least doubled (noting that the Boolean operation need to be transformed

into arithmetic operation of small value, and there is arithmetic multiply operation

in both arithmetic expressions of Boolean additive operation and Boolean multiply

operation). That the size of the outer noise is at least doubled means the increase of

the outer modulus q is at least one bit (i.e. two times bigger). In other words, this

weaker problem is hard to prove.

In conclusion, it appears hopeless to get the proof of ‘∆q/∆Q < q/Q’.
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