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Abstract. Branching program is an important component of indistin-
guishability obfuscation (IO) schemes, its size greatly influences the ef-
ficiencies of corresponding IO schemes. There are two major candidates
of branching programs, Bar86 branching program and IK00 branching
program. Bar86 branching program was shown to efficiently recognize
NC1 circuits. In specific, a Boolean circuit of depth d can be recognized
by a Bar86 branching program of length not larger than 4d (Therefore
of size not larger than 52 × 4d).

In this short paper we present similar result about IK00 branching
program. We show that IK00 branching program efficiently recognizes
NC1 circuits, that is, a Boolean circuit of depth d can be recognized by
an IK00 branching program of size not larger than (n+ 1)× 4d, where n
is input length.

Our result may be a negative evidence for IK00 branching program
to efficiently recognize polynomial-time computable functions.
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1 Introduction

Branching program [1–4] is an important component of indistinguishability ob-
fuscation (IO) schemes [5–7], its size greatly influences the efficiencies of corre-
sponding IO schemes. There are two major candidates of branching programs,
Bar86 branching program [1,2] and IK00 branching program [3,4]. Bar86 branch-
ing program was shown [1] to efficiently recognize NC1 circuits. In specific, a
Boolean circuit of depth d can be recognized by a Bar86 branching program of
length not larger than 4d (That is, of not more than 4d Boolean matrices of 5×5,
therefore of size not larger than 524d). Up to now, there is no clear conclusion
about the size of IK00 branching program, although there is a negative feeling
(see final paragraph of section 2 of [3]) and an open question (see final graph of
page 116 of [8]).

In this short paper we present similar result about IK00 branching program.
We show that IK00 branching program efficiently recognizes NC1 circuits, that
is, a Boolean circuit of depth d can be recognized by an IK00 branching program
of size not larger than (n + 1)× 4d, where n is input length.



Our result may be a negative evidence for IK00 branching program to effi-
ciently recognize polynomial-time computable functions.

Paper organization is the follow. In section 2 we review generic expression of
Boolean circuit, under {+,×} description and {or, and} description respectively.
Section 3 is a careful review of IK00 branching program. In section 4 we show
our result, that is, a Boolean circuit of depth d can be recognized by an IK00
branching program of size not larger than (n + 1)× 4d.

2 Preliminary: generic expression of Boolean circuit

Generally speaking, a polynomial-time-computable Boolean function cannot be
expressed by geometrical normal form, because the number of terms may be
exponentially large. From [9], a reasonable expression is sequentially giving each
step, say {input a, input b, operation f, output f(a, b)}. There are two different
sets of operations, {+,×} and {or, and}, where “ + ” is exclusive-or, “ × ” is
multiplication. We know two simple relations: x “and” y = x × y, x “or” y =
x+ y+ (x× y). For a fixed set of operations, O, n-dimensional Boolean function
c(x) is expressed as follow.

– input: x0, x = (x1, x2, · · · , xn), where x0 = 1 is constant.
– Sequential steps: For i = n + 1, n + 2, · · · , N , let xi = ci

(
xa(i), xb(i)

)
, where

a (i) ∈ {0, 1, 2, · · · , i− 2} , b (i) ∈ {1, 2, · · · , i− 1}, a (i) < b (i) , ci ∈ O. A
special case for O = {+,×} is that, if a(i) = 0, ci is only “ + ”. Similarly, a
special case for O = {or, and} is that, if a(i) = 0, ci is only “or”.

– Output: xN .(We know xN = c(x))

We call {x0, x = (x1, x2, · · · , xn) ; (a (i) , b (i) , ci, xi) , i = n + 1, n + 2, · · · , N} generic
expression of n-dimensional Boolean function c(x), N the circuit size of c(x),
{(a (i) , b (i)) , i = n + 1, n + 2, · · · , N} the topology of c(x), {ci, i = n + 1, n +
2, · · · , N} the operation series of c(x). To ensure that there is no redundant
operation, each position j ∈ {1, 2, · · · , N − 1} should be an input position
j ∈ {a (i) , b (i)}, where i = {n + 1, n + 2, · · · , N}. If so, we call n not only
the dimension but also the locality of c(x).

3 IK00 branching program [3,4]

Suppose n-dimensional Boolean function c(x) has a generic expression {x0, x =
(x1, x2, · · · , xn); (a(i), b(i), ci, xi), i = n + 1, n + 2, · · · , N}, under either O =
{+,×} or O = {or, and}.

3.1 Directed graphs

We define each graph corresponding to each xi, denoted as G(i), where i ∈
{0, 1, · · · , N}. Each G(i) is an acyclic directed graph, with single starting vertex
and single ending vertex, each of its edges is assigned an affine functions of x,
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and any two vertexes have at most one directed edge. For i ∈ {0, 1, 2, · · · , n},
each G(i) has only two vertexes, starting vertex and ending vertex; the directed
edge from starting vertex to ending vertex is assigned xi. Now take i ∈ {n +
1, n+ 2, · · · , N}, and suppose {G(1), G(2), · · · , G(i− 1)} have been defined. We
construct G(i).

Case 1: ci = +. We have three steps.
(1) First take G(i)∗ as parallel connection of G(a(i)) and G(b(i)), that is,

starting vertexes of G(a(i)) and G(b(i)) are merged into starting vertex
of G(i)∗, ending vertexes of G(a(i)) and G(b(i)) are merged into ending
vertex of G(i)∗.

(2) Second, take G(i)∗∗ as vertex reduction of G(i)∗ (Sometimes a vertex
of G(a(i)) and a vertex of G(b(i)) can be merged into one vertex).

(3) Finally, take G(i) as edge reduction of G(i)∗∗ (If two vertexes of G(i)∗∗

has more than one directed edge, merge them into one directed edge,
with assigned value which is the sum).

Case 2: ci = or. We have four steps.
(1) First, take G(i)∗ as parallel connection of G(a(i)) and G(0).
(2) Second, take G(i)∗∗ as parallel connection of G(b(i)) and G(0).
(3) Third, take G(i)∗∗∗ as series connection of G(i)∗ and G(i)∗∗ , that is,

ending vertex of G(i)∗ and starting vertex of G(i)∗∗ are merged into one
vertex of G(i)∗∗∗.

(4) Finally, take G(i) as parallel connection of G(i)∗∗∗ and G(0).
Case 3: ci = and (ci = and). Define G(i) as series connection of G(a(i)) and

G(b(i)), that is, ending vertex of G(a(i)) and starting vertex of G(b(i)) are
merged into one vertex of G(i).

The number of vertices of G(i) is denoted as |G(i)|. It is easy to see the
correctness of Lemma 3.1.

Lemma 3.1 |G(i)| = 2 for i ∈ {0, 1, 2, · · · , n}, and for i ∈ {n+1, n+2, · · · , N},{
max {|G(a(i))| , |G(b(i))|} ≤ |G(i)| ≤ |G(a(i))|+ |G(b(i))| − 2, if ci = +,
|G(i)| = |G(a(i))|+ |G(b(i))| − 1, if ci = ×(ci = and), ci = or.

The final graph G(N) is called IK00 branching program of c(x).

3.2 Matrix of degree-3 randomized polynomials [3, 4]

Suppose |G(N)| = T , T is polynomially large. Arrange vertexes in partial order,
and take T × T matrix M0 as such: its (i, i) entry is constant 1, and (i, j) entry
(i 6= j) is assigned value of (i, j) edge. Then M0 is an upper triangular matrix,
with main diagonal entries which are constant 1.

Take (T − 1)× (T − 1) matrix M1 as M0 crossing the first column and final
row. It is easy to show that, for any x, determinant of M1 equals c(x).

Take two (T − 1)× (T − 1) random matrices L and R with determinants 1.
Fix L and R, and denote M = LM1R. Then for any x, modular 2 determinant
of M equals c(x). Besides, M is the matrix of affine functions of x, therefore the
size of M is (n+1)×(T −1)2. Now we call M IK00 branching program of circuit
c(x).
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4 IK00 branching program efficiently recognize NC1

circuits

Lemma 4.1 Suppose c(x) is of depth d. Then |G(N)| ≤ 2d + 1.

Proof. We make use of mathematical induction. If d = 0, c(x) is just some
xi, i = 0, 1, · · · , n. In such case N = 1, and |G(N)| = |G(1)| = 2 = 20 + 1.
Suppose all circuits of depth d, where d ≤ D, satisfy |G(N)| ≤ 2d + 1, and c(x)
is of depth D + 1. We know that c(x) is an operation of two sub-circuits c∗(x)
and c∗∗(x), where c∗(x) and c∗∗(x) are of depth not larger than D. According
to Lemma 3.1, for c(x) we have |G(N)| ≤ 2(2D + 1)− 1 = 2D+1 + 1. ut

Theorem 4.1 Suppose c(x) is of depth d. Then M has size (n + 1)× 4d.

Proof. Just notice Lemma 4.1 and the fact that M has size (n+1)×(|G(N)|−1)2.
ut
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