
How Practical are Fault Injection Attacks, Really?

Jakub Breier1 and Xiaolu Hou2

1Silicon Austria Labs, Graz, Austria
2Slovak University of Technology, Bratislava, Slovakia

jbreier@jbreier.com; houxiaolu.email@gmail.com

Abstract

Fault injection attacks (FIA) are a class of active physical attacks, mostly used for malicious purposes
such as extraction of cryptographic keys, privilege escalation, attacks on neural network implementations.
There are many techniques that can be used to cause the faults in integrated circuits, many of them coming
from the area of failure analysis. In this paper we tackle the topic of practicality of FIA. We analyze
the most commonly used techniques that can be found in the literature, such as voltage/clock glitching,
electromagnetic pulses, lasers, and Rowhammer attacks. To summarize, FIA can be mounted on most
commonly used architectures from ARM, Intel, AMD, by utilizing injection devices that are often below
the thousand dollar mark. Therefore, we believe these attacks can be considered practical in many scenarios,
especially when the attacker can physically access the target device.

1 Introduction
Cryptographic algorithms, both symmetric and public key, are susceptible to fault injection attacks (FIA).
In 1997, Boneh, DeMillo and Lipton showed that an implementation of RSA using Chinese remainder
theorem (CRT) can be easily broken by using faults [17]. In the same year, Biham and Shamir published
an attack titled differential fault analysis (DFA) that can break most of the symmetric cryptosystems [15].
The working principle of FIA is simple – the attacker injects a fault during the algorithm execution, and
then, based on the analysis method, they utilize the information from the faulted execution to narrow down
the search space of the secret/private key. Nowadays, 25 years after these attacks were published, this
area has become one of the major areas in hardware security, alongside the passive side-channel attacks
(SCA) [64]. Many analysis methods have been published to date, to mention the most prominent ones
apart from the DFA: statistical ineffective fault analysis (SIFA) [37], persistent fault attack (PFA) [96],
fault sensitivity analysis (FSA) [60], fault template attacks (FTA) [80], and FIA combined with SCA [72].
Aside from targeting cryptography, fault attacks have been used for bypassing checking routines [94, 35],
and even faulting neural network implementations [24, 28]. Various methods have been used for injecting
faults, from clock/voltage glitches [19], to electromagnetic pulses [65], to lasers [26], to X-rays [5], to
Rowhammer attacks [67].

While there have been several surveys [41, 54, 7] and book publications [49, 72, 23] summarizing the
state-of-the-art in the area of FIA, there is an important question that often remains unanswered. It is natural
that whenever someone from the outside of this area comes across a work that details an attack on some
implementations, they wonder whether such an attack vector can be realized in a real world, not just an
expensive laboratory setting with a highly skilled personnel. In this paper, we try to address this issue and
provide an answer to:

”How practical are fault injection attacks?”

We tackle this question from multiple points of view – cost of equipment, remote access, device decapsula-
tion, precision of the fault, and device architecture. We note that this article is not a comprehensive survey
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Table 1: Overview of the techniques currently available in the literature with the lowest cost for a given target
device and a fault model.

Target
device Fault model Remote Method with lowest cost

Reference Technique Cost

AVR

bit flip no [3] optical (laser) ∼100K USD
bit set/reset no [12] EM 30K USD
random byte no [43] optical (flashgun) 500 EUR

instruction skip no [36] EM 10 USD

ARM
(standalone)

bit set/reset no [65] EM 30K USD
random byte no [43] optical (flashgun) 500 EUR

instruction skip no [34] clock glitch 130 USD

ARM
(embedded)

bit flip no [94] optical (laser) ∼100K USD
random byte yes [90] voltage glitch low

instruction skip no [36] EM 10 USD

FPGA

bit flip no [47] optical (laser) 100K USD
bit set/reset no [71] EM ∼30K USD
random byte no [53] voltage glitch ∼300 USD

execution faults yes [4] temperature/voltage low

Intel random byte no [33] voltage glitch 30 USD
yes [77] voltage glitch low

AMD random byte no [30] voltage glitch 30 USD
DRAM bit flip yes [55] Rowhammer low
TRNG stuck-at fault no [62] EM ∼30K USD

of all the works in the area – we select works that provide a reasonable description of the experimental
setup that can be used for a proper comparison.

The rest of this paper is organized as follows. Section 2 provides an overview of the cost of each
achievable fault model published so far. Section 3 gives a detailed information on each commonly used
fault injection technique. Section 4 provides a discussion on countermeasures and future work, and finally,
Section 5 concludes this work.

2 Current State-of-the-Art Techniques and Their Practicality
From the attacker’s point of view, a natural question is “I have a target device and a desired fault model,
what are the possible ways of achieving the fault and what is the cost?” In this section, we aim at answering
this by listing the available works along with the details that are important for the attacker.

Generally, the following categories of fault models are used in the analysis methods in the literature:

• Bit flip is the change of the bit value to the opposite value, while this bit can be precisely selected
by the attacker. A multiple bit flips also fall within in this category as long as all the target bits
are selected by the attacker. For example, most of the fault attacks on neural networks utilize this
model [78, 28].

• Bit set/reset is the change of the bit value either to ‘1’ (set) or to ‘0’ (reset). Again, the assumption is
that the attacker can select the bit to be set/reset. This fault model is very powerful and can be utilized
for example for blind fault attacks [57].

• Random byte is a less precise fault model where a value of a particular byte changes to some random
value. This is considered to be the most relaxed fault model to achieve a successful DFA attack [40,
61].
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• Instruction skip practically ignores the execution of the currently processed instruction. Powerful
attacks can be introduced by using this fault model, such as privilege escalation [92], a simple key
extraction [27], or a neural network misclassification [48].

• Execution faults occur in FPGAs where the values being processed are affected by setup violations.
For example, physically unclonable functions can be attacked with this fault model [89].

• Stuck-at faults permanently changes the value of the stored data into some other value. SIFA can be
used with this fault model [37], and also, true random number generators (TRNGs) can be biased by
using stuck-at faults [62].

The high-level overview of current techniques is listed in Table 11. We aimed at finding the techniques
with the lowest cost for the given target device and the fault model, along with the information whether this
attack can be carried out remotely. We believe that when designing a fault analysis method, it is important
to know whether it can be carried out in practice and therefore, the table provides a sufficient answer to
that. There are several additional remarks that we would like to mention:

• Wherever we use the tilde character (‘∼’), we estimate the cost based on the information on the used
setup. Generally a working setup for an electromagnetic fault injection (EMFI) can be assembled for
around 30K USD, and for a laser fault injection (LFI) for around 100K USD. If there is no tilde, the
number was taken directly from the referenced paper.

• In case of ARM, we distinguish between a standalone chip and an embedded one. Generally, the non-
remote techniques should be usable for both cases, however, the remote attack assumes a complex
operating system (e.g. Linux).

• In the first four categories, it is important to know in which component the attack happened. For
example, an attack in the register would only have a very short time effect, the change in the SRAM
would generally have a longer effect (and can be used for example for a persistent fault analysis [96]),
while the fault in the flash would affect the program itself. Below we provide the details for the
affected device categories:

– AVR: [3] and [43] target the SRAM while [12] aims at the flash memory.
– ARM (standalone): [65] targets the flash memory and [43] corrupts the registers.
– ARM (embedded): [94] targets the registers.
– FPGA: [47] and [71] attack the registers, and [53] causes the setup violations corrupting the

processed data. The execution faults presented by [4] are also caused by setup violations.

• A remote voltage glitch attack, Plundervolt [66], also achieved a certain bit flip fault models. How-
ever, the bits flipped could not be chosen by the attacker, only certain bits at specific locations could
be flipped.

• When the cost is indicated as “low”, we mean that only a standard desktop PC (and in some cases,
connection wires) are needed for the attack.

In the remaining part of this paper we present each technique in more detail as the aim of this section was
to provide a general overview.

3 Detailed Overview of Fault Injection Techniques
In this section, we will detail the most popular fault injection techniques that are used for testing crypto-
graphic devices nowadays.

1The table was populated by crawling through the available works. If you have published a work that should be listed, please contact
us and we will update the live version of the paper accessible at https://eprint.iacr.org/2022/301
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Figure 1: An example of a voltage glitch on a smart card.

3.1 Clock/Voltage Glitching
Voltage and clock manipulation based fault injection methods are low-cost, and generally, no sophisticated
equipment is necessary. They can be achieved both remotely and with target device in hand.

With physical access to the device, voltage glitching is done by manipulating the power supply, causing
the faulty behavior on a device. It can be achieved by creating precise high variations in a power supply or
by under-powering the device.

Precise high variations, or power spikes, modify the state of latches of flip-flops, influencing the control
and data path logic of the circuit [58]. For example, if the voltage spike happens during memory reading,
wrong data may be retrieved. It was also shown that different shape of the glitch waveform affects the suc-
cess of the attack [19]. Under-powering of the device can cause erroneous output. Such method affects the
algorithm continuously and might cause faults throughout the computation. But single faults are possible
when the insufficient power supply causes gentle enough stress so that dysfunctions do not occur immedi-
ately after the computation starts and multi-faults do not happen [85]. Figure 1 depicts a real voltage glitch
attack based on under-powering on smart cards.

When the attacker has access to the target device, voltage glitching is generally easy to implement and it
is the cheapest fault injection method as the necessary equipment are wires for connecting to the device and
a power source. On the other hand, this method requires that the attacker has access to the power supply
line of the device.

Voltage glitching attacks were even used to break security enclaves of Intel [33] and AMD [30]. Both
attacks used an inexpensive Teensy 4.0 board 2 (≈ 30 USD), making them highly practical in terms of
equipment cost. Naturally, for such attacks it is necessary to have a deep knowledge of the attacked archi-
tecture.

Another inexpensive fault injection method is a clock glitch. Computation devices use external or
internal clocks to synchronize all of their calculations. When the clock signal is changed, the resulting
computation might have wrong instruction executed or data corrupted. For devices that require an external
clock generator, the fault can be introduced by supplying a bad clock signal, e.g. a signal that contains
fewer pulses than the normal one [50]. Devices with internal clock generators, however, cannot be attacked
by a clock glitching method.

Clock glitches are generally considered as the simplest fault injection method as the attack devices are
easy to operate with. For example, clock glitches can be achieved by using low-end field-programmable
gate array (FPGA) boards [10, 38]. Recently, a multifault evaluation platform named TRAITOR with a
price below 130 USD was proposed in [34].

For clock glitches, the adversary needs to have a direct control over the clock generator, which is a
common scenario when attacking smart cards.

When it comes to remote attacks, clock/voltage glitching can also be achieved. A relatively new class
of fault attacks reveals vulnerabilities following the advancement of efficient energy management. The

2https://www.pjrc.com/store/teensy40.html
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(a) (b)

Figure 2: Optical fault injection attacks: (a) pulsed laser fault injection on ATmega328P mounted on a
modified Arduino UNO board as a target; (b) usage of the same setup to get an infrared image of the chip.

designers of energy management rarely consider the security aspect due to the complexity of devices from
hardware point of view as well as software executed, cost and time-to-market constraint [75]. By exploiting
Dynamic Voltage & Frequency Scaling (DVFS), Tang et al. [90] developed CLKSCREW, where the attacker
can manipulate the frequency and voltage of an Nexus 6 phone, forcing the processor to operate beyond
recommended limits. They experimentally verified that one-byte random fault is achievable. CLKSCREW
can be achieved only by software control of energy management hardware regulators in the target devices.
Similar vulnerabilities were also exploited in ARM-based Krait processor from a commodity Android [76]
and intel SGX [77].

The features of those attacks are that they are software-based attacks, hence allowing the threat model
to shift from a local attacker to a potentially remote attacker. More and more software-based fault attacks
by voltage glitching were later developed, e.g. [52, 66]

3.2 Optical Fault Injection
The phenomenon of ionization effects on transistors has been known for decades. The usage of lasers in
the area of reliability of microchips is a standard way to test their robustness and dates back to the very
beginning of the computing era [44]. It is especially important to test chips that will be deployed in adverse
conditions. For example, it was shown that the flip-flop circuits in the satellites are affected by cosmic
rays [16]. It was just a matter of time until the first optical fault injection technique is used in the area of
cryptography after it was discovered that faults can compromise the security [87].

Optical fault injection area is perhaps the most diverse from the listed techniques. On one hand, there
are works using an inexpensive camera flash to cause random faults [87], on the other, an attacker can use
a nanofocused X-ray beam to target a single transistor [5]. Moreover, it was shown that with the usage of
lasers it is possible to probe the memory without changing it, which can reveal its content [32]. Therefore,
the practicality range varies greatly for this class of attacks.

When it comes to security evaluation labs, the method of choice would be a laser fault injection (LFI).
There are numerous companies selling out-of-the-box setups for performing LFI. A standard setup would
consist of the following parts: laser source, objective lens, motorized positioning table, and a controlling
device. A digital oscilloscope can be used to precisely align the laser activation with the execution of the
target routine on the device. Normally, there would be an optical splitter so that an infrared (IR) camera
could be included on the same lens. Such a setup is depicted in Figure 2(a), with a backside chip surface
picture taken from the IR camera in Figure 2(b).
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While the cost of a fully assembled setup would be normally south of 50k USD, recently there has been
a proposal showing that it is possible to assemble a working setup under 500 USD [51]. The authors used
a solid state laser diode allowing a pulse repetition rate of 200 MHz which is on par with expensive setups
from established testing equipment companies.

However, as mentioned earlier, lasers are not the only method within the optical fault injection area. The
very first paper in the security realm showed that by using a camera flash coupled with a 1500× magnifying
lens (mounted on Wentworth Labs MP-901 manual prober), it was possible to change the value of a single
SRAM on a PIC16 chip. While one could argue that the price of such a manual prober could be relatively
high, a more recent paper has shown that it is possible to use an inexpensive ball lens to focus the camera
flash [43]. Such a setup was used to target registers and skip instructions on ARM Cortex-M0, and to
change the values in the RAM and skip instructions on ATmega328P.

Optical fault injection is considered as a semi-invasive attack technique, meaning that the chip package
needs to be removed to expose the chip to the optical source. This is the main drawback as sometimes it
is not possible to de-package the chip without damaging the circuitry or the bonding wires. The injection
is normally done on the backside of the chip, as the components are protected from the front side. This
creates another challenge as the absorption depth of silicon varies for different wavelenghts, and therefore,
the silicon substrate might need to be thinned down to allow an attack. Either a mechanical or a chemical
decapsulation techniques can be used to remove the package, each offering different set of advantages
and disadvantages [21]. For thinning the substrate, a mechanical delayering is necessary, often involving
expensive devices (e.g. UltraTec ASAP-I was used in [22]). However, if the chip can be properly prepared,
optical fault injection offers a very precise and repeatable way to induce errors [3].

There are several other fault injection techniques which are somewhat related to optical techniques in
their modus operandi. There is a long history of using electron and ion beam techniques in the area of
failure analysis for reliability testing of integrated circuits [88]. To the best of our knowledge, the usage
of X-ray nanobeams was the only work within this realm used for security analysis [5]. The advantage of
this method is that there is no need to remove the chip package as it is transparent to the beams. These
techniques range in millions of USD and are out of the practical bounds for the class of attackers normally
considered when attacking devices such as credit cards, IoT devices, etc. However, a consideration needs
to be in place for very critical systems such as military communication equipment.

To summarize, optical fault injection techniques offer a high precision and repeatability at a relatively
high cost, apart from few exceptions. The chip preparation is the main drawback of these techniques
(unless the very expensive methods are used), and often makes it impractical to use outside of laboratory
environment. As it is often useful to assume highly motivated attackers with high capabilities, laser fault
injection is a de-facto standard for security testing labs that certify security critical elements.

3.3 Electromagnetic Fault Injection
Cryptographic circuits are usually a combination of digital logic, implementing the algorithm, and analog
logic which handles the clock sybsystem and random number generators. Electromagnetic (EM) emanation
affects both analog and digital blocks, despite their different physical characteristics. However, a different
approach needs to be taken in each case.

Analog blocks are vulnerable to powerful harmonic EM waves. The attacker generates a stable sinu-
soidal signal at a given frequency that injects a harmonic wave creating a parasitic signal [45]. Such a signal
can bias the clock behavior or inject an additional power directly and locally into the chip. Equipment for
this type of EM injection usually consists of a motorized positioning table, signal generation module, and
an oscilloscope.

Digital blocks are clocked, therefore the preferable way to disrupt their behavior is via EM pulse in-
jection capable of injecting faults in a specific clock cycle in a controllable way [82]. The aim is to inject
a sudden and sharp EM pulse into the integrated circuit, introducing intense transient currents altering the
behavior of logic cells. Generally, the equipment consists of a high voltage pulse generator and a coil with
a ferrite core, serving as an injection probe. An example of such an equipment is depicted in Figure 3.

As the fault analysis methods mostly work with data perturbation (bit flips, bit sets/resets, random faults,
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(a) (b)

Figure 3: Pulse EM injection in practice: (a) a high voltage EM pulse generator inducing faults through an
off-the-shelf injection probe into ATmega328P (Arduino UNO board); (b) a compact EM pulse generator
injecting faults through a custom made injection probe into ARM Cortex-M4 (STM32 Discovery board).

Figure 4: A generic depiction of an EM fault injection probe.

etc.), pulse EM injection is more prevalent in the literature. This injection method provides a good trade-off
between the cost and the precision. Pulse injectors can be bought for a relatively inexpensive price, for
example, NewAE sells their ChipSHOUTER for ≈ 3.3k USD3 (used for example in [68] to break hardware
wallets). For more powerful and precise equipment, one can look into Avtech pulse generators that would
generally range between 10k - 20k USD4. A near-field injection probe can either be bought (cost here would
be a couple of hundred USD) or manufactured from very low-cost components. Several research articles
explore the possibility of a custom probe design [70, 81, 13]. Generally, a ferrite core, a copper wire, a
connector, and a heat shrinking tube are enough to create a custom probe (depicted in Figure 4).

Recently, there have been published several custom-made low-cost EMFI device prototypes which can
be easily reproduced by using inexpensive off-the-shelf components and a moderate knowledge in elec-
tronics. BADFET [35] was shown to be capable of overcoming a secure boot, SiliconToaster [1] was used
to defeat a firmware security protection of an IoT device, and another low-cost device was shown to be
effective in privilege escalation [36].

EM fault injection does not need a device decapsulation for chips enclosed in a standard epoxy package,
which is one of the main drawbacks of laser fault injection. The advantage over the clock/voltage glitching
is that there is no need to attach any wires on the power supply.

To summarize, EM fault injection is a highly practical technique for attackers that have a possession of
the target device – it offers good fault reproducibility and precision at a relatively low cost.

3.4 Rowhammer Attacks
The earliest remote fault injection was based on Rowhammer attack [55], which exploits the physical char-
acteristics of DRAM – by aggressively reading/writing to some address in DRAM, the attacker can flip bits
in a nearby memory location. Such a vulnerability is mostly due to the advancing of DRAM manufacturing

3https://www.newae.com/chipshouter
4https://www.avtechpulse.com/medium/
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technology, which allowed smaller cells to be placed closer to each other. A smaller cell also means less
capacity for charge, hence lower noise margin and making the cell more vulnerable to data loss [63]. High
density of cells additionally causes electromagnetic coupling effects between them, resulting in unwanted
interactions [56].

Rowhammer attack has been demonstrated on various platforms: browsers [18, 42, 84], cloud environ-
ment [69, 79, 95], smartphones [93, 39] and flash storage [31, 59]. These attacks do not require the attacker
to have a physical access to the device except for the ability to execute code on the target device. Tatar
et al. [91] demonstrated that Rowhammer can also be carried out by sending network packets to a target
machine connected to RDMA-enabled networks.

In terms of the equipment, to achieve Rowhammer attacks, the attacker just needs an access to Internet
and a computer. A deeper knowledge of computer architecture might be required for more sophisticated
attacks.

4 Discussion
4.1 Countermeasures
While the focus of this paper is not on countermeasures, the existence of those confirms that fault attacks
constitute a threat against security-critical implementations. The following techniques have been proposed
up to date:

• Redundancy. Various usage of redundancy can be implemented to protect against different fault
models. The most basic technique would be a duplication where the same circuit is deployed twice
and there is an integrity check. In terms of software implementations, this can be achieved by run-
ning the same execution twice in series (or in parallel on multiple processors). A triplication with a
majority voting can be used against more sophisticated attacks such as SIFA [29]. Intra-instruction
redundancy was shown to be capable of protecting against instruction skips [74]. Construction of var-
ious codes can be utilized for multiple bit corruptions within the same data [25]. Redundant hardware
circuits were proposed to detect faults [83, 2].

• Sensors. Device-level sensors can be used to detect fault injections [11, 6]. Glitch detectors have
been used to raise an alert when there is a sudden change in the EM field [97, 20]. Similar sensors
have been shown to be efficient against laser fault injection [46]. In that direction, it is also possible
to use various sensors to detect de-packaging of the chip – for example, a light sensor, or a simple
wire mesh in the epoxy resin that becomes non conductive when the package is tampered with.

• Algorithmic techniques. Another direction to thwart FIA is to propose an algorithm design that
offers inherent fault detection. This is a relatively new area, started with a lightweight block cipher
CRAFT [14], and followed by an authenticated block cipher FRIET [86]. While the two above-
mentioned ciphers relied on usage of coding theory, the most recent approach, a lightweight block
cipher DEFAULT [9], utilized linear structures introduced in otherwise non-linear substitution com-
ponents of the algorithm. Generally, this type of countermeasure seems to be getting traction as it
offers a clear advantage of unburdening the implementer from dealing with the fault protection.

There are also other types of countermeasures that do not fall within these categories, such as infective
techniques [73] or protocol-level countermeasures [8].

All of the countermeasures naturally introduce an overhead, either in power consumption, time, or
space. It is therefore necessary to conduct some sort of a risk assessment to be able to choose the right level
of protection depending on the value of assets and potential threat vectors.

4.2 Future Directions
There are several trends emerging in the recent literature that can be identified as the next directions in the
area of fault injection techniques:
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• Techniques to break security enclaves. Very recent voltage attacks have been shown effective
against security enclaves of both main PC processor manufacturers, Intel [33] and AMD [30]. ARM
Trustzone was even broken by a remote attack manipulating the operating frequency [90, 76]. We
believe this area will gain a serious traction in the next few years as the security implications of
attacking PCs and smartphones are a concern for general public.

• Low-cost fault injection techniques. As the fault injection is moving from academic environment
and evaluation labs to hardware security enthusiasts and hackers, there is a push towards affordable
fault injection techniques. EMFI [36], optical [43], and also voltage glitch [34] custom-made equip-
ment can be built with standard components ranging in a few hundreds of dollars. It is expected that
researchers will continue building inexpensive devices while tweaking their precision and ease-of-
use.

• Remote attacks. As shown in Table 1, remote attacks are missing for the majority of fault models
and target devices. Recent works, however, are starting to fill this gap. The most popular direction
is the development of software-based fault attacks [52, 66, 77, 90]. Due to the attack method nature,
among the techniques we describe here, only voltage/clock glitches and Rowhammer are achievable
remotely. Making it possible to remotely target some device with a fault attack creates a very potent
threat as these attacks are rarely considered in the security risk assessment. Therefore, there is a
strong motivation for researchers to find novel ways to disturb devices by faults remotely.

5 Conclusion
In this paper we aimed at analyzing the practicality of fault injection attacks in a real world setting. For
a target device and a desired fault model, we listed the method with the lowest cost from the literature.
Additionally, we provided a short survey on different fault injection techniques, listing the current state-
of-the-art for each area. The results demonstrate that a reasonable amount of faults can be achieved with
affordable cost for individual attackers and hence can be considered very practical.
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[1] K. M. Abdellatif and O. Hériveaux. Silicontoaster: a cheap and programmable em injector for ex-

tracting secrets. In 2020 Workshop on Fault Detection and Tolerance in Cryptography (FDTC), pages
35–40. IEEE, 2020.

[2] A. Aghaie, A. Moradi, S. Rasoolzadeh, A. R. Shahmirzadi, F. Schellenberg, and T. Schneider. Impec-
cable circuits. IEEE Transactions on Computers, 69(3):361–376, 2019.

[3] M. Agoyan, J.-M. Dutertre, A.-P. Mirbaha, D. Naccache, A.-L. Ribotta, and A. Tria. How to flip a
bit? In 2010 IEEE 16th International On-Line Testing Symposium, pages 235–239. IEEE, 2010.

[4] M. M. Alam, S. Tajik, F. Ganji, M. Tehranipoor, and D. Forte. Ram-jam: Remote temperature and
voltage fault attack on fpgas using memory collisions. In 2019 Workshop on Fault Diagnosis and
Tolerance in Cryptography (FDTC), pages 48–55. IEEE, 2019.
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