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Fast Subgroup Membership Testings for G1, G2

and GT on Pairing-friendly Curves

Yu Dai, Kaizhan Lin, Zijian Zhou and Chang-An Zhao∗

Abstract

Pairing-based cryptographic protocols are typically vulnerable to small-subgroup attacks in the

absence of protective measures. To thwart them, one of effective measures is to execute subgroup

membership testings for the three r-order subgroups G1, G2 and GT , which are generally considered

expensive. Inspired by the method given by Scott, we revisit this issue and generalize the testing method

in this paper. Our method can be applied to a large class of curves, including curves admitting a twist

and without a twist. The resulting implementation shows that for many popular pairing-friendly curves,

the proposed technique significantly improves the performance of membership testings for the above

three subgroups as compared with the fastest previously known one. More precisely, for G2 testing on

curves admitting a twist, the new technique is about 1.9, 5.1, and 3.6 times faster than the previous

one on BN-446, KSS16-P310 and KSS18-P348, respectively. For G2 testing on curves without a twist,

there exists no efficient testing method for G2 in the literature until now. In this situation, the proposed

method is about 17.3 and 20 times faster than the naive one on BW13-P310 and BW9-P286, respectively.

Index Terms

Small-subgroup attacks, group membership testings, pairing-friendly curves.

I. INTRODUCTION

Past two decades have witnessed the development of pairings in the field of public key

cryptography [1]–[3]. Recently, pairings also find their applications in succinct non-interactive

argument of knowledge(SNARKs) [4]. In pairing-based cryptographic protocols, the two input
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subgroups G1, G2 and the output subgroup GT have the same large prime order r. In particular,

G1 and G2 are additive subgroups on a certain elliptic curve E over an extension field Fpk ,

and GT is a multiplicative subgroup in Fpk . The security of a cryptographic protocol mainly

relies on the difficulty of solving discrete logarithm problems in the above three subgroups [5]–

[7]. Moreover, since the running environment of the protocol is possibly untrustworthy, it is

vulnerable to small-subgroup attacks [8]. In particular, on most of pairing-friendly curves, the

subgroups G1, G2 and GT are generally contained in larger groups with order h1 · r, h2 · r and

hT ·r, respectively. A powerful attacker may forge the system parameters to offer a point of small

order. Once implementors perform a scalar multiplication of the untested element by a secret

key directly, the attacker has a chance to fully recover the information of the secret key. More

details of the attacks on pairing-based cryptographic protocols are given in [9, Section 1]. Note

that small-subgroup attacks can be also mounted on GT as the scenario described in [10]. One

of methods to prevent these attacks is to increase the size of curve parameters of such that h2

and hT contain no factors smaller than r [9]. However, since the cofactor h1 is smaller than r on

most of pairing-friendly curves, it is hard for G1 to be subgroup secure on many pairing-friendly

curves. In order to completely eliminate the hidden dangers, until now clearing cofactors and

subgroup membership testing are the two feasible approaches.

A. Clearing cofactors

The method of clearing cofactors is mainly used for G1 and G2. In particular, implementors

multiply the candidate points by the corresponding cofactors to force them into the target

subgroups. In the case of G1, this method is efficient when the cofactor h1 is quite small,

which is suitable for many popular pairing-friendly curves; in the case of G2, even though h2 is

larger than r, this method is still worth being considered since it is identical to the procedure of

hashing to G2, which can be accelerated by the method proposed in [11], [12]. However, it may

give rise to additional troubles. As pointed in [13], implementors must determine which points

to execute “clearing cofactors” on. Moreover, the original point has been changed, which might

lead to additional troubles for implementors [14].

B. Subgroup membership testing

The negative effects of clearing cofactors can be removed by using subgroup membership

testing. In the case of G1 (resp. GT ), the cofactor h1 (resp. hT ) is typically not equal to 1 for
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most of pairing-friendly curves. Therefore, the verifier needs to perform a multiplication(resp. an

exponentiation) of the candidate element by r and compare the result against the corresponding

identity element. Pairing-friendly curves can be roughly divided into two kinds: curves admitting

a twist and curves without a twist. In the case of G2, the membership testing on the two types

of curves are different. On pairing-friendly curves admitting a twist E ′ of degree d, the candidate

point can be regarded as an element of E ′(Fpe), where e = k/d. Therefore, it is sufficient to

check that the candidate point is an r-order element in E ′(Fpe). However, on pairing-friendly

curves without a twist, the testing is relatively complicated and costly. Let Q be a point which

is claimed to be a membership of G2 on a curve without a twist. The verifier needs to check

that Q ∈ E(Fpk), [r]Q = OE and π(Q) = [p]Q, where OE denotes the identity point of E and

π is the p-power Frobenius endomorphism.

C. Our contributions

Recently, several novel approaches of subgroup membership testings for G1, G2 and GT on

the BLS families of curves are proposed by Scott [14], achieving the same effect as multipli-

cation/exponentiation by r, but more efficient. Inspired by his work, we propose more general

membership testing methods for the above three subgroups. To be precise, we summarize our

contributions as follows.

• We present an efficient method of the membership testing for G2 on pairing-friendly curves

admitting a twist. On many popular pairing-friendly curves, this method is faster than the

previous leading work in the literature. In particular, on BN-P446 and KSS18-P348 [15], our

method is about twice and four times faster than the one given by Scott [14], respectively. On

KSS16-P330 [15], the method given by Scott is not applicable anymore. In this situation,

our method is about 5.1 times faster than the schoolbook method, which is the unique

previously known one.

• To the best of our knowledge, we are the first to optimize the method of the membership

testing for G2 on curves without a twist. On some certain curves, such as BW13-P310 and

BW19-P286 given in [16], the overhead of our method mainly requires a scalar multiplication

by a cofactor in approximately log r/
(
2ϕ(k)

)
bits, which is significantly faster than the

schoolbook method. More specially, experimental results show that our method is about

17.3 and 20 times faster than the schoolbook method on BW13-P310 and BW19-P286,

respectively.
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• We also propose fast testing methods for G1 and GT , respectively. These methods are

about twice and ϕ(k) times faster than the multiplication/exponentiation by r for G1 and

GT , respectively.

Outlines of this paper. The remainder of this paper is organized as follows. Section II provides

a brief necessary background on pairing subgroups, schoolbook method of subgroup membership

testing, endomorphisms of elliptic curves and small-subgroup attacks on pairing-friendly curves.

Sections III and IV describe efficient membership testing methods for G2, and G1 and GT ,

respectively. Two examples of applications of our methods are given in Section V. In Section VI,

we present efficiency comparisons between our methods and the previous work in the literature.

The conclusion is given in Section VII.

II. BACKGROUND

A. Pairing subgroups

Let E be an elliptic curve defined over Fp where p is prime. Denote by OE the identity point

of E. Let r be a large prime factor of #E(Fp) and r2 - #E(Fp). The embedding degree k

of E with respect to r is the smallest positive integer such that r|Φk(p), where Φk is the k-th

cyclotomic polynomial. Whenever k > 1, the r-torsion group E[r] is contained in E(Fpk). Let

π : (x, y)→ (xp, yp) be the p-power Frobenius endomorphism. The characteristic equation of π

is

π2 − t · π + p = 0, (1)

where the Frobenius trace t satisfies that t = p + 1 −#E(Fp). Let GT ⊆ F∗
pk

be the subgroup

of r-th roots of unity. A pairing is a bilinear and non-degenerate map:

e : G1 ×G2 → GT ,

where G1 = E[r] ∩Ker(π − [1]) and G2 = E[r] ∩Ker(π − [p]). Denote by d the order of the

automorphism group of E. If d|k, then E admits a degree-d twist E ′ over Fpe where e = k/d.

Write φ as the associated twisting isomorphism from E ′ to E. Then E ′(Fpe)[r] is the preimage

of G2 under the map φ [17]. In this situation, it is convenient to represent G2 as E ′(Fpe)[r].
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B. Schoolbook methods of subgroup membership testing

Let P and α be two elements which are claimed to be members of G1 and GT , respectively. The

schoolbook method of the subgroup membership testing for the two subgroups are to respectively

check that

(i)P ∈ E(Fp) and [r]P = OE,

(ii)αr = 1.

The subgroup membership testing for G2 is divided into two cases. In particular, let Q be an

element which is claimed to be a member of G2. In the case of E admitting a twist, one requires

to check that

Q ∈ E ′(Fpe) and [r]Q = OE′ .

In the case of E without a twist, one requires to check that

Q ∈ E(Fpk), [r]Q = OE and π(Q) = [p]Q.

Since r|(p+ 1− t) and |t| ≤ 2
√
p by Hass-Weil bound, it would be preferred to check that

Q ∈ E(Fpk), [r]Q = OE and π(Q) = [t− 1]Q,

which mainly costs a scalar multiplication by r.

C. Endomorphisms of elliptic curves

Efficiently computable endomorphisms allow fast elliptic curve scalar multiplication. This idea

was first proposed in [18], called GLV method. In particular, consider the curve E1 : y2 = x3 +b

defined over Fp with p ≡ 1 mod 3 and CM discriminant D = −3. The map τ : (x, y)→ (ω ·x, y)

is an endomorphism of E1, where ω is a primitive cube root of unity in Fp. This map corresponds

to two scalar multiplications [λ1] and [λ2] in G1 and G2 respectively, where λ1 and λ2 are roots of

λ2+λ+1 ≡ 0 mod r. Likewise, for the curve E2 : y2 = x3+ax defined over Fp with p ≡ 1 mod 4

and CM discriminant D = −4, the map τ : (x, y)→ (−x, i·y) is an endomorphism of E2, where

i is a primitive fourth root of unity in Fp. This map corresponds to two scalar multiplications

[λ1] and [λ2] in G1 and G2 respectively, where λ1 and λ2 are roots of λ2 + 1 ≡ 0 mod r.

Another well known efficiently computable endomorphism is the map ψ = φ−1 ◦ π ◦φ on E ′,

which is proposed by Galbraith et al. [19]. The characteristic equation of ψ is

ψ2 − t · ψ + p = 0. (2)
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It is clear that ψi = φ−1 ◦ πi ◦ φ for any integer i, which implies the order of ψ is k. Note that

π ◦ φ(Q) = [p]φ(Q) (3)

for all Q ∈ G2 = E ′(Fpe). Acting the map φ−1 on the two sides of Equation (3), it follows that

ψ(Q) = φ−1 ◦ π ◦ φ(Q) = φ−1 ◦ [p]φ(Q) = [p]Q. (4)

On the basis of the above observations, Galbraith et al. [19] confirm that the map ψ leads to a

4-dimensional GLV method on a large class of elliptic curves over Fp2 . Fast implementation of

this method on curves with j-invariant 0 is given in [20].

In Sections III and IV, we will show that the above endormorphisms can be applied to

accelerating subgroup membership testing on pairing-friendly curves.

D. Small-subgroup attacks on pairing-friendly curves

The pairing subgroups G1, G2 and GT are typically contained in larger groups G1, G2 and

GT , respectively. Followed by Barreto et al. [9], on curves admitting a twist, the groups G1, G2

and GT are defined as follows

G1 ⊆ G1 = E(Fp),G2 ⊆ G2 = E ′(Fpe),GT ⊆ GT = GΦk(p),

where GΦk(p) is the cyclotomic subgroups in F∗
pk

. On curves without a twist, it is natural to

define G2 as

G2 ⊆ G2 = E(Fpk).

The associated cofactors h1 and hT are defined as follows:

h1 = |G1|/r, hT = |GT |/r.

The definition of h2 is divided the following two kinds:

h2 =

 |G2|/r, on curves admitting a twist.

|G2|/r2, on curves without a twist.

According to the principle of small-subgroup attacks, a curve E could be subgroup secure if

the relevant cofactors h1, h2 and hT contain no prime factors smaller than r. In Table I, we list

several pairing-friendly curves at the 128-bit security level under the attacks of Number Field

Sieve and its variants [21], [22]. The above pairing-friendly curves can be parameterized by

polynomials p(z), r(z) and t(z) given a seed z. The small factors of h2 and hT can be obtained
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TABLE I

Subgroup security of pairing-friendly curves at the 128-bit security level. The symbol cm denotes a composite number of size

m bits. Followed by [16], the BW family of curves are referred to curves from Construction 6.6 in [24].

k family p(bits) r(bits) seed z h1 h2 hT

12 BN 446 446 2110 + 236 + 1 [15] 1 13c610 c1336

12 BLS 461 308 −277 + 250 + 233 [15] c153 c25 · c442 c39 · c1495
16 KSS 330 257 −234 + 227 − 233 + 220 − 211 + 1 [15] c75 c93 · c1052 34 · c2379
18 KSS 348 256 244 + 222 − 29 + 2 [15] c93 c78 · c710 c131 · c1595
13 BW 310 267 −2224 [25] c43 c59 · c3435 c126 · c3368
19 BW 286 259 −145 [25] c28 c50 · c4861 c41 · c4842

using the ECM method in Magma [23]. It is easy to see that small-subgroup attacks can be easily

mounted on cryptographic protocols for many popular pairing-friendly at the 128 security level.

It should be noted that even though we fail to obtain a small factor of the cofactor hT (c1336) on

BN-P446 by using ECM method directly, it still can not prove it has no factor smaller than r.

Therefore, we do not recommend skipping the membership testing for GT on BN-P446.

III. MEMBERSHIP TESTING FOR G2

For efficiency, most of pairing-based protocols are instantiated with pairing-friendly curves

admitting a twist. Recently, several curves without a twist also find their own applications on

the cryptographic protocols that the implementation efficiency of one party mainly relies on fast

computation in G1. In particular, Clarisse et al. [16] found that the two curves BW13-P310 and

BW19-P286 are suitable for several cryptographic schemes, such as Enhanced Privacy ID [26]

and Direct Anonymous Attestation [27]. In this section, we investigate the membership testing

for G2 on both types of curves.

A. Pairing-friendly curves admitting a twist

For a candidate element Q which is claimed to be a member of G2, Scott [14] confirms that G2

testing can be replaced by checking that Q ∈ E ′(Fpe) and ψ(Q) = [t− 1]Q under the condition

that gcd(h1, h2) = 1. This method is well-suited to BLS family of curves. In this subsection, we

extend the above method and show that our method would be better on the curve with a large

size of the Frobenius trace t. Moreover, our method still works even though gcd(h1, h2) 6= 1.
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Theorem 1 Let E be an elliptic curve over Fp, and r a large prime factor of #E(Fp). Let π

be the p-power Frobenius with trace t. Let E ′ be the associated d-twist of E over Fpe and φ

the twisting map from E ′ to E. Define g(ψ) = ψ2 − tψ + p as the characteristic polynomial of

ψ, where ψ = φ−1 ◦ π ◦ φ is an endomorphism on E ′. Let η be a multiple of r. Write η in the

basis of p as η =
s∑

i=0

ci · pi, where ci ∈ Z. Let b0 and b1 be integers such that

b0 + b1ψ = f(ψ) mod g(ψ),

where f(ψ) =
s∑

i=0

ciψ
i. Suppose that b0 and b1 satisfy

gcd
(
b2

0 + b0 · b1 · t+ b2
1 · p,#E ′(Fpe)

)
= r.

Then for any non-identity point Q of E ′(Fpe), the point Q ∈ G2 = E ′(Fpe)[r] if and only if

f(ψ)(Q) = OE′ .

Proof If Q ∈ G2, we have ψ(Q) = [p]Q from Equation (4). As a consequence, we can conclude

that

f(ψ)(Q) =
s∑

i=0

[ci]ψ
i(Q) =

s∑
i=0

[ci · pi]Q = [η]Q = OE′ .

Conversely, we assume that f(ψ)(Q) = OE′ . By the Euclidean algorithm, there exist two

polynomials q(ψ), r(ψ) ∈ Q[ψ] such that

f(ψ) = q(ψ) · g(ψ) + r(ψ),

where r(ψ) = b0 + b1ψ. Recall from Equation (2) that for any Q ∈ E ′(Fpe) we have

g(ψ)(Q) = ψ2(Q)− [t]ψ(Q) + [p]Q = OE′ .

It follows from f(ψ)(Q) = OE′ that

[b1]ψ(Q) = f(ψ)(Q)− q(ψ)
(
g(ψ)(Q)

)
− [b0]Q = −[b0]Q.

This yields that

[b2
0 + b0 · b1 · t+ b2

1 · p]Q

=[b2
1]ψ2(Q)− [b2

1 · t]ψ(Q) + [b2
1 · p]Q

=[b2
1]g(ψ)(Q)

=OE′ .
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Since gcd
(
b2

0 + b0 · b1 · t+ b2
1 · p,#E ′(Fpe)

)
= r and Q 6= OE′ , it is clear that the order of Q is

r, which completes the proof of Theorem 1.

Define C = [c0, c1 · · · , cs] as the coefficient vector of η. One may naturally ask whether

there is a vector C such that the corresponding parameters b0 and b1 meet the condition in

Theorem 1. In fact, we can always select C as [r, 0, · · · , 0], which implies that b0 = r and

b1 = 0. Since G2 is the unique subgroup of E ′(Fpe) of order r [17, Section 5], we clearly have

gcd
(
b2

0 + b0 · b1 · t+ b2
1 · p,#E ′(Fpe)

)
= r.

Of course, it is inefficient to select vector C as above, which corresponds to the schoolbook

method. In order to improve the efficiency, we expect that the value n = max{|c0|, · · · , |cs|}

is as small as possible. By the definition of the embedding degree k, we know that r|Φk(p).

It is natural to take η = Φk(p), which means that n = 1 in many cases. Therefore, for a

candidate element Q which is claimed to be a member of G2, the verifier only needs to check

that Φk(ψ)(Q) = OE′ . Unfortunately, we verified this equality actually holds all for points

in E ′(Fpe) for most of popular pairing-friendly curves, such as BN, BLS and KSS families of

curves. Hence, the verifier can not distinguish between valid elements and invalid ones. Fuentes

et al. [28, Section 6.5] pointed out that MNT [29] and Freeman [30] curves do not satisfy

the above equality in general. However, it seems still infeasible in this situation. Indeed, our

experimental results show that the values gcd
(
b2

0 + b0 · b1 · t+ b2
1 · p,#E ′(Fpe)

)
are much larger

than r on these two families of curves if we take η = Φk(p).

In Algorithm 1 (see Appendix A), we present pseudo-code in Magma to search the target

vector C for G2 testing on pairing-friendly curves admitting a twist. To be precise, Lines 1-

6 generate the target lattice L, which is the same as the lattice used to find Miller iteration

parameters of optimal pairings [31]; Lines 7-8 obtain one of the possible shortest vectors C in

L(the norm of C is denoted as min); Lines 9-14 compute the associated parameters b0 and b1;

Lines 15-16 check to see whether b0 and b1 meet the condition in Theorem 1. If so, we obtain

the target vector C; otherwise, we execute the following steps: Line 18 collects a mount of

candidate vectors whose norms are in range of min to max; Lines 19-26 repeat the previous

work until the target vector C is obtained. In Algorithm 1, one requires to input an upper bound

max of the norm of target vector C in advance. Once it fails to return a vector C, we swap min

for max, and set a larger upper bound max. Then we run it again until a vector C is obtained.

It is worth noting that Algorithm 1 is used only to find a target vector C, the overhead of this
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process is not contained in that of G2 testing.

In practice, we find that the vector C can be chosen as the same as the Miller iteration

parameters of optimal pairings on many popular pairing-friendly curves, which indicates that the

bit length of n is about log r/ϕ(k).

B. Pairing-friendly curves without a twist

The membership testing for G2 on pairing-friendly curves without a twist is reasonably

complicated. Recall from Section II that for a candidate point Q, the verifier needs to check

Q ∈ E(Fpk), [r]Q = OE and π(Q) = [t−1]Q. Therefore, it is not sufficient to only prove that the

order of Q is r in this situation. In the following, we consider how to perform membership testing

for G2 on this type of curves. Our general understanding of the construction of the membership

testing for G2 on this type of curves comes mostly from the following two theorems.

Theorem 2 Let E be an elliptic curve over Fp without a twist. Let r be a large prime factor

of #E(Fp) and k the embedding degree with respect to r. Denote by t the trace of Frobenius

on E. Let i be a positive integer such that gcd(i, k) = 1, with non-negative integers m and n

satisfying that i ·m− k · n = 1. Let b ∈ Z such that (t− 1)i ≡ b mod r. Suppose the integer b

satisfies

gcd
(
b2m − t · bm + p,#E(Fpk),Φk(bm)

)
= r.

Then for any non-identity point Q of E(Fpk), the point Q ∈ G2 = E(Fpk)[r] ∩ ker(π − [p]) if

and only if πi(Q) = [b]Q and Φk(π)(Q) = OE .

Proof If Q ∈ G2 it follows that the order of Q is r and π(Q) = [t− 1]Q. As a result, we have πi(Q) = [(t− 1)i mod r]Q = [b]Q,

Φk(π)(Q) = Φk(t− 1)(Q) = OE.

Conversely, if πi(Q) = [b]Q we conclude that

π(Q) = π1+k·n(Q) = πi·m(Q) = [bm]Q. (5)

Plugging the above result to Equation (1) and the equality Φk(π)(Q) = OE , we immediately

have [b2m − t · bm + p]Q = OE,

[Φk(bm)]Q = Φk(π)(Q) = OE.
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Thus, the order of Q divides gcd
(
b2m− t · bm + p,#E(Fpk),Φk(bm)

)
. By assumption, it is easy

to see that the order of Q is r. On the other hand, since t− 1 is a primitive k-th root of unity

modulo r, by Equation (5) we conclude that

π(Q) = [bm]Q = [(t− 1)1+k·n]Q = [t− 1]Q = [p]Q,

which completes the proof of Theorem 2.

If we assume gcd(h1,Φk(t − 1)) = 1, then there always exists an integer b meeting the

condition in Theorem 2. Indeed, we can take i = 1, and thus b = t− 1 and m = 1. In this case,

it is easy to see that

gcd
(
b2m − t · bm + p,#E(Fpk),Φk(bm)

)
= gcd(p+ 1− t,Φk(t− 1))

= gcd(h1 · r,Φk(t− 1))

=r.

In Theorem 2, we expect that the bit length of b is as small as possible under the condition that

gcd
(
b2m − t · bm + p,#E(Fpk),Φk(bm)

)
= r.

Since t− 1 is a primitive k-th root of unity modulo r, the target parameter b can be obtained by

exhausting i ∈ {1, 2, · · · k − 1}. As estimated in [32], the size of b would be in approximately

log r/ϕ(k) bits on some certain curves. In the following, we further optimize the testing method

for G2 on curves with CM discriminate D = −3 or −4.

Theorem 3 Let E be an elliptic curve over Fp without a twist, and CM discriminant D = −3

or −4. Let r be a large prime factor of #E(Fp) and k the embedding degree with respect

to r. Denote by t the trace of Frobenius on E. Let [λ] be the multiplication map in G2 =

E(Fpk)[r] ∩ ker(π − [p]) corresponding to a GLV endomorphism τ . Let d = −D and i be an

integer such that gcd(d·i, k) = 1, with positive integers m and n satisfying that d·i·m−n·k = 1.

Let b ∈ Z such that (t− 1)i ≡ b · λ mod r. Suppose b satisfies

gcd
(
b2d·m − t · bd·m + p,#E(Fpk),Φk(bd·m)

)
= r.

Then for any non-identity point Q of E(Fpk), the point Q ∈ G2 if and only if πi(Q) = [b]τ(Q)

and Φk(π)(Q) = OE .
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Proof If Q ∈ G2, the equality Φk(π)(Q) = OE has been proved in Theorem 2. Since τ(Q) =

[λ]Q and π(Q) = [t− 1]Q, we have

πi(Q) = [(t− 1)i mod r]Q = [b · λ]Q = [b]τ(Q).

Conversely, since πi(Q) = [b]τ(Q) it follows that

πd·i(Q) = [bd]Q, (6)

which implies that

π(Q) = π1+n·k(Q) = πd·m·i(Q) = [bd·m]Q. (7)

Analogous to the proof of Theorem 2, we immediately have[b2d·m − t · bd·m + p]Q = OE,

[Φk(bd·m)]Q = Φk(π)(Q) = OE.

Thus, the order of Q divides gcd
(
b2d·m− t · bd·m + p,#E(Fpk),Φk( bd·m)

)
. By assumption, it is

easy to see that the order of Q is r. Finally, it follows from (7) that we have

π(Q)=[bd·m]Q=[(bλ)d·m]Q=[(t− 1)1+n·k]Q=[t− 1]Q=[p]Q,

which completes the proof of Theorem 3.

Similar to Theorem 2, we can exhaust i ∈ {1, 2, · · · k− 1} to search a parameter b such that the

bit length of b is as small as possible under the condition that

gcd
(
b2d·m − t · bd·m + p,#E(Fpk),Φk(bd·m)

)
= r.

We fortunately find that Theorem 3 can be applied into the membership testing for G2 on

BW13-P310 and BW19-P286. More details of this issue will be illustrated in Section V.

IV. MEMBERSHIP TESTING FOR G1 AND GT

In this section, we mainly discuss fast membership testings for G1 and GT . Similar as the

case of G2, we find that efficiently computable endomorphisms on the above two subgroups also

can be used to speed up testing efficiencies.
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A. Membership testing for G1

Scott [14, Section 6] proposed a fast membership testing method for G1 on BLS families of

curves. In particular, Scott proved that a candidate point P ∈ G1 if and only if τ(P ) = [λ]P on the

families of curves. This method is estimated to be approximately twice as fast as multiplication

by r directly. In this subsection, we extend this method to all pairing-friendly curves with CM

discriminant D = −3 or −4.

Theorem 4 Let E be an elliptic curve over Fp with CM discriminant D = −3 or −4, and r

a large prime factor of #E(Fp). Let [λ] be the scalar multiplication map in G1 = E(Fp)[r]

corresponding to a GLV endomorphism τ . Suppose a0, a1 ∈ Z satisfy that

(1)a0 + a1λ ≡ 0 mod r,

(2) gcd
(
a2

0 − a0 · a1 + a2
1,#E(Fp)

)
= r, if D = −3;

or gcd
(
a2

0 + a2
1,#E(Fp)

)
= r, if D = −4.

Then for any non-identity point P of E(Fp), the point P ∈ G1 if and only if [a0]P + [a1]τ(P ) =

OE .

Proof We only prove the case that D = −3 in detail, since the proof of the other case is similar.

If P ∈ G1, then the order of P is r and τ(P ) = [λ]P . Since a0 + a1 · λ ≡ 0 mod r, we have

[a0]P + [a1]τ(P ) = [a0 + a1 · λ]P = OE.

Conversely, we assume that [a0]P + [a1]τ(P ) = OE . Since the order of the endomorphism τ is

3, we get that

[a2
0 − a0 · a1 + a2

1]P = [a2
1]
(
τ 2(P ) + τ(P ) + P

)
= OE.

By the assumption that gcd
(
a2

0 − a0 · a1 + a2
1,#E(Fp)

)
= r and P 6= OE , it follows that the

order of P is r, which finishes the proof of this theorem.

Analogous to the membership testing for G2 on pairing friendly curves admitting a twist,

there always exist a0 and a1 satisfying the condition in Theorem 4. Generally, the bit length of

max{a0, a1} is about log r/2. Therefore, this method is roughly twice faster than the previous

one. In Algorithm 2 (see Appendix A), we present pseudo-code in Magma to search a0 and a1

such that max{a0, a1} is as small as possible. Here, we do not explain the working mechanism

of Algorithm 2 in detail as it is similar to that of Algorithm 1.



14

Based on the analysis above, our method may be a better choice than the method of clearing

cofactor even in efficiency if the ratio between log2(h1) and log2(r) is no less than 0.5. For

example, on curves with embedding degrees 6 and 8 proposed by Guillevic et al. [33] using the

modified Cocks-Pinch method, cofactors h1 are even larger than r. In this situation our method

is clearly a winner.

B. Membership testing for GT

The schoolbook method of the membership testing for GT is to raise the candidate element to

the power of r and compare the result against the identity element. Scott [14] described a new

testing method under the condition that gcd(h1, hT ) = r, which is tailored to BLS families of

curves. In particular, let α be a candidate element which is claimed to be a member of GT . The

verifier requires to check that α ∈ GΦk(p) and αp+1 = αt. Since Frobenius map can be computed

efficiently, the main cost of this method is one exponentiation by t.

Inspired by the method of the membership testing for G2 on pairing-friendly curves admitting

a twist, we generalize the testing method in this subsection.

Proposition 1 Let η be a multiple of r. Write η in the basis of p as η =
s∑

i=0

ci ·pi, where ci ∈ Z.

Let α 6= 1 be an element of F∗
pk

. Suppose gcd
(
η,Φk(p)

)
= r. Then α ∈ GT if and only if

αΦk(p) = 1 and α
s∑

i=0
ci·pi

= 1.

Proof The necessity is obvious. We only prove the sufficiency. If αΦk(p) = 1 and α

s∑
i=0

ci·pi
= 1,

then the order of α divides gcd
(
η,Φk(p)

)
. By the condition that gcd

(
η,Φk(p)

)
= r, it is clear

that the order of α is r.

As stated in Section III, there always exists a vector C meeting the condition in Proposition

1. Therefore, the overhead of the testing mainly requires an exponentiation by n = max{c0, c1

· · · , cs}. Similarly, Algorithm 3 (see Appendix ) is presented to search the target vector C.

Moreover, once the candidate element α is proved to be a member of GΦk(p), the fixed expo-

nentiation by n can be further optimized by techniques of fast cyclotomic squaring [34], [35] in

the case that the embedding degree k is divided by 6.
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V. APPLICATIONS

In this section, we illustrate the main mechanics of our methods by applying them to two

different types of curves: KSS16-P330 and BW13-P310. In the following, we denote by nbits(A)

and hw(A) the bitlength and the Hamming weight in 2-non-adjacent form of A, respectively.

A. KSS16-P330

KSS16 family of curves are parameterized by the following polynomials

r =
z8 + 48z4 + 625

61250
,

t =
2z5 + 41z + 35

35
,

p=
z10+2z9+5z8+48z6+152z5+240z4+625z2+2398z+3125

980
.

In order to reach the 128-bit security level, the seed z is recommended as z = −234 + 227 −

223 + 220 − 211 + 1 [15]. The corresponding curve equations are given as

E : y2 = x3 + x, E ′ : y2 = x3 + (1/u)x,

where u ∈ Fp4 .

1) The case of G1: Using Algorithm 2 the parameters a0 and a1 can be selected asa0 = 299609893663766701347795728932946474488,

a1 = −164302199751097868481049270705164195687.

It is easy to find that −17a0 − 31a1 = 1 by using the Euclidean algorithm. Therefore, it seems

more efficient to replace a0 and a1 by a′0 = 17a0 and a′1 = 17a1, respectively. We also check

that gcd
(
a′20 + a′21 ,#E(Fp)

)
= r. Let Q be a point which is claimed to be a member of G1. By

Theorem 4, the membership testing for G1 on the curve is equivalent to check that Q ∈ E(Fp),

τ([17a1]Q)− [31a1]Q = Q,

Since nbits(a1) + hw(a1) ≈ nbits(z4) + hw(z4), we can roughly estimate that the cost of 1 scalar

multiplication by a1 is the same as that by z4. In conclusion, it approximately requires 1 scalar

multiplication by z4, 5 point doublings, 3 point additions and 1 application of the endomorphism

τ .
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2) The case of G2: We first consider the vector C as [2, 0, 0, z, 1, 0]. It is the same as the

Miller iteration parameters recommended in [36]. Then the parameters b0 and b1 in Theorem 1

are given by

b0 = −t2 · p− t · p · z + p2 + 2,

b1 = t3 + t2 · z − 2t · p− p · z.

Unfortunately, we find that gcd
(
b2

0 + b0 · b1 · t+ b2
1 · p,#E ′(Fp4)

)
is equal to 4r, which does not

meet the condition in Theorem 1. Instead, we run Algorithm 1 to get the following target vector
C:

[243614193, 2192527740,−1218070967, 730842580, 1705299354, 730842580, 1218070967,−4628669674].

The relations among terms ci for i ∈ {0, 1, · · · , 7} are given as follows:

c3 = 3c0 + 1, c1 = 3c3, c2 = c0 − c1 + c3, c5 = c3,

c4 = −c2 + c3 − c0, c6 = −c2, c7 = −c1 + 2c2.
(8)

Let Q be a point of the KSS16-P330 curve which is claimed to be a member of G2. Let Si denote

[ci]Q for i ∈ {0, 1, · · · , 7}. By (8), the calculations of S0, S1, · · · , S7 require one multiplication

by c0, 3 point doublings and 8 point additions. By Theorem 1, the membership testing for G2

on the curve is equivalent to check that
Q ∈ E ′(Fp4),

7∑
i=1

ψi(Si) = −S0.,

Since nbits(c0) + hw(c0) ≈ nbits(z) + hw(z), we can roughly estimate the cost of 1 scalar

multiplication by c0 is the same as that by z. In total, the testing approximately costs 1 scalar

multiplication by z, 3 point doublings, 14 point additions and 7 applications of the endomorphism

ψ.
3) The case of GT : Using Algorithm 3 we obtain a vector C as

[2679756127,−2192527740, 730842580, 730842580,−3166984514, 1705299354, 243614193, 2679756127]

The relations among terms ci for i ∈ {0, 1, · · · , 7} are given as follows:

c2 = c3 = 3c6 + 1, c1 = −3c2, c0 = c7 = 2c6 − c1 + 1,

c5 = 2c2 + c6 + 1, c4 = −2c5 + c6 + 1.
(9)
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We first check that

αp8 · α = 1. (10)

If the element α fails to pass the above testing, then one could claim that α is an invalid

element; otherwise, we continue to the testing and thus have α−1 = αp8 . Let gi denote αci for

i ∈ {0, 1, · · · , 7}. By (9), we have

g6 = αc6 , f1 = g6 · α, g2 = g3 = g2
6 · f1, f2 = g2

2, g1 = (f2 · g2)
p8

,

g0 = g7 = g6 · f · gp
8

1 , g5 = f1 · f2, g4 = g2·p8
5 · f1.

(11)

By Proposition 1, we finally check that
7∏

i=0

gp
i

i = 1. (12)

Since nbits(c0)+hw(c0) ≈ nbits(z)+hw(z), we can roughly estimate the cost of 1 exponentiation

by c7 is the same as that by z. In conclusion, the testing approximately costs one exponentiation

by z, 3 squarings, 15 multiplications and 10 Frobenius maps.

B. BW13-P310

The methods of the membership testing for G1 and GT have no difference between pairing-

friendly curves admitting a twist and without a twist. Therefore, in the following we only discuss

the membership testing for G2 on BW13-P310. From Construction 6.6 in [24], a family of curves

with k = 13 and CM discriminant D = −3 can be parameterized as follows:
r(z) = Φ78(z),

t(z) = −z14 + z + 1,

p(z) =
1

3
(z + 1)2(z26 − z13 + 1)− z27.

In order to reach the 128-bit security level, the seed z is recommended as z = −2224 [25], and

the curve equation can be selected as E : y2 = x3 − 17. From the form of polynomial r(z), we

can see that

z26 − z13 + 1 ≡ 0 mod r.

It is easy to see that there exists a GLV endomorphisms τ corresponding to scalar multiplication

[λ] where λ = z13 − 1. Let notations i, m and b defined as in Theorem 3. We fortunately find

that when i = 1

gcd
(
b6·m − t · b3·m + p,#E(Fpk),Φk(b3·m)

)
= r,
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TABLE II

Parameters of the membership testing on pairing-friendly curves at the 128-bit security level. On BW13-P310 and BW19-P286,

the vectors C in the column of G2 are denoted by [i,m, b], where the parameters i, m and b are defined in Theorem 3.

Curve
G1 G2 GT

a0 a1 C C

BN-P446 − − [z + 1, z, z,−2z] [z + 1, z, z,−2z]

BLS12-P461 z2 1 [z,−1, 0, 0] [z,−1, 0, 0]

KSS18-P348 (z/7)3 −18a0 − 1 [2z, 7, 0, z, 0, 0] [2z, 7, 0, z, 0, 0]

BW13-P310 −(z7 + z)(z4 + z3 − z − 1) a0 · z − 1 [1, 9,−z] [z2,−z, 1, 0 . . . , 0]

BW19-P286 −(z10 − z)(z6 − z3 + 1)(z + 1) a0 · z − 1 [1, 13,−z] [z2,−z, 1, 0 . . . , 0]

and the bit length of b reaches the minimum(i.e., b = −z and m = 9). By Theorem 3, the

membership testing for G2 on this curve is equivalent to check that
Q ∈ E(Fp13),

π(Q) = [−z]τ(Q),
12∑
i=1

πi(Q) = −Q.

The point
12∑
i=1

πi(Q) can be computed by using the following formulas:

R1 = π(Q) + π2(Q), R2 = π2(R1), R3 = R1 +R2,

R4 = π4(R3), R5 = π4(R4),
12∑
i=1

πi(Q) = R3 +R4 +R5.

Neglecting the cost of checking Q ∈ E(Fpk), it totally requires 1 scalar multiplication by z, 4

point additions, 5 applications of the endomorphism π and 1 application of the endomorphism τ .

VI. EFFICIENCY COMPARISONS

Besides KSS16-P330 and BW13-P310, we consider more pairing-friendly curves as presented

in Table I. Denote by Zc, D and A the costs of scalar multiplication by z, point doubling and

point addition, respectively. Likewise, we denote by Zf , M and S the costs of exponentiation by

z, multiplication and squaring in finite fields, respectively. In Table II, we list the parameters of

the membership testing on each pairing-friendly curve by using our method. It should be noted

that G1 testing on BN-446 can be skipped as the associated parameter h1 is equal to 1.
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TABLE III

Comparison of operation counts for the membership testing for G1, G2 and GT on pairing-friendly curves at the 128-bit

security level with the previous leading work in the literature.

Curve gcd(h1,h2) gcd(h1,hT )
The previous method The proposed method

G1 G2 GT G1 G2 GT

BN-P446 1 1 − 2Zc + 2D + A 2Zf + 2S + M − Zc + 3A + D Zf + S + 3M

BLS12-P461 1 1 2Zc Zc Zf + S + 3M 2Zc Zc Zf + S + 3M

KSS16-P330 4 4 8Zc 8Zc 8Zf 4Zc + 5D + 3A Zc + 3D + 14A Zf + 3S + 15M

KSS18-P348 1 1 6Zc 4Zc 4Zf 3Zc + 4D + 2A Zc + 3D + 3A Zf + 4S + 3M

BW13-P310 − 1 24Zc + 16A 24Zc + 16A 14Zf + 7M 12Zc + 4A Zc + 4A 2Zf + 7M

BW19-P286 − 1 36Zc + 24A 36Zc + 24A 20Zf + 8M 18Zc + 5A Zc + 5A 2Zf + 8M

TABLE IV

Comparison of timing(ms) for the membership testing for G1, G2 and GT on pairing-friendly curves at the 128-bit security

level with the previous leading work in the literature.

The previous method The proposed method

G1 G2 GT G1 G2 GT

BN-P446 − 10.32 6.43 − 5.51 3.15

BLS12-P461 1.51 3.89 4.10 1.51 3.89 4.10

KSS16-P330 2.03 24.18 12.67 1.11 4.75 2.24

KSS18-P348 2.07 11.47 13.26 1.07 3.23 3.29

BW13-P310 1.97 115.71 5.01 1.03 6.68 0.95

BW19-P286 1.82 214.10 10.69 0.95 10.71 1.68

In Table III, we compare the operation counts of our results to the previous leading work,

ignoring the cost of efficiently computable endomorphisms. Specially, Columns 2 − 3 in Table

III list the values gcd(h1, h2) and gcd(h1, hT ). As we illustrate in Sections III and IV, in the case

that gcd(h1, h2) = 1(resp. gcd(h1, hT ) = 1), the method appearing in [14] represents the fastest

previously known method for G2 (resp. GT ) testing; otherwise, the naive schoolbook method

by multiplication (resp. exponentiation) by r is the fastest previously known method. As for

G1 testing, on BLS12-P461 the previous leading work is proposed by Scott [14]; on BN-P446,

the overhead of the testing is negligible as the cofactor h1 is equal to 1; on other curves, the

schoolbook method by multiplication by r is the fastest previously known method. Consequently,

Columns 4−6 in Table III summarize the operation counts of membership testings for G1, G2 and

GT using the fastest previously known method. Note that the prime r and the Frobenius trace t on

KSS18-P348 are parameterized by (z6+37z3+343)/343 and (z4+16z+7)/7 respectively, and the
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parameter a0 = (z/7)3. For simplicity, we roughly estimate that one multiplication/exponentiation

by r, t − 1 and a0 costs 6Zc/6Zf , 4Zc/4Zf and 3Zc/3Zf , respectively. Likewise, we roughly

estimate that one multiplication/exponentiation by r costs 8Zc/8Zf on KSS16-P330.

Columns 7 − 9 in Table III list the operation counts of membership testings for G1, G2

and GT by using our method, respectively. For G1 testing, the size of the scalar is reduced to

roughly log r/2 bits. For G2 testing, the size of the scalar is reduced to approximately log r/ϕ(k)

bits on BN-P446, BLS12-P461, KSS16-P330 and KSS18-P348. It is further reduced to roughly

log r/(2ϕ(k)) bits on BW13-P310 and BW19-P286. Therefore, our method would be about 2ϕ(k)

times faster than the previous one. For GT testing, the size of the exponentiation is reduced to

approximately log r/ϕ(k) bits across different curves.

In Table IV, implementation results in Magma are presented to verify the performance of our

proposed method. On each curve, we compare the efficiency between our proposed method and

the fastest previously known one for G1, G2 and GT testings. In particular, our approach gives

the same performance as the previous one on BLS12-P461. On other curves, the overhead has

a reduction from 83%− 93% for G1 testing. This result is nearly consistent with the theoretical

estimation. For G2 testing, the proposed technique reduces the overhead in the range of 87%

to 1899%. It is specially worth noting that our method is about 17.3 and 20 times faster than

the previous one on BW13-P310 and BW19-286 respectively, which is below expectations. The

reason for the discrepancy is that the operation counts of the calculation of Φk(π(Q)) is without

taking into account for any candidate point Q on the two curves. For GT testing, the overhead

has a reduction from 104% to 536%. As we can see, our proposed method has noticeable lower

overhead for G1, G2 and GT testings on many target curves.

VII. CONCLUSION

The threat of small-subgroup attacks are non-negligible in pairing-based protocols. In this

paper, we mainly developed the efficient ways to resist the attacks: subgroup membership testing.

For G1, G2 and GT testings, several optimizations were proposed, which are suitable for many

pairing-friendly curves including the curves admitting a twist and without a twist. We applied

our methods to several pairing-friendly curves at the 128-bit security level. The results showed

that the membership testing for the three subgroups can be performed efficiently.
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APPENDIX A
Algorithm 1 Find a target vector C for G2 testing
Input: curve parameters t, p, r, k and an integer max

Output: Vector C

1: B := RMatrixSpace(Integers(), ϕ(k), ϕ(k))!0;

2: B[1][1] := r;
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3: for i := 2 to ϕ(k) do

4: B[i][1] = −pi−1;B[i][i] := 1;

5: end for

6: L := LatticeWithBasis(B);

7: C := ShortestV ector(B);

8: min := Norm(C);

9: P < x,m, n >:= PolynomialRing(Integers(), 3);

10: R := quo < P |x2 −mx+ n >;

11: b := R!(c0 + c1x+ · · ·+ cϕ(k−1)x
ϕ(k−1));

12: b := Evaluate(b, [2, t]);

13: b := Evaluate(b, [3, p]);

14: [b1, b0] := Coefficients(b);

15: if gcd(b2
0 + b0b1t+ b2

1p,#E
′(Fpe)) eq r then

16: break;

17: else

18: V := ShortV ectorsProcess(L,min,max);

19: repeat

20: C := NextV ector(V );

21: b := R!(c0 + c1x+ · · ·+ cϕk−1x
ϕk−1);

22: b := Evaluate(b, [2, t]);

23: b := Evaluate(b, [3, p]);

24: [b1, b0] := Coefficients(b);

25: until gcd(b2
0 + b0b1t+ b2

1p,#E
′(Fpe)) eq r;

26: end if

27: return C

Algorithm 2 Find parameters a0 and a1 for G1 testing
Input: curve parameter r, GLV scalar λ, CM discriminant D and an integer max

Output: a0 and a1

1: B := RMatrixSpace(Integers(), 2, 2)![r, 0,−λ, 1];

2: L := LatticeWithBasis(B);

3: A := ShortestV ector(B); //[a0, a1] := A
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4: min := Norm(A);

5: if gcd(a2
0 − (−D mod 2)a0a1 + a2

1,#E(Fp)) eq r then

6: break;

7: else

8: V := ShortV ectorsProcess(L,min,max);

9: repeat

10: A := NextV ector(V );

11: until gcd(a2
0 − (−D mod 2)a0a1 + a2

1,#E(Fp)) eq r;

12: return a0, a1

Algorithm 3 Find a target vector C for GT testing
Input: elliptic curve parameters p, r, k and an integer max

Output: Vector C

1: B := RMatrixSpace(Integers(), ϕ(k), ϕ(k))!0;

2: B[1][1] := r;

3: for i := 2 to ϕ(k) do

4: B[i][1] = −pi−1;B[i][i] := 1;

5: end for

6: L := LatticeWithBasis(B);

7: C := ShortestV ector(B);

8: min := Norm(C);

9: if gcd
(
c0 + c1 · p+ · · ·+ cϕ(k)−1 · pϕ(k)−1,Φk(p)

)
eq r then

10: break;

11: else

12: V := ShortV ectorsProcess(L,min,max);

13: repeat

14: C := NextV ector(V );

15: until gcd(c0 + c1 · p+ · · ·+ cϕ(k)−1 · pϕ(k)−1,Φk(p)) eq r;

16: end if

17: return C


