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1 Introduction

In 2012, Guedes, Assis, and Lula [5] proposed a quantum attack on a pseudorandom number generator named
the Blum-Micali Pseudorandom number generator. They claimed that the quantum attack can outperform
classical attacks super-polynomially. However, this paper shows that the quantum attack cannot get the
correct seed and provides another corrected algorithm that is in exponential time but still faster than the
classical attack. Since the original classical attacks are in exponential time, the Blum-Micali pseudorandom
number generator would be still quantum resistant.

In the context of growth in the information technology field, randomness becomes critical in applications
like secure communication, simulation processes, and even recreational applications like video games. For
example, a cryptographic nonce is a random unique value generated in protocols to show the messages’
uniqueness, which can protect the message from replay attacks [3]. For video games, the wide use of
procedural content generation takes advantage of pseudorandom number generators to create automatic
generation of game content [9].

For digital computers, because of their deterministic nature, a random number generator that depicts
realistic randomness is not feasible without additional hardware support. Therefore, pseudorandom number
generators are designed to take an initial input, as seed, to produce a string of bits in which zero and one’s
appearances are equally possible.

One requirement for pseudorandom number generators is that they should be cryptographically secure.
In other words, attackers cannot retrieve the initial seeds from generated random bit strings easily. This
paper focuses mainly on the cryptographically secure pseudorandom number generator, the Blum-Micali
pseudorandom number generator, which is based on the discrete logarithm problem [2].

The discrete logarithm problem is to find k& as following:

Given a,b, and n, log,a mod n = k, find k such that b* mod n = a.

The problem is cryptographically hard based on the assumption that a digital computer cannot solve the
k efficiently under carefully chosen a,b, and n. There is no known classical algorithm that can solve the
discrete logarithm problem in polynomial time.

In 1994, Peter Shor discovered a quantum algorithm that can solve the discrete logarithm problem in
polynomial time [§]. In quantum physics, different states can be expressed simultaneously in one superposi-
tion state. Therefore, a quantum computer can sometimes take advantage of the idea of examining multiple
or even all states at the same. Since quantum computers can solve the discrete logarithm in polynomial time,
people may wonder if quantum computers can break the Blum-Micali pseudorandom number generator that
sets its foundation on the discrete logarithm.

Since the goal is to search for seeds from a large search space, the quantum search algorithm, or Grover’s
algorithm [4], provides the basic search scheme for finding the seed. Similar to Shor’s algorithm, Grover’s
algorithm takes advantage of superposition states together with the ability to examine all the possibilities
in the search space. Assuming that the seed is randomly chosen, the classical search algorithm performs
in O(P) time. However, Grover’s algorithm can search a random search space in O(yv/P) time, which is
polynomially faster than classical search.



Combining the ideas of two algorithms, we can adopt a general scheme from Grover’s algorithm, which
can speed the search for NP-complete problems [7]. The algorithm only should be polynomially faster than
a classical attack which simply tries all possible seeds, because Grover’s algorithm runs in O(\/ﬁ) compared
to classical search’s O(P). Furthermore, we conclude that the Blum-Micali Generator is quantum resistant
to the quantum attacks described.

2 Blum-Micali Pseudorandom Number Generator

For a prime P, the integers from 1 to P — 1 form a group under multiplication mod P denoted as Z%. The
Blum-Micali pseudorandom number generator [2] has two components:

1. Generator g for Z} which recursively permutes the input under Z}

2. Predicate Bp 4(x) which is equal to 0 if « is the principal square root of 22 mod P, in other words, if
P-1

x is less than ~——.
The number generator can be expressed by a large prime P, a generator g € Zp, and a initial ¢ € Z}
serving as the seed:

x; =¢g“~' mod P

Blum and Micali showed that since z; € Z%, instead of checking if z; is the principal square root of z?

mod P, the predicate can check if z; < £ 5 L 2]. Thus, the generator that produces a random bit string of

length n can be described by the following pseudocode [2]:

Algorithm 1 Blum-Micali Pseudorandom Number Generator

Input: g, seed, n, P

Output: b
1: x; < seed
2: b= [ }
3: for iteration =1,2,...,n do
4 if 2; > £ then
5: Append 1 to b
6: else
7 Append 0 to b
8: end if
9: z; =¢g* mod P
10: end for

The list b is a random bit string, where the i*" random bit is the result of the predicate in the i*" iteration.

Blum and Micali proved that the bits are equally likely to be zeros and ones [2], and the generator passes
Yao’s statistical test for a secure pseudorandom number generator [10]. This level of security needs a careful
choice of the generator. The generator g should have a long enough non-repeating period of ¢* mod P in
order to be able to produce long random bit strings. We can use random strings that have length of O(log P)
to find their seeds, which is shown in (8.1

In Figure [1} we have the generator g = 5 and the prime P = 23. If the initial seed is 3, we can iterate
through as 5% mod 23 = 10, 5! mod 23 = 9. Since 3, 10, and 9 are all smaller than 12, the result bit string
starts with 000.
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Figure 1: Example of the generator with P =23, ¢ =5

3 Classical Attack
3.1 Algorithm of the Classical Attack

In this section, we propose a simple classical attack to the Blum-Micali pseudorandom number generator.
The algorithm tries every possible seed from 1 to P — 1. Bits in the random bit string b indicate the if the
corresponding x; is a principal square root, or, in other words, less than %. Thus, we can have an inverse
predicate B’:

1 ifb;=0,2; < ZH
h o Pl
B (1, bi) = 0 ifb; =0,z >~
0 ifbizl,xig%
1 ifb=1,2; > 51

1 stands for z; produces the corresponding b;; 0 stands for z; fails to produce the corresponding b;,
and, therefore, the initial guess x is false. For each trial, we test if x; satisfies the random bit string b by
iterating  under x = ¢®* mod P and testing it with the inverse predicate. The complete classical break of
Blum-Micali Pseudorandom number generator is described by Algorithm [2]

3.2 Complexity Analysis of the Classical Attack

Given that the prime is large enough, we can express it in binary form in n bits, where n = [log P] + 1.
For exponentiation of g* mod P, we can implement that by squaring operations and get 0(10g3 P) for each
exponentiation calculations inside the innermost loop line [[4] For other calculations inside the innermost
loop, comparing x; would take at most O(n) by examining all the bits [5]. Substituting P for 2", we get
O(log P). For b; verification, since b; is a one-bit value, it takes O(1). Thus, in total, in the most inner loop,
the time complexity is O(log® P).

Since we loop the verification process by a number of times equal to the length of the random bit string,
determining how many bits in the random bit strings we need to break Blum-Micali pseudorandom generator
becomes critical. As the predicate B separates the values of x; into two sets with equal size, the probability
of the inverse predicate B’ to eliminate a possible seed is 0.5. The number of all possible seeds from 2 to
P —1is P—2, which is O(P). Thus, we need a random bit string b of size O(log P) to eliminate all possible
seeds [2]. Thus, to see if the guessed seed is correct, we need to check at worst O(log P) times, which gives
us a time complexity of 0(10g4 P). In we provide some examples of how many bits we need to
break the Blum-Micali Pseudorandom Number Generator.

Since we may guess O(P) seeds, the total time complexity will be O(Plog* P). After converting P into
n bits, this gives us a time complexity of O(n*2"), which lies in the exponential complexity class. Therefore,
if we choose a large P with n = 64 or 128, it is impractical to break the Blum-Micali Pseudorandom number
generator. For space complexity, since we only store variables like x, x;, and ¢ bounded by P and j bounded
by O(log P), the overall space complexity in bits is O(n). However, in Guedes, Assis, and Lula’s paper



Algorithm 2 Classical Attack on the Blum-Micali Pseudorandom Number Generator

Input: g, P,b

Output: =
1: fori=1,2,...,P—1do
2: T 41
3: T; <X
4: for j =1,2,... length(b) do
5: if b[j] = 0 then
6: if ; > % then
7 goto loop
8: end if
9: else
10: if x; < % then
11: goto loop
12: end if
13: end if
14: x; = g% mod P
15: end for
16: return x
17: loop:
18: end for

[5], they claimed that their classical attack would work in O(2F log P). In terms of number of bits n, the
complexity is O(22"n). Their algorithm needs to solve the discrete logarithm problems O(log P) times, since
they iterate all the possible guesses at the same time and do not save the original guesses before iterating
them. Besides that, they claimed that attacking the discrete logarithm problem was O(2%). One of the most
efficient algorithm for the discrete logarithm problem on classical computers is function field sieve method,

which works in O(exp(({/% +o(1))(log P)* (loglog P)3)) [1.

4 Quantum Attack

Based on the assumption that we cannot predict whether the new x = g* mod P is a principal suare root, a
quantum computer, similar to a classical one, needs to examine all the possibilities of the unknown seed. The
advantage lies in quantum superposition of states, which enables the algorithm to check all the possibilities
at the same time. Guedes, Assis, and Lula’s quantum algorithm has three main parts [5]:

1. State Identification
2. State Amplitude Amplification
3. State Recovery

Part 1 will identify the correct seed by a similar procedure as how the generator produces the random
bit string. Part 2 can be viewed as a generalized version of Grover’s algorithm to find the seed, which aims
to amplify the amplitude of the correct seed’s state. Part 3 will then use Shor’s algorithm to reverse the
identification process of Part 1 to find the original seed. We can predict the next bit of the random bit string
without Part 3 if we do not want the original seed.

4.1 State Identification

Suppose we have the prime P, the generator g, and enough bits of the random bit string b in length j of
O(log P). Starting with two registers, we have

e Result register with n = [log P] qubits



n bits |0) H B, G B, G|l G B;

j bits |0)

Figure 2: Quantum Circuit for State Identification Part

e Guess register with j qubits
We initialize each qubit of two quantum registers to be |0). Then the initial state of two registers com-

bined is

[Winitiat) = |0)*" [0)® (1)

The quantum circuit for the State Identification Part is shown in Figure 2l We first apply a Hadamard
Gate to create a uniformly distributed superposition of all our computational basis, which are |0) , [1),]2) ... |2" — 1).
The result register is:

1
9= 75 2 @

Since no operation is made on the guess register, the overall state of the two registers is

2" —1

_ ®j
1) = N kZ:O k) 0) (3)

We define gate G and gate B; as following:

) [y); ifb;=0,z; < I

By ) ly), = lz) [y), ?f b =0, z; > ﬁ
’ ) |y>1 ifh; =1, 2, < =

lz) |y), ifb;i=1, x> %

Glz) =|¢g® mod P)

The B; gates are gates that examine whether |z) can lead to the correct bit string and change i bit
of guess register |y) to 1 if satisfied. G gates’ purpose is to iterate j times to provide the corresponding x
values for B; gates to examine. Since we have j bits of random bit string b and assume that we need j bits
to locate the correct seed, the numbers for G gates and B; gates are both j.

After j iterations of G and B; gates, since there is no amplitude change during identification process,

the overall state is:
1 21

) = oD kZ:O k) [yw) (4)
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Figure 3: Quantum Circuit for State Amplitude Amplification Part

where |yi) is the guess register value.

If we isolate the correct seed |x;) out of other states, we will have:

1
) = r Z ) lyk) + ﬁ\m\ym, (5)

k=0,#x;

where |yi) are the guess register values that are not all ones, and ‘y%) is the guess register value that is all
ones.

4.2 State Amplitude Amplification

From Equation (5), we can measure the result register and guess register. The probability of getting the
correct state is equal to the probability of the other wrong answers, which is | F|2 = 2% When the big
prime P is large, or, in other words, n is large enough, it is impractical for us to measure the correct state.
The next step is to solve this problem by amplifying the correct state |z;) to have an amplitude close to 1.

Shown in Figure [3] we have the amplification quantum circuit with its input as Equation (5). F gates
and A gates are described as:

Aty = e i1 # Jyey)
Flei {—|x>|y i [y) = [, )

A=2[¢)(¢| -1
Alz)ly) = 2]¢) (¢ = T") |2) @ T |y)

We notice that for any |x) in Z}, A|x) |y) will be:

A ly) = 216) <=~ =) @ 1y)

- \/27 16) 19} — |2) Iy)




This indicates that after applying the A gate, an arbitrary state |x) tensored with its own guess register
value |y) will become |¢) tensored with |y), where |¢) is the initial state. In other words, the result is
the superposition of the state tensored with its guess register value and all other states tensored with the
arbitrary state |x)’s guess register value |y). These tensor products are not part of the starting state and
final state. Therefore, the original starting state and final state in Guedes, Assis, and Lula’s paper do not
fully represent the intermediate and final states. We define five linearly independent terms to explain the
process:

2" —1

1
|2, 1) = k_%m Voot k) lyr) (6)

WJ:::,> = lzj) {yrj> (7)
, 1 1
wz‘7L> = koz’#. NS k) [y, ) (8)

, 1
Yy, ) = —=—7) [yx) 9)
a> k_%zj a1 )k

2" —1 2" —1

1
L 1 ) 1)
V2 — 14/27 — 2 k=02, 1=0, 22,k

|’l/)m_7~ L> is the superpostion state of wrong guesses tensored with their own result register values. |’l/)m_7.>

is the state of the correct guess |z;) tensored with ’yzj > ¢;j J_> is the superposition state of wrong guesses

tensored with correct result register values |yxj>. w;j> is the superposition state of the correct guess |z;)

tensored with all wrong guess register values. |o) is the superposition state of wrong guesses tensored with
all other wrong guesses’ result register values.
We define a 5 x 5 transformation matrix @ that is the combination of F' and A gates on |z) and |y).
Q=A-F
— (216) (¢l 8V —I" V) - F

2 2 2,27 — 2
o ! 0 0 o —

’T/ij L>> 0 2 227 — 1 0 ) %J J_>>
CL’] n 27’1 x]
‘%> 2 0 0 2y 2V =2 ‘¢>
o) 2" 2" oo o)
227 — 2 . . 2V2" -2 22" -2

2” 2” 27’L

We can use the matrix Q¥ and a vector v which represents the initial state 1)) to get the amplitude
after k iterations, where the sum of each element in v represents the state. Furthermore, the transformation
matrix Q2 is an identity matrix.

1
1- 27 WJT]L)

1
v=| & |2;)
0

0
0



1
1= on W]%‘J—>
oD i if k is even
0
0
Qv = 0 (12
(2 —2")V2" =1 |t 1)
2" =2 a;)
%1/27 ~2vZ =1y, L) if k is odd
227 — 1 ¢;j>

22" —1/2" — 2|0)

The probability of measuring the correct seed z; is:

P (75=)? if k is odd
(22\723)2 + (22\/2\;277,1)2 if k is even

| & ifkisodd

B 2% if k& is even

We can see that the algorithm is not amplifying the amplitude for the state |z;). We can confirm the
result by applying gates A and F' directly on the initial state. The results of first and second iteration
confirm what we found by the transformation matrix Q*.

—2y/2n -1
2m4/2n

2n -2

Wor o)

/>2\/ﬁ

y n / > 22" — 12" — 2
CE]’J_ 2n /2?’7,

e )
'l/}] Qn\/27n

APIS) = VT [, )+

[a;)+

2" —1

(AF)? ) = \/% > 14)1e) = 1¢)

Therefore, the algorithm will not amplify the amplitude with an initial state that has different amplitudes.

4.3 State Recovery

If we correctly amplify the correct seed’s state, we can measure the register to get the seed after j applica-
tions of g* mod P. We can now use this seed to predict future random bit strings. However, if we want
to get the original seed, we need to apply j times Shor’s period finding algorithm [?] to solve the discrete
logarithm problem. In this process, we follow the steps given by Jozsa [6].
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Figure 4: Quantum Circuit for Shor’s algorithm

In Figure [4, we show the quantum circuit for Shor’s algorithm. The three quantum registers are each
initialized to n bits of |0). The initial state is:

100) = 10)7"0) =" 0) =" (13)
We apply a 2n-bit Hadamard gate to the first two registers:
01) = H®*™ @ 19" |6,)

1 1 2" -1 2" -1
N DU
2 2 a=0 b=0
on_ 1271
=50 > la) (B [0)°" (14)
a=0 b=0

where |a), |b), |c) are the three registers’ values.
Because the operation g mod P is in the range of 0 to P — 1, we should consider the only numbers in
Z%. Therefore, the state |¢1) should be:

P—-2P-2

) = 5 3 S 1) ) 10)°" (15)

a=0 b=0

We define a function f given a generator g, a big prime P, and a number z; in Zp, where z; = g%}
mod P:

fla,b) = gaxj_b mod P
= gagmj—li_b mod P
=g* %" mod P (16)

For two pairs of (a,b), we have f(a1,b1) = f(az,b2) if and only if (as,b2) = (a1,b1) + A - (xj_1,1) for
some A in Z%. We can substitute (az,b2) in f:

flag, by) = g Ao 'Ij_bl_’\ mod P

=g gMTior T A mod P

J J
=g" x;‘ . arj_bl ~xj_>‘ mod P
_ a1 ,.—b1
=g 1:1:]- mod P
= f(a1,b1).



We have the gate Uy implementing the function f, which takes the state |a) [b)]0)*". The gate will
compute f(a,b) and do an exclusive or of the result to the last n bits. After applying Uy to the state, we
get:

>
S
v
S

1

|02) = P_1 |la) |b) | f(a,b)) .
0

o
Il
o

a

In Figure we measure the third register as |f(a,, bo)), which leads to collapse of the superposition. The
new state in the first two registers is:

|93> = |ao+k"$j_1>|b0+/€>. (17)

Since ag and by are chosen randomly, when we measure the quantum registers, we cannot calculate z;_;
from ag + k- x;—1 and by + k composed by random values ag, by, and k. To eliminate the dependency from
ao and by, we first define a function below:

-all + le
Xia,la (a7 b) = eXp(Qﬂ'Zﬁ

)

The gate QFT, which stands for Quantum Fourier Transform, will yield an equally weighted superposition
of Iy and Iy where xi, 1,(z;-1,1) = 1. In other words, z;_1 - {1 +lo =0 mod P —1,s0ly = —z,;_1 -1; and
I, =0,1,..., P — 2. The state will be:

caply — box;—1ly

04) = 2
|04) exp(2mi F]

) ) | =251l - (18)

We then measure the two registers to get (1, —z;_1l; mod P — 1). From the state, we can see that [y is
uniformly distributed from 0 to P — 1. If I is coprime to P — 1, we can find the multiplicative inverse I; !
modulo P—1 and multiply —z;_;/; mod P—1 by —ll_1 to get x;_1. If I; is not coprime to P —1, we need to
repeat the state recovery process with the same inputs. The probability of a random number /; being coprime
to P—11is O(w) [6], so the average-case number of repetitions for Shor’s algorithm is O(loglog P).
Since we need to have O(log P) random bits to break the generator, the overall time complexity for this step
is O(n3log Ploglog P), since the Uy gate is using exponentiation which has complexity of O(n?), and the
QFT gate has O(n?) gates from Section 5.1 in the book Quantum Computation and Quantum Information
[7]. In terms of the big prime P’s number of bits n, it is O(n*logn).

5 Corrected Quantum Attack
5.1 Algorithm

From Section 6.4 in the book Quantum Computation and Quantum Information [1], we get the idea of using
Grover’s Search Algorithm for NP-complete problems and an oracle implementation to correct the original
algorithm. The oracle is a quantum circuit that can tell whether an input is a solution to the problem in
polynomial time. To attack the Blum-Micali Pseudorandom number generator, we can easily verify whether
a given guess is a solution in polynomial time, which we showed in [3.2] Therefore, the problem is in the NP
complexity class. We can adopt the general scheme for solving NP-complete problems to this problem.

10
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Figure 5: Circuit for Grover’s Search Algorithm

From Figure 5] we need n bits of guess register and n + 1 bits of working register W for the intermediate
calculations [7]. We first apply the Hadamard gate to the n-bit guess register, which is initialized to |0).
The state will be

2m 1
1
w) = k). 19
=5 2 ) (19)
We will apply a Hadamard gate to the last bit of the working bits, which is initialized to |1).

‘Wn+1> = H|1>
0) — 1)

= (20)

We need O(+v/27) Grover iterators S, which are circuits based on [7] that amplify the amplitude of the
correct seed to 1 so that we can measure the correct solution at the end with a high probability. To be more
precise, we have an upper bound on the number of Grover iterators:

Number of iterators = [%\/ 2”—‘ .

. — — 0> —[0) — —
n bits ] HM 1x)--1xM1H[—

— forx > 0 —

Oracle

n bits of |0) —

1 bit

Figure 6: Circuit for Grover Iterator

Figure [6] shows the quantum circuit for one Grover iterator S. The oracle, which is a quantum circuit
that can tell whether the input is a correct guess, O, is:

Ole) W) = (=1)/@ |2) W),

11



where f(z) is:

1 x is the seed
f(x) = .
0 x is not the seed.

A general state ), ay |k) after the oracle O becomes:
D aklk)= > anlk),
k#seed k=seed

where there could be multiple solutions, but here we assume that if we have a random bit string with length
of O(n) as in the classical attack, there is only one solution. The result will be:

wi) = Y ag k) — ag, |2;) .

k#x;
Then we apply the next three gates which have a combined effect of (2 |¢) (¢| —I). We define cos(g) =
n 1 .
A As oy = T Y = —1, we can express |w;) as cos(%) D ke, Ok [K) + sin(%)ag, [x;). The

result of these gates on |wy) is:

Sl W) = cos( ) 32 au ) —sin (3 ), b,

where we can see the effects of amplifying the amplitude of the correct seed |z;) from section 6.1.3 in the
book Quantum Computation and Quantum Information [1].

The remaining problem is how to construct the oracle O. The circuit in the State Identification stage
can check if the input is a correct guess in polynomial time. We can modify it to be the oracle O.

n bits ;—B1_G_B2_G_...._G_B]'

n bits of [0) — ¢ Cl]

1bi .

Figure 7: Circuit for Oracle O

Uncompute -

From Figure [7] the B; gates and G gates are the same as the gates described in the State Identification
stage. After the circuit of the State Identification stage, the state will be:

10) — |1)
) = g k) ye) © (FL—=L
v k_oz;xj k Yk /2

0) = 1)

)+, |z) [11..11) @ ( %

)
The C gate negates the last bit based on the first n bits of the working register W as the following:

o [ e ) ) # )

) =
V2 —10) +11)

Clly) & R
U \Yz) = |Yz; )-

12



Because of phase kickback, the equation above could also be:

0) — 1) ,
_ [va) © () if [ye) # [va,)
C(y$>®(|0>\/§1>)) = \0}2— 1)y, .
—y2) ® (T) if [ya) = [Ya, )-
The state after the C gate will be:
N . 0= 10y 1)
|7>_k_02,7:£mj k|k> |yk>®( \/E ) wj| J>’y$j>®( \/i )

Then we need to uncompute the state identification part. The oracle O that we constructed successfully
flips the sign for the correct seed ;.

5.2 Complexity Analysis

For oracle O, each G gate is an exponentiation which is O(n?), if we calculate exponentiation by squaring.
The B; gate is the comparison between the value and half of the prime P. We can use subtract them
in 2’s complement and check the sign of the result to see if the value satisfies the condition. This gate
will take O(n) gates. The C gate is a controlled-U operation which takes O(n) from section 4.3 in the
book Quantum Computation and Quantum Information [7]. Since the oracle needs O(n) exponentiations,
in total, its runtime complexity is O(n*). The uncompute part takes the same time complexity as the state
identification part, which is O(n*). The overall time complexity of the oracle O is O(n?).

In the Grover’s iterator S, the Hadamard gate H and the gate which negates |x) where z > 0, take O(n)
gates like the controlled-U gate mentioned above. The overall time complexity is O(n?).

Therefore, the overall time complexity for the corrected algorithm is:

O(n) + O(n*) - O(2V?) = O(n*2"/?)

6 Conclusion

We proved that the algorithm in Guedes, Assis, and Lula’s paper cannot work, because of the effects of the
additional working bits. We then proposed a corrected version from ideas of solving NP-complete problems
by Grover’s search algorithm. The corrected quantum attack has a time complexity of O(n*2"/2), while
that of the classical attack is O(n*2"). The quantum attack is much better than the classical attack, with
a square root time reduction. However, since the time complexity is still in the class of exponential time,
we cannot break the Blum-Micali Pseudorandom Number Generator in a practical time when we choose a
sufficiently large n like 64. The Blum-Micali Pseudorandom Number Generator is still quantum resistant.

In the future, we may try to simulate the algorithm on Python’s quantum computing library Qiskit to
verify the algorithm together with its time complexity analysis. The fact that Blum-Micali pseudorandom
number generator is still quantum resistant can give us inspiration that discrete logarithms and prime
factorization could still be used in cryptographical applications even if there is polynomial algorithm which
can solve these problems.
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8 Appendix

8.1 Appendix A

We did the test by generating a long enough random bit string with a random seed from Python’s standard
Mersenne Twister Pseudorandom number generator. For Figure |8 we ran the tests for all the primes less
than 5000. For Figure[9] we added random samples between 5000 and 40000. In the two figures, y = log,(z).
From the two figures, we can see that breaking the Blum-Micali random number generator approximately
needs O(logp) bits of the output.
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Figure 8: Number of bits for primes less than 5000
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Figure 9: Number of bits for all primes under 5000
and random primes from 5000 to 40000
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