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Byzantine Fault-Tolerant (BFT) protocols that are based on Directed Acyclic Graphs (DAGs) are attractive due
to their many advantages in asynchronous blockchain systems. Many DAG-based BFT protocols rely on

randomization, since they are used for agreement and ordering of transaction, which cannot be achieved deter-

ministically in asynchronous systems. Randomization is achieved either through local sources of randomness,

or by employing shared objects that provide a common source of randomness, e.g., common coins.
This paper shows how to simulate DAG-based BFT protocols that use public coins and shared objects,

like common coins. Our simulation is faithful in the sense that it precisely preserves the safety and liveness

properties of the original BFT protocol, and in particular, their probability distributions.

1 INTRODUCTION
Asynchronous distributed computation is naturally captured by a directed acyclic graph (DAG),

whose nodes describe local computation and edges correspond to causal dependency between

computation at different processes. Lamport’s happens-before relation [11] is an example of such

DAG, where each node is a single local computation event, and each edge is a single message delivery

event. Block DAGs [20] go one step further and incorporate more than one local computation step

in each block (node); these steps may even belong to several independent protocols.
By exchanging blocks in a manner that preserves their dependencies, a distributed protocol

can now be abstracted as a joint computation of a block DAG. In particular, a general Byzantine
fault-tolerant (BFT) DAG-based algorithm combines two components: one component builds the

DAG using a communication protocol that tolerates malicious failures, and the other component

performs the local computation embodied in each node of the DAG. The first component can be

used to separate the task of injecting user input to the system, such as transactions, from the task

of processing these inputs and producing an output, e.g., an ordering of those transactions.

This generality makes block DAGs an attractive approach for designing coordination protocols

for, e.g., Byzantine Atomic Broadcast [8, 10, 19], consensus [2, 14] and cryptocurrencies [5]. A block

DAG can be seen as a strict extension of a blockchain, which is a DAG where all blocks are totally
ordered, i.e., a directed path. The DAG approach was shown to achieve high throughput [18] due to

the flexibility it provides over the standard blockchain approach.

Schett and Danezis [16] have shown that any deterministic BFT protocol can be simulated as a

block DAG. They provide generic mechanisms for processes to maintain a consistent view of the

block DAG, and for each process to interpret that DAG as an execution of some protocol. Because

several protocols can be interpreted on the same block DAG, this provides a powerful ability to run

multiple protocols, or multiple instances of the same protocol, at the same cost.

The restriction to deterministic protocols, however, handicaps the applicability of this result.

DAG-based agreement protocols with provable security, like Aleph [8] or DAG-Rider [10], are either

randomized or assume the existence of a shared source of randomness. (This is not surprising since

consensus cannot be deterministically solved in an asynchronous system, when even a single process

may fail by crashing [7].) More generally, practical DAG-based algorithms like Narwhal [6] can be
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composed with other “base” consensus protocols to achieve the performance of the DAG-based

approach while inheriting liveness and safety from the base protocol.

This calls for a framework that can handle randomized BFT protocols; those that either utilize

local randomness or even a shared object.

1.1 Our Results
This paper takes upon the task of developing a general approach for DAG-based execution of

BFT protocols, even with randomization and shared objects. Specifically, we consider randomized
BFT protocols in which the local coin flips of each process may be public, we call those protocols

public-coin protocols. We prove that any public-coin protocol that uses shared objects, e.g., common

coins, can be simulated on a block DAG, preserving its usage of shared objects.

It is crucial to show that this simulation is faithful, i.e., it preserves properties of the original
protocol, including security and probabilistic properties, for example expected termination time. To

achieve this, the DAG-based protocol is modelled as a labeled transition systems (LTS), and shown to

be a forward simulation [12] of the original protocol(s). This implies that it precisely preserves the

trace distribution and the probabilistic relationship between inputs and outputs. From a security

point of view, this means that whatever adverse effects can occur in the simulation, can already be

demonstrated in the original protocol.

We believe that our result can help design future DAG-based protocols, by providing an expressive

and systematic framework to analyze such protocols. We demonstrate this utility by presenting a

high level analysis of existing DAG-based protocols using our result.

1.2 Related Work
Our results can be viewed as a generalization of the work of Schett and Danezis [16]. They show

how block DAGs can be used to simulate deterministic protocols, which are a special case of the

protocols that we handle here. Readers that are familiar with their work will notice that we were

able to achieve a simulation that is a natural extension of theirs. We emphasize, however, that our

techniques for proving the faithfulness of our simulation are novel and different from theirs. This

is because their techniques do not capture the probabilistic guarantees of randomized protocols.

Additional details appear in Section 5.1.

Several recent works have adopted the block DAG approach, e.g., Aleph [8], DAG-Rider [10] and

Bullshark [19]. All of these protocols are randomized. Many DAG-based practical systems have

been deployed, e.g., ByteBall [5], Flare [14] and Hashgraph [2]. For a survey of the techniques used

in block DAG approaches, see [20]. While each of these works presents a new protocol, we provide

a formal and systematic framework for analyzing DAG-based protocols, especially randomized
block DAG protocols. We discuss how our framework can be used to analyze Aleph and DAG-Rider

in Section 5.2.

1.3 Organization
Section 2 describes the model and introduces some definitions and notations. Section 3 formally de-

fines block DAGs. Our results are presented and proved in Section 4. Applications of our simulation

and its relation to [16] appear in Section 5, and we summarize with future work, in Section 6.

2 PRELIMINARIES
For any 𝑛 ∈ N, we denote [𝑛] = {1, . . . , 𝑛}. For any two strings 𝑠1 and 𝑠2, we denote by 𝑠1 ◦ 𝑠2 the
concatenation of the two strings.
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2.1 Model
We consider an asynchronous network with 𝑛 processes 𝑝1, . . . , 𝑝𝑛 . Each process 𝑝𝑖 has a local

process state 𝑃𝑆𝑖 , and buffers In𝑗→𝑖 and Out𝑖→𝑗 , for each 𝑗 ∈ [𝑛], that serve for communicating

with 𝑝 𝑗 , as well as a buffer 𝑅𝑞𝑠𝑡𝑠𝑖 that contains incoming user requests. A schedule consists of two

types of events:

• A compute(𝑖) event lets process 𝑝𝑖 pass all the messages in the buffers In𝑗→𝑖 , as well as the

requests in 𝑅𝑞𝑠𝑡𝑠𝑖 , to 𝑃𝑆𝑖 . Then a local computation is performed which may update 𝑃𝑆𝑖 ,

deposit new messages in Out𝑖→𝑗 and return indications to the user.

• A deliver(𝑖, 𝑗) event moves the oldest message in Out𝑖→𝑗 to In𝑗→𝑖 .

We assume a computationally bounded adversary that may adaptively corrupt up to 𝑓 processes,

and also controls the scheduling of the system. Initially, all 𝑛 processes are correct and honestly

follow the protocol. Once a process is corrupted, it may behave arbitrarily. The adversary can also

read all messages in the system, even those sent by correct processes. Although the scheduling of

message delivery is adversarial, we assume eventual delivery, i.e., every message sent is eventually

delivered. We also assume that messages are delivered in the order they were sent.

2.2 Public-Coin Randomized Protocols
In a randomized protocol, the local computation of a process can depend on the result of local

coin flips. To model this, we assume each process 𝑝𝑖 has access to a random tape, from which it

can draw a random string at each compute(𝑖) event. Our simulation can be applied to public-coin
protocols, which are randomized protocols that do no require processes to keep secrets, i.e., they

can broadcast the random string they draw as soon as they use it. This definition captures protocols

in the full-information model such as [9].

2.3 Shared Objects
To allow for easy composition, we define shared objects. A shared object is an implementation of an

interface that is accessible by all processes. For example, the interface can be that of a common coin
and the implementation can be a protocol that implements it. For reference, we formally define the

interface of a perfect common coin:

Definition 1. An 𝑓 -resilient perfect common coin can be invoked using a Toss(𝑘) request for
any 𝑘 ∈ N and returns an indication associated with that 𝑘 , which satisfies the following properties if
the adversary can corrupt up to 𝑓 processes:

(1) (Correctness) If two correct processes 𝑝𝑖 , 𝑝 𝑗 invoke Toss(𝑘) then they both get the same indica-
tion. Furthermore, for any𝑤 ∈ {0, 1}ℓ it holds that the indication is equal to𝑤 with probability
2
−ℓ .

(2) (Termination) If all correct processes invoke Toss(𝑘) then they all get an indication. Furthermore,
if some correct process gets an indication, then every correct process that invokes Toss(𝑘)
eventually gets an indication.

(3) (Unpredictability) No Byzantine process can obtain the indication associated with 𝑘 before at
least one correct process invokes Toss(𝑘).

For any shared object o, each process 𝑝𝑖 can invoke o as it performs any local computation.

We assume that 𝑃𝑆𝑖 explicitly states the object invocations and their parameters. Invocations are

non-blocking, and omay at any point return an indication in a designated buffer o.buff 𝑖 . Whenever

a compute(𝑖) event is scheduled, the contents of o.buff 𝑖 are passed to 𝑃𝑆𝑖 and may affect the local

computation.
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2.4 Labeled Transition System
In this work, we model protocols as Labeled Transition Systems (LTSs), defined as follows:

Definition 2. A labeled transition system is a tuple 𝐿 = (𝑄, Σ, 𝑞𝑠𝑡𝑎𝑟𝑡 , 𝛿) where:
(1) 𝑄 is a (possibly infinite) set of states.
(2) Σ is a set of (transition) labels.
(3) 𝑞𝑠𝑡𝑎𝑟𝑡 is the starting state.

(4) 𝛿 ⊆ 𝑄 × Σ ×𝑄 is a (possibly infinite) set of transitions, written as 𝑞1
𝑙−→ 𝑞2 for any (𝑞1, 𝑙, 𝑞2) ∈

𝑄 × Σ ×𝑄 .

An execution of 𝐿 is an alternating sequence of states and transition labels 𝛼 = 𝑞0, 𝑙0, 𝑞1, 𝑙1, . . .

such that for any 𝑖 ≥ 0 it holds that 𝑞𝑖
𝑙𝑖−→ 𝑞𝑖+1. If there exists any partial execution 𝑞𝑖 , 𝑙𝑖 , . . . , 𝑙 𝑗−1, 𝑞 𝑗

then we write 𝑞𝑖
𝑙𝑖 ,...,𝑙 𝑗−1−−−−−−→ 𝑞 𝑗 . We define a subset of labels Σ𝐸 ⊆ Σ as the external actions, and define

a trace of 𝐿 to be the projection of an execution over Σ𝐸 . Typically, external actions correspond to

requests and indications in the interface of a protocol, and define the “observable” behavior of a

protocol.

LTSs as defined above can be used to model deterministic protocols in a straightforward manner.

Essentially, LTS states correspond to tuples of states of participating processes and communication

channels, and each transition corresponds to a step of some process (more details are given below).

Randomized protocols can be modeled using an extension of LTSs called (simple) probabilistic
automata [17] where a transition from a state 𝑞 leads to a probability distribution over states instead

of a single state. The semantics of a probabilistic automaton is formalized in terms of probabilistic
executions, which are probability distributions over executions defined by a deterministic scheduler

that resolves the non-determinism. The deterministic scheduler corresponds to the notion of

adversary described above which controls message delivery and process scheduling. Since we

consider protocols where the random choices follow the uniform distribution, we simplify the

formalization and model them using LTSs instead of probabilistic automata by including results of

random choices in the transition labels. Also, the transition labels corresponding to random choices

are defined as external actions. The relevance of this modeling choice will be detailed later when

discussing forward simulations.

2.5 Modeling the Protocol as an LTS
Let P be a public-coin protocol and O be a set of shared objects used by P. We define the

LTS of P as follows 𝐿 = (𝑄, Σ, 𝑞𝑠𝑡𝑎𝑟𝑡 , 𝛿). A state 𝑞 ∈ 𝑄 consists of the local state 𝑃𝑆𝑖 , the

incoming messages (In𝑗→𝑖 ) 𝑗 ∈[𝑛] , the outgoing messages (Out𝑖→𝑗 ) 𝑗 ∈[𝑛] and the incoming ob-

ject indications (o.buff 𝑖 )o∈O of each process 𝑝𝑖 . For convenience, we assume that incoming

user requests are stored in In𝑖→𝑖 and outgoing user indications are stored in Out𝑖→𝑖 . Overall,

𝑞 =
(
𝑃𝑆𝑖 , (In𝑗→𝑖 ) 𝑗 ∈[𝑛], (Out𝑖→𝑗 ) 𝑗 ∈[𝑛], (o.buff 𝑖 )o∈O

)
𝑖∈[𝑛] . We use register notation to refer to the

components of each state, e.g., 𝑞.In𝑗→𝑖 refers to the incoming messages buffer from 𝑗 to 𝑖 in the

state 𝑞. In the initial state 𝑞𝑠𝑡𝑎𝑟𝑡 , all of the processes have the initial local state and all of the message

buffers are empty.

The transition labels Σ correspond to the different types of steps in a protocol execution, namely,

local computation, message delivery, indications from objects in O, or user requests and indications.
Observe that we do not need to label sending requests to o ∈ O as this is done in an ordinary local

computation event. In addition, the local computation label would include the randomness (if any)

that is used by the process in the said computation event. Formally, the labels in Σ are as follows:
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(1) compute(𝑖, 𝜌) denotes a transition where process 𝑝𝑖 performs a local computation with 𝜌

as its randomness.

(2) deliver(𝑖 → 𝑗) denotes a transition where all of the messages in Out𝑖→𝑗 are moved to In𝑖→𝑗 .

(3) o.indicate(𝑖,𝑤) denotes a transition where the value𝑤 has been added to o.buff 𝑖 .

(4) request(𝑖, 𝑥) denotes a transition where process 𝑝𝑖 receives 𝑥 as input.

(5) indicate(𝑖, 𝑦) denotes a transition where process 𝑝𝑖 returns 𝑦 as output.

The external actions in Σ𝐸 ⊆ Σ are user requests (request(𝑖, 𝑥)) and indications (indicate(𝑖, 𝑦)),
and local computation events (compute(𝑖, 𝜌)). The latter are included in Σ𝐸 in order to be able to

relate probability distributions in different protocols, as discussed hereafter. A transition (𝑞1, 𝑙, 𝑞2) ∈
𝑄 × Σ ×𝑄 is in 𝛿 if and only if the protocol can get from state 𝑞1 to state 𝑞2 by executing the step

denoted by the label 𝑙 .

Forward Simulations. Showing that a block DAG protocol is a simulation of some other protocol

relies on the notion of forward simulation between the LTSs modeling the two protocols, respectively.

Definition 3. Let 𝐿 = (𝑄, Σ, 𝑞𝑠𝑡𝑎𝑟𝑡 , 𝛿) and 𝐿′ = (𝑄 ′, Σ′, 𝑞′𝑠𝑡𝑎𝑟𝑡 , 𝛿 ′) be two LTSs with the same set of
external actions Σ𝐸 . A relation 𝑅 ⊆ 𝑄 ×𝑄 ′ is a forward simulation from 𝐿 to 𝐿′ if both of the following
hold:
• (𝑞𝑠𝑡𝑎𝑟𝑡 , 𝑞′𝑠𝑡𝑎𝑟𝑡 ) ∈ 𝑅
• For any (𝑞1, 𝑙, 𝑞2) ∈ 𝛿 and any 𝑞′

1
such that (𝑞1, 𝑞′1) ∈ 𝑅, there exists 𝑞′2 ∈ 𝑄 ′ such that:

– (𝑞2, 𝑞′2) ∈ 𝑅,
– 𝑞′

1

𝜎−→ 𝑞′
2
is a partial execution of 𝐿′ (𝜎 is a sequence of labels in Σ′), and

– if 𝑙 ∈ Σ𝐸 , then the projection of the label sequence 𝜎 over Σ𝐸 is exactly 𝑙 .

When 𝐿 is an LTS modeling a block DAG simulation of a deterministic protocol that is modeled

as an LTS 𝐿′, the existence of a forward simulation 𝑅 from 𝐿 to 𝐿′ implies that the set of traces of

𝐿 is included in the set of traces of 𝐿′ [13]. It also implies the preservation of hyperproperties in

programs that use a block DAG simulation instead of the original protocol as shown in [1].

These results extend to randomized protocols as well. Assuming that the random choices follow

the uniform distribution, a forward simulation would imply that any random choice in 𝐿 is mimicked

in precisely the same manner by 𝐿′. This is because the label of every step that includes a random

choice is an external action and the result of that random choice is included in the label itself. More

formally, it will imply the existence of a weak probabilistic simulation which is known to imply that

the probability distributions over traces of 𝐿 defined by a deterministic scheduler are included in the

probability distributions over traces of 𝐿′ defined by a deterministic scheduler [17]. Moreover, it will

also imply the preservation of probability distributions over executions of programs that use the

block DAG simulation instead of the original protocol (this is a consequence of weak probabilistic

simulations being sound for the trace distribution precongruence [17]).

Therefore any standard specification of a protocol, e.g., safety or (almost-sure) termination, is

preserved by a block DAG simulation provided the existence of a forward simulation. Moreover,

typical specifications of programs using the DAG simulation instead of the original protocol will

also be preserved.

2.6 Cryptographic Primitives
Our block DAG simulation uses secure hash function and signatures. These cryptographic primitives

are traditionally defined with a security parameter, but here, we assume they are perfect. This is
justified because we can choose a security parameter that is sufficiently small so that the probability
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of failure is negligible.
1
We omit the security parameter from the definitions and assume zero

probability of failure.

Definition 4. An efficiently-computable function ℎ : 𝑋 → 𝑌 is a secure cryptographic hash

function if for any computationally bounded adversary:
(1) (Preimage resistance) It is infeasible to find a preimage 𝑥 ∈ 𝑋 s.t. ℎ(𝑥) = 𝑦 for any 𝑦 ∈ 𝑌 for

which no preimage is known.
(2) (Collision resistance) It is infeasible to find two preimages 𝑥1, 𝑥2 ∈ 𝑋 s.t. ℎ(𝑥1) = ℎ(𝑥2).

Definition 5. A cryptographic signature scheme consists of three efficiently-computable functions
(Gen, Sign,Vrfy) with the following properties:

(1) The key-generation function Gen produces a pair of keys (𝑝𝑘, 𝑠𝑘).
(2) The signing function Sign takes a secret key 𝑠𝑘 and a string𝑚 and outputs a signature 𝜎 .
(3) The verification function Vrfy takes a public key 𝑝𝑘 , a message 𝑚 and a signature 𝜎 and

outputs a bit 𝑏.
The scheme must satisfy that for any honestly generated (𝑝𝑘, 𝑠𝑘) ← Gen and any message 𝑚, it
holds that Vrfy(𝑝𝑘, Sign(𝑠𝑘,𝑚),𝑚) = 1. The scheme is secure if it is infeasible for any message𝑚
and any computationally bounded adversary that does not know 𝑠𝑘 to produce a signature 𝜎∗ s.t.
Vrfy(𝑝𝑘, 𝜎∗,𝑚) = 1.

We assume the existence of a secure cryptographic hash function ℎ : {0, 1}∗ → {0, 1}∗ and
a secure cryptographic signature scheme (Gen, Sign,Vrfy). Since we assume the computational

power of the adversary is bounded, it cannot forge messages or break cryptographic primitives.

We also assume that every process 𝑝 has already generated a key-pair (𝑠𝑘𝑝 , 𝑝𝑘𝑝 ) and distributed

the public key 𝑝𝑘𝑝 to all other processes, which allows other processes to verify signatures of 𝑝 .

We denote Sign𝑝 (·) := Sign(𝑠𝑘𝑝 , ·) and Vrfy𝑝 (·, ·) := Vrfy(𝑝𝑘𝑝 , ·, ·).

3 BLOCK DAGS
A block is the main type of message that is exchanged in DAG-based protocols and our block DAG

simulations. A block contains the identity of the issuing process and some data, and is additionally

signed by the issuing process to prevent forgery. Formally:

Definition 6 (Block). A block 𝐵 is a message that consists of the identity of the issuing process 𝑝 ,
some data 𝑑 , a hash ℎ(𝐵.𝑝 ◦ 𝐵.𝑑) of the data and the issuing process which we denote by ref (𝐵) and a
signature 𝜎 = Sign𝑝 (ref (𝐵)) of the issuing process 𝑝 over the hash. The data consists of:

(1) A sequence number 𝑘 .
(2) A finite list of hashes of predecessor blocks preds.
(3) A finite list of requests rqsts that come from the user.
(4) Auxiliary information aux.

This definition is similar to that of [16], with the added auxiliary information (4) on which we

will elaborate in Section 4.1. We use register notation, e.g., 𝐵.𝑝 is the issuing process of 𝐵. We

say that a block 𝐵′ ∈ 𝐵.preds is the parent of 𝐵 if 𝐵.𝑝 = 𝐵′.𝑝 and 𝐵.𝑘 = 𝐵′.𝑘 + 1, and we denote

𝐵′ = 𝐵.𝑝𝑎𝑟𝑒𝑛𝑡 . A genesis block is a block 𝐵 with sequence number 𝐵.𝑘 = 0. We define the ancestors
of a block 𝐵 to be all of the predecessors of 𝐵, and their predecessors and so on; this set is denoted

ancestors(𝐵).
Correct processes in DAG-based protocols usually add a block to their block DAG only if they can

validate it. Validation typically entails checking that block was created according to the rules, but

1
This is also a standard assumption in distributed algorithms [3, 16].
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in addition, a process cannot add a block without adding its predecessors, therefore the validation

process is recursive, meaning that a block can be valid only if its predecessors are valid. Formally:

Definition 7 (Valid Block). A correct process 𝑝𝑖 considers a block 𝐵 valid, denoted valid(𝑝𝑖 , 𝐵),
if all of the following hold:
• It considers all blocks in 𝐵.preds valid.
• It can verify the signature Vrfy𝐵.𝑝 (𝐵.𝜎, ref (𝐵)).
• 𝐵 has exactly one parent or is a genesis block.

Since a process only validates blocks that are properly signed and we assume that the adversary

cannot forge signatures, then we may assume that only authentic blocks are exchanged in the

system.

As mentioned before, each process uses the valid blocks it has received to build a DAG which

we call a block DAG. The vertices are all valid blocks and the edges correspond to the predecessor

relation between blocks, that is (𝐵′, 𝐵) is an edge if and only if 𝐵′ ∈ 𝐵.preds. Formally:

Definition 8 (Block DAG). For a correct process 𝑝𝑖 , G = (𝑉G, 𝐸G) is a Block DAG of 𝑝𝑖 if:
• 𝑉G ⊆ {𝐵 : 𝐵 is a block that 𝑝𝑖 considers valid}.
• If 𝐵 ∈ 𝑉G then for all 𝐵′ ∈ 𝐵.preds it holds that 𝐵′ ∈ 𝑉G .
• 𝐸G = {(𝐵′, 𝐵) ∈ 𝑉G ×𝑉G : 𝐵′ ∈ 𝐵.preds}.

Note that by the preimage resistance ofℎ, it holds that if𝐵′ ∈ ancestors(𝐵) then𝐵 ∉ ancestors(𝐵′)
That is, the blocks guarantee that there are no cycles, and G is indeed acyclic. If 𝑝𝑖 receives a new

block 𝐵 that it considers valid, then it can add it to 𝑉G and update 𝐸G accordingly and the result

would be a new block DAG. We abuse notation and write 𝐵 ∈ G if 𝐵 ∈ 𝑉G .
Observe that by definition, if a block 𝐵 is in some block DAG G, then all of the ancestors of 𝐵

are in G as well.

4 SIMULATING PUBLIC-COIN PROTOCOLS WHICH USE SHARED OBJECTS
Simulating a protocol on a block DAG consists of two components: first, a mechanism that allows

processes to build and maintain a joint block DAG and second, an algorithm to interpret this joint
block DAG as an execution of the original protocol. Given those two ingredients, we can execute

an instance of the protocol without sending any actual messages that are specific to the protocol

itself. Of course, maintaining the joint block DAG would require exchanging one type of messages

(blocks), but those messages are agnostic to the protocol being simulated. This means that we can

use the same joint block DAG to interpret multiple instances of the same protocol or even instances

of different protocols.

Fig. 1 describes how to simulate a public-coin protocol P using the components mentioned

above. We refer to this protocol as the block DAG simulation of P and denote it by BD(P). We

allow BD(P) to access the same shared objects as P.
Interpreting the block DAG as an execution of P is done using the interpret algorithm. This

algorithm runs locally and involves no communication, yet guarantees that if two correct processes

are interpreting the same (partial) block DAG, then their interpretations would be identical. This

algorithm is presented and discussed in Section 4.1.

Maintaining the joint block DAG is done using the genBlock and echo algorithms: genBlock is

responsible for creating and disseminating new blocks and echo is responsible for passing those
blocks around to ensure that all correct processes receive the same blocks even if the process that

issued the block is corrupted. These algorithms are presented and discussed in Section 4.2.

The aforementioned components, together, ensure that correct processes have consistent views

of the execution of P at all times. However, this does not guarantee that the execution is useful,
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Simulation of Public-Coin Protocols on Block DAGs
From the perspective of process 𝑝𝑖 , user requests go directly to 𝑅𝑞𝑠𝑡𝑠𝑖 .

Initialize 𝐺𝑖 as an empty block DAG and blks as an empty set of blocks.

On every compute(𝑖) event:
(1) Run genBlock(𝐺𝑖 , blks).
(2) If new blocks were added to 𝐺𝑖 , then run interpret(𝐺𝑖 ,P).
(3) Run echo(𝐺𝑖 , blks).

Fig. 1. The simulation algorithm for public-coin protocols

e.g., it might give the adversary more power or it might be a “liveless” execution where the correct

processes are not making any progress. For that reason, we prove in Section 4.3 that the execution

(defined by the views) is faithful in the sense that there exists a forward simulation towards the

original protocol. This guarantees that the simulation of P on the block DAG preserves P’s original
specification.

4.1 Common Interpretation
Given a block DAG G = (𝑉 , 𝐸), we want to interpret it as an execution of the protocol. We call this

execution the simulated execution. Furthermore, we need the interpretation to be consistent among

all correct processes doing it.

The idea is to view G as a causality graph, where a block in G issued by some process 𝑝𝑖
corresponds to a node that belongs to 𝑝𝑖 in the causality graph, and such a node corresponds to a

compute(𝑖) in the simulated execution. In order to interpret G, we need to interpret each block

separately, where the interpretation of the block consists of the local process state and the outgoing

messages of the issuing process after the corresponding compute(𝑖) event. For convenience, we
also treat the incoming messages (right before the event) as part of the interpretation. Formally:

Definition 9 (Block Interpretation). The interpretation of a block 𝐵 has the following fields:
(1) A local process state 𝐵.PS.
(2) A list of incoming messages 𝐵.𝑀in.
(3) A list of outgoingmessages𝐵.𝑀out . For convenience, we denote by𝑀out [ 𝑗] the outgoingmessages

in𝑀out that are designated to 𝑝 𝑗 .

Note that the interpretation of a block is not sent over the network. That is, when a process

receives or even generates a new block, it does not automatically have its interpretation. This is

crucial because we do not want the size of the block to increase with the number of messages,

and instead we only want the block to include information that processes cannot locally compute

unambiguously. As such, it is the responsibility of each process to interpret each block it has locally.

In a regular execution of a deterministic protocol, whenever a compute(𝑖) event is scheduled,
the process 𝑝𝑖 performs the following: it passes all of the message in 𝐼𝑛 𝑗→𝑖 to the local state of its

protocol instance 𝑃𝑆𝑖 and performs a local computation. This updates the local state 𝑃𝑆𝑖 , produces

new outgoing messages that are deposited into 𝑂𝑢𝑡𝑖→𝑗 and may return user indications. Our

interpretation protocol tries to mimic the execution by assigning to 𝐵.PS the local state of the

process after the corresponding event, 𝐵.𝑀out [ 𝑗] the messages that would be deposited in 𝑂𝑢𝑡𝑖→𝑗

and 𝐵.𝑀in the messages that would have been in 𝐼𝑛 𝑗→𝑖 before the event. In addition, if the block 𝐵

was issued by the process doing the interpretation and 𝐵.PS produces a user indication, then the

process must actually return the indication to the user.
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Algorithm 1 interpret(𝐺𝑖 ,P) for process 𝑝𝑖
𝐺𝑖 = (𝑉𝑖 , 𝐸𝑖 ) is a block DAG and P is a public-coin protocol.

𝐺𝑖 is process-local variable that maintains its value across different invocations

1: while ∃𝐵 ∈ 𝐺𝑖 s.t. 𝐵 is not interpreted s.t. ∀𝐵′ ∈ 𝐵.preds : 𝐵′ is interpreted do
2: if 𝐵.𝑘 = 0 then
3: Initialize 𝐵.PS as a new state according to the protocol P and process 𝐵.𝑝

4: else
5: 𝐵.PS := 𝐵.parent .PS
6: for all 𝐵′ ∈ 𝐵.preds do
7: Copy messages from 𝐵′.𝑀out [𝐵.𝑝] to 𝐵.𝑀in

8: Pass the user requests 𝐵.rqsts, messages 𝐵.𝑀in, random tape 𝐵.rand and the object indica-

tions 𝐵.buff to the state 𝐵.PS
9: Overwrite the new state in 𝐵.PS
10: Store the outgoing messages in 𝐵.𝑀out
11: if 𝐵.𝑝 = 𝑖 then
12: Return user indications produced by 𝐵.PS to the user

13: Perform object invocations as dictated by 𝐵.PS

When extending this approach to randomized protocols, we need to account for the local ran-

domness. In this case, the process state expects to receive a random tape and the result of the

computation, i.e., the new 𝑃𝑆𝑖 and 𝑂𝑢𝑡𝑖→𝑗 . To guarantee that the interpretation is consistent for all

correct processes, we use the same randomness tape when interpreting a block. For that reason, we

need the random tape to be attached to the block, which is where 𝐵.aux comes in: each process

that issues a block 𝐵, attaches the random tape in a specific field in 𝐵.aux which we call 𝐵.rand,
thus forcing all other processes to use the same randomness when interpreting its blocks.

When further extending this to protocols with shared objects, we need to handle object invocations
and object indications. When an object o returns an indication to 𝑝𝑖 , there is not necessarily a way

for all other processes to learn that indication on their own. (This can happen, for example, in a

secret sharing object, where the different indications of processes are independent.) For that reason,

we need processes to attach those indications to their blocks as well: when 𝑝𝑖 receives an indication

from object o, that indication is added to a specific field in 𝐵.aux which we call 𝐵.buff [o]. These
indications are then passed to 𝐵.PS (alongside 𝐵.𝑀in and 𝐵.rand) when interpreting the block. As

for object invocations, they should be handled in a similar fashion to user indications, that is if the

interpreting process is 𝐵.𝑝 and 𝐵.PS dictates that o must be invoked, then the interpreting process

actually performs the invocation.

With all of this in mind, the interpretation is described in Algorithm 1. At a high level, we

interpret the blocks in a topological order and rely on the fact that if we feed the same messages,

randomness and object indications to the same process state, then we would always get the same

interpretation. We then apply this idea inductively and prove that the interpretation of any specific

block is consistent among all correct processes. To that end, for any block block DAG𝐺 and 𝐵 ∈ 𝐺 ,

we denote by interpret(𝐺,P).𝐵 the interpretation of 𝐵 when running interpret(𝐺,P). Lemma 1

formalizes the main guarantee of Algorithm 1.

Lemma 1. For any two block DAGs 𝐺1 and 𝐺2, if 𝐵 ∈ 𝐺1 and 𝐵 ∈ 𝐺2 then interpret(𝐺1,P).𝐵 =

interpret(𝐺2,P).𝐵.
Proof. For any block 𝐵 ∈ 𝐺1 ∩ 𝐺2, let 𝐵.PS1, 𝐵.𝑀1

in, 𝐵.𝑀
1

out and 𝐵.PS2, 𝐵.𝑀2

in, 𝐵.𝑀
2

out be the in-

terpretations interpret(𝐺1,P).𝐵 and interpret(𝐺2,P) .𝐵, respectively. Recall that by definition,
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𝐵.𝑝, 𝐵.preds, 𝐵.rqsts and 𝐵.aux (which consists of 𝐵.rand and 𝐵.buff ) are identical in𝐺1 and𝐺2. We

note that any path in 𝐺1 that ends in 𝐵 is also a path in 𝐺2 and vice versa since both 𝐺1 and 𝐺2

include all of the ancestors of 𝐵. Define ℓ (𝐵) to be the length of the longest such path from a genesis

block to 𝐵. We utilize the fact that if ℓ (𝐵) ≥ 1 then ℓ (𝐵′) < ℓ (𝐵), for any 𝐵′ ∈ 𝐵.preds. This allows
us to prove the lemma by induction on ℓ .

• Base: If ℓ (𝐵) = 0 then 𝐵 is a genesis block. By the construction of interpret, it holds that
both 𝐵.PS1 and 𝐵.PS2 are initialized with the initial state of 𝐵.𝑝 w.r.t. P. Since ℓ (𝐵) = 0,

we know that 𝐵.preds = ∅ Therefore, there are no incoming messages, i.e., 𝐵.𝑀𝑖
in = ∅ for

all 𝑖 ∈ {1, 2}. By the construction of interpret, interpret(𝐺𝑖 ,P) is computed by feeding

𝐵.𝑀𝑖
in, 𝐵.rqsts and 𝐵.aux to 𝐵.PS𝑖 and since 𝐵.𝑀1

in = 𝐵.𝑀2

in and 𝐵.PS1 = 𝐵.PS2, we get that
interpret(𝐺1,P) = interpret(𝐺2,P).
• Hypothesis:Assume that for all blocks 𝐵′ with ℓ (𝐵′) < 𝑙 it holds that interpret(𝐺1,P).𝐵′ =
interpret(𝐺2,P).𝐵′.
• Step: Let 𝐵 be a block with ℓ (𝐵) = 𝑙 . By the induction hypotheses, interpret(𝐺1,P) .𝐵′ =
interpret(𝐺2,P).𝐵′ for all 𝐵′ ∈ 𝐵.preds. This implies that both 𝐵.PS1 and 𝐵.PS2 are initialized
with the same value and that 𝐵.𝑀1

in = 𝐵.𝑀2

in. By the same argument we have used in the

base of the induction, it follows that interpret(𝐺1,P) = interpret(𝐺2,P).
■

4.2 Joint Block DAG
We have shown that processes that interpret the same blocks reach the same conclusion. But for

this to be useful, we must show that correct processes eventually receive the same blocks. This

is where communication is used. Recall that our model assumes eventual delivery, that is, every

message sent is eventually delivered, albeit with a potentially unbounded delay. This is immediately

inherited by blocks: if a process sends a block, then all other processes eventually receive that

block.

We utilize this to allow processes to generate and disseminate new blocks in Algorithm 2. Since

blocks are the only way for processes to inject information into the system, user requests are

injected using blocks in Line 2. In our context of simulating public-coin protocols with shared

objects, blocks must also include the local randomness and the object indications that might have

been returned due to previous object invocations. We utilize the function fillAux(𝐵) in Line 7 to

perform those two tasks:

(1) Generate a random string 𝜌 and assign it to 𝐵.rand := 𝜌 .

(2) For each o ∈ O, move the object indications from o.buff 𝑖 to 𝐵.buff [o].
While generating a new block 𝐵, processes also add valid blocks they receive to their block DAGs and

to 𝐵.preds. This way, each correct process 𝑝𝑖 extends its block DAG 𝐺𝑖 gradually. By construction,

only valid blocks are added to 𝐺𝑖 and 𝐵.preds. Finally, the block is signed and sent to everyone.

The condition in step 6 only guarantees that we do not send out blocks that do no contain new

information.

We would like to claim now that if a correct process 𝑝𝑖 issues a block 𝐵 := genBlock(𝐺𝑖 , blks),
then any other correct process 𝑝 𝑗 will eventually consider 𝐵 valid and thus, add it to its block

DAG. However, for that to happen, 𝑝 𝑗 must receive (and consider as valid) all the predecessors

of 𝐵. Consider an adversarial process 𝑝∗ that sends a block 𝐵∗ to 𝑝𝑖 but not to 𝑝 𝑗 . In this case, 𝑝𝑖
generates a 𝐵 such that 𝐵∗ ∈ 𝐵.preds, but 𝑝𝑖 will not consider 𝐵 valid unless it also considers 𝐵∗

valid. This issue can be easily solved with a simple echoing mechanism, presented in Algorithm 3.

Now we can claim that all correct processes eventually receive the same blocks:
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Algorithm 2 genBlock(𝐺𝑖 , blks) for process 𝑝𝑖
𝐺𝑖 = (𝑉𝑖 , 𝐸𝑖 ) is a block DAG and blks is a set of blocks. In the initial invocation, a variable 𝑘 is

initialized to 0 and its value is preserved throughout all invocations.

𝐺𝑖 , blks and 𝑘 are process-local variables that maintain their values across different invocations.

1: Initialize a new block 𝐵 as follows 𝐵.𝑝 = 𝑝𝑖 , 𝐵.𝑘 = 𝑘, 𝐵.preds = ∅, 𝐵.rqsts = ∅
2: Move all user requests (if any) from 𝑅𝑞𝑠𝑡𝑠𝑖 to 𝐵.rqsts.
3: Move all blocks from all In𝑗→𝑖 to blks.
4: while ∃𝐵′ ∈ blks s.t. valid(𝑝𝑖 , 𝐵′) do
5: Add 𝐵′ to 𝐺𝑖 and add 𝐵′ to 𝐵.preds
6: if 𝐵.preds ≠ ∅ ∨ 𝐵.rqsts ≠ ∅ ∨ ∃o ∈ O s.t. o.buff 𝑖 ≠ ∅ then
7: Fill the auxiliary information fillAux(𝐵).
8: Sign the block 𝐵, i.e., 𝐵.𝜎 := Sign𝑝𝑖 (ref (𝐵)), add it to 𝐺𝑖 and broadcast it to everyone.

9: Increment 𝑘 := 𝑘 + 1.
10: else
11: 𝐵 := ⊥
12: return 𝐵

Algorithm 3 echo(𝐺𝑖 ) for process 𝑝𝑖
𝐺𝑖 = (𝑉𝑖 , 𝐸𝑖 ) is a block DAG and blks is a set of blocks.

𝐺𝑖 and blks are process-local variables that maintain their values across different invocations.

1: for all 𝐵′ ∈ blks s.t. 𝐵′ is not valid do
2: for all 𝐵′′ ∈ 𝐵′.preds s.t. 𝐵′′ ∉ 𝐺𝑖 do
3: Send FWD(𝐵′′) to 𝐵′.𝑝
4: for all FWD(𝐵′′) ∈ In𝑗→𝑖 do
5: If 𝐵′′ ∈ 𝐺𝑖 , send 𝐵

′′
to 𝑝 𝑗

6: Remove FWD(𝐵′′) from In𝑗→𝑖

Lemma 2. For any two correct processes 𝑝𝑖 , 𝑝 𝑗 executing the protocol of Fig. 1, if 𝑝𝑖 adds a block to
its block DAG 𝐺𝑖 , then 𝑝 𝑗 eventually receives 𝐵.

Proof. Let 𝐵 be a block added to𝐺𝑖 . If 𝐵 was issued by 𝑝𝑖 , then 𝑝𝑖 broadcasts that block to everyone

and therefore 𝑝 𝑗 eventually receives it. Otherwise, by Algorithm 2, it must be that 𝑝𝑖 created a new

block 𝐵′ and added 𝐵 as the predecessor of 𝐵′ (because this is the only a correct process adds a block
it has not issued to its block DAG). By Algorithm 2, 𝑝𝑖 sends 𝐵

′
to 𝑝 𝑗 and 𝑝 𝑗 eventually receives 𝐵′.

If 𝑝 𝑗 considers 𝐵
′
valid upon reception, then it must hold that 𝑝 𝑗 received 𝐵 by the definition of

validity. Otherwise, it will send a FWD(𝐵) to 𝑝𝑖 . This request will be eventually received 𝑝𝑖 , who

in return will send 𝐵 to 𝑝 𝑗 . Again, 𝑝 𝑗 will eventually receive 𝐵 and the lemma follows. ■

Furthermore, we claim that all correct processes validate the same blocks:

Lemma 3. For any two correct processes 𝑝𝑖 and 𝑝 𝑗 executing the protocol of Fig. 1, if 𝑝𝑖 adds a block
to its block DAG 𝐺𝑖 , then 𝑝 𝑗 eventually considers 𝐵 valid.

Proof. Let 𝐵 be a block that was added to 𝐺𝑖 . By Lemma 2, 𝑝 𝑗 will eventually receive 𝐵. Since 𝑝𝑖
is a correct process, it must hold that valid(𝑝𝑖 , 𝐵) and specifically, that 𝐵.𝑝 = 𝑝𝑠 for some process

𝑝𝑠 and 𝐵.𝜎 = Sign𝑝𝑠 (ref (𝐵)), therefore 𝑝 𝑗 can verify the signature 𝐵.𝜎 . In addition, 𝐵 is either a

genesis or has exactly one parent. It remains to show that all predecessors of 𝐵 will eventually be
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considered valid by 𝑝 𝑗 . Similarly to Lemma 1, we prove this by induction on ℓ (𝐵), the length of the

longest path from a genesis block to 𝐵:

• Base: If ℓ (𝐵) = 0 then 𝐵 is a genesis block. This means that the predecessors condition

holds trivially.

• Hypothesis: Assume that all blocks 𝐵′ with ℓ (𝐵′) < 𝑙 will eventually be considered valid

by 𝑝 𝑗 .

• Step: Let 𝐵 be a block with ℓ (𝐵) = 𝑙 . By the induction hypotheses, all of the predecessors of

𝐵 will eventually be considered valid by 𝑝 𝑗 , since they must have a shorter path to a genesis

block that 𝑙 . Therefore, the predecessors condition of validity will eventually hold for 𝐵 and

thus 𝑝 𝑗 will consider it valid.

■

Lemma 3 essentially states that correct processes are building a joint block DAG in the sense

that if a block 𝐵 is added to the block DAG of a correct process, then it will eventually be added

to the block DAGs of all other correct processes. We note that Lemmas 2 and 3 really refer to any

protocol in which Algorithms 2 and 3 are continuously run, and are not specific to Fig. 1.

Liveness of Block DAG Simulations. Combining Lemma 3 with Lemma 1 and assuming eventual

delivery of blocks, we get eventual delivery of simulated messages. In other words, if a correct

process 𝑝𝑖 wants to send a message𝑚 to some correct process 𝑝 𝑗 , then this expressed in the block

DAG framework as a block 𝐵 issued by 𝑝𝑖 , such that 𝐵.𝑀𝑜𝑢𝑡 [ 𝑗] contains the message𝑚. Delivering

the message𝑚 to 𝑝 𝑗 is expressed by 𝑝 𝑗 creating a block 𝐵
′
such that𝑚 ∈ 𝐵′.𝑀𝑖𝑛 . Note that referring

to unambiguous interpretations of 𝐵 and 𝐵′ is only possible through Lemma 1. By Lemma 3, we

know that if 𝑝𝑖 issues the block 𝐵 then 𝑝 𝑗 eventually receives 𝐵 and considers it valid. By the

algorithm in Algorithm 2, eventually 𝑝 𝑗 creates a new block 𝐵′ such that 𝐵 ∈ 𝐵′.𝑝𝑟𝑒𝑑𝑠 and by

Algorithm 1,𝑚 will be added to 𝐵.𝑀𝑖𝑛 . This discussion demonstrates that the block DAG framework

guarantees eventual delivery of simulated messages, if we assume eventual delivery of blocks.

Essentially, this guarantees the liveness of block DAG simulations.

4.3 Correctness of the Simulation
We show that the block DAG simulation of a protocol P inherits all of the properties of P, which
we accomplish by proving that there exists a forward simulation from the block DAG simulation

denoted as BD(P) to P (modeled as LTSs). Section 2.5 describes the modeling of P using LTSs. We

describe below a modeling of BD(P) using an LTS which simplifies the forward simulation proof.

Modeling the Block DAG simulation as an LTS. We describe the components of an LTS 𝐿′ =
(𝑄 ′, Σ′, 𝑞′start, 𝛿 ′) that we use to model BD(P). A state 𝑞′ ∈ 𝑄 ′ contains the block DAG𝐺𝑖 of each

process 𝑝𝑖 and (In𝐵𝑗→𝑖 ) 𝑗 ∈[𝑛] and (Out𝐵𝑖→𝑗 ) 𝑗 ∈[𝑛] for each process 𝑝𝑖 , where In𝐵𝑗→𝑖 is the incoming

buffer of process 𝑖 with blocks sent by process 𝑗 and Out𝐵𝑖→𝑗 is the outgoing buffer with blocks

sent by 𝑖 to 𝑗 . As before, we assume that incoming user requests are stored in In𝐵𝑖→𝑖 and outgoing

user indications are stored in Out𝐵𝑖→𝑖 . The shared object indications are stored in separate buffers

(o.buff 𝑖 )o∈O as before. Overall,𝑞′ =
(
𝐺𝑖 , (In𝐵𝑗→𝑖 ) 𝑗 ∈[𝑛], (Out𝐵𝑖→𝑗 ) 𝑗 ∈[𝑛] (o.buff 𝑖 )o∈O

)
𝑖∈[𝑛] . In the initial

state 𝑞′start , all of the block DAGs and the buffers are empty. The transition labels correspond to

computing and validating blocks, exchanging blocks, and user requests or indications. In comparison

to the “standard” model described in Section 2.5 we decompose a compute step of a process as

defined in Fig. 1 into a sequence of steps. This simplifies the forward simulation proof. As before,

we include the randomness (that is attached to the newly created block) in the computation label.

Formally, the transition labels are as follows:
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(1) validateBlock(𝑖 → 𝑗) denotes a transition where 𝑝 𝑗 validates a block issued by 𝑝𝑖 (inside

the genBlock algorithm).

(2) compute(𝑖, 𝜌) denotes a transition where process 𝑝𝑖 produces and disseminates a new

block (inside the genBlock algorithm) with 𝜌 as its randomness, and then runs interpret to
interpret the new block (and other previously uninterpreted blocks).

(3) sendFWD(𝑖 → 𝑗) denotes a transition where 𝑝𝑖 sends a FWD request to 𝑝 𝑗 .

(4) replyFWD(𝑖 → 𝑗) denotes a transition where 𝑝𝑖 sends a reply to a FWD sent by 𝑝 𝑗 .

(5) deliverBlocks(𝑖 → 𝑗) denotes a transition where all of the blocks in Out𝐵𝑖→𝑗 are moved to

In𝐵𝑖→𝑗 .

(6) o.indicate(𝑖,𝑤) denotes a transition where the value𝑤 has been added to o.buff 𝑖 .

(7) labels for user requests (request(𝑖, 𝑥)) or indications (indicate(𝑖, 𝑦)) have the same meaning

as in Section 2.5.

The external actions Σ𝐸 are defined exactly as for the LTS 𝐿 modeling P, presented in Section 2.5

(Σ𝐸 includes request(𝑖, 𝑥), indicate(𝑖, 𝑦), and compute(𝑖, 𝜌)). A transition (𝑞′
1
, 𝑒, 𝑞′

2
) ∈ 𝑄 ′ × Σ′ ×𝑄 ′

(denoted 𝑞′
1

𝑒−→ 𝑞′
2
) is in 𝛿 ′ if and only if the protocol BD(P) can get from state 𝑞′

1
to state 𝑞′

2
by

executing the step denoted by the label 𝑒 .

Theorem 1. There exists a forward simulation from the LTS 𝐿′ modeling BD(P) to the LTS 𝐿

modeling P.

Proof. We define a relation 𝑅 ∈ 𝑄 ′ ×𝑄 as follows: 𝑞′ 𝑅 𝑞 if and only if all of the following holds

for each 𝑖, 𝑗 𝑖𝑛[𝑛]:
(1) 𝑞.PS𝑖 = 𝐵.PS, where 𝐵 is the most recent block issued by 𝑝𝑖 in 𝑞

′.𝐺𝑖 . If there is no such block,

then 𝑞.PS𝑖 is the initial state.
(2) for every 𝑖 ≠ 𝑗 , 𝑞.Out𝑖→𝑗 includes every message𝑚 such that there exists a block 𝐵 with

𝑚 ∈ 𝐵.𝑀𝑜𝑢𝑡 [ 𝑗], and 𝐵 is created by 𝑝𝑖 but not yet validated by 𝑝 𝑗 .

(3) for every 𝑖 ≠ 𝑗 , 𝑞.In𝑗→𝑖 includes every message𝑚 such that there exists a block 𝐵 with

𝑚 ∈ 𝐵.𝑀𝑜𝑢𝑡 [𝑖], and 𝐵 is created by 𝑝 𝑗 , validated by 𝑝𝑖 , but not yet interpreted by 𝑝𝑖 .

(4) for every 𝑖 , 𝑞.In𝑖→𝑖 = 𝑞′.In𝐵𝑖→𝑖 and 𝑞.Out𝑖→𝑖 = 𝑞.Out𝐵𝑖→𝑖 (the same user requests and indica-

tions).

(5) for every 𝑖 and o ∈ O, 𝑞.o.buff 𝑖 = 𝑞′.o.buff 𝑖 (the same object indications).

Next, we show that 𝑅 is indeed a forward simulation from 𝐿′ tp 𝐿. It is clear that 𝑞′start 𝑅 𝑞start by

construction. Let 𝑞1, 𝑞
′
1
be two states such that 𝑞′

1
𝑅 𝑞1 and let 𝑞′

1

𝑒′−→ 𝑞′
2
be a transition in 𝛿 ′. We

show that there exists 𝑞2 such that 𝑞′
2
𝑅 𝑞2, 𝑞1

𝑒−→ 𝑞2 is a transition in 𝛿 (or a stuttering step), and if

𝑒 ∈ Σ𝐸 , then 𝑒 = 𝑒 ′. We do a case analysis based on the label 𝑒 ′:

(1) If 𝑒 ′ ∈ {request(𝑖, 𝑥), indicate(𝑖, 𝑦), o.indicate(𝑖,𝑤)}, then the only difference between the

two states 𝑞′
1
, 𝑞′

2
is in the requests, indications or object indications buffer of 𝑝𝑖 . Let 𝑞2 ∈ 𝑄

be a state such that 𝑞′
2
𝑅 𝑞2. By the definition of 𝑅, it holds that the only difference between

𝑞1 and 𝑞2 is in same buffer, so it holds that 𝑞1
𝑒′−→ 𝑞2 for the same label 𝑒 ′.

(2) If 𝑒 ′ ∈ {sendFWD(𝑖 → 𝑗), replyFWD(𝑖 → 𝑗), deliverBlocks(𝑖 → 𝑗)}, then 𝑞′
2
𝑅 𝑞1. This is

because the definition of 𝑅 does not look at FWD requests or replies, or delivery of created

blocks (items 2 and 3 concern the creation or the validation of a block and not when a block

is sent or received). Therefore we can choose 𝑒 = 𝜖 and define 𝑞2 = 𝑞1 (stuttering step).

(3) If 𝑒 ′ = validateBlock(𝑖 → 𝑗), then 𝑞′
2
contains one more block 𝐵 which is validated by 𝑝 𝑗 .

Assume that 𝐵 was created by process 𝑝𝑖 . Since 𝐵 had to exist in 𝑞′
1
, for every 𝑗 , 𝑞1.Out𝑖→𝑗

includes every message in 𝐵.𝑀𝑜𝑢𝑡 [ 𝑗]. We define 𝑞2 as the state obtained from 𝑞1 by moving
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all messages from 𝑞1 .Out𝑖→𝑗 to 𝑞2.In𝑗→𝑖 . Also, let 𝑒 be the label deliver( 𝑗 → 𝑖). It is quite
easy to check that 𝑞′

2
𝑅 𝑞2 and 𝑞1

𝑒−→ 𝑞2.

(4) If 𝑒 ′ = compute(𝑖, 𝜌) for some 𝑖∈ [𝑛], 𝜌 ∈ {0, 1}∗, then the only difference between 𝑞′
1
and

𝑞′
2
is in the block DAG 𝐺𝑖 and the buffers (In𝐵𝑖→𝑗 ,Out

𝐵
𝑖→𝑗 ) 𝑗 ∈[𝑛] and (o.buff 𝑖 )o∈O . Let 𝐵 be

the block that 𝑝𝑖 disseminated in 𝑞′
2
and 𝐵′ = 𝐵.𝑝𝑎𝑟𝑒𝑛𝑡 . By the definition of 𝑅, it holds that

𝑞1.PS𝑖 = 𝐵′.PS, and for every 𝑗 ≠ 𝑖 , 𝑞1.In𝑗→𝑖 = {𝑚 : ∃𝐵0 ∈ 𝐵.𝑝𝑟𝑒𝑑𝑠,𝑚 ∈ 𝐵0.𝑀𝑜𝑢𝑡 [𝑖]}, and
𝑞1.In𝑖→𝑖 = 𝑞′

1
.In𝐵𝑖 → 𝑖 . In addition, the object buffers in both 𝑞1 and 𝑞

′
1
are equal, that is

(𝑞1 .o.buff 𝑖 )o∈O = (𝑞′
1
.o.buff 𝑖 )o∈O . Now let 𝑞2 ∈ 𝑄 be a state such that 𝑞1

compute(𝑖,𝜌)
−−−−−−−−−−→ 𝑞2.

We show that 𝑞′
2
𝑅 𝑞2. Therefore, we have that 𝑞2.PS𝑖 = 𝐵.PS. This is because 𝐵 is interpreted

by feeding the messages (𝑞1.In𝑗→𝑖 ) 𝑗 ∈[𝑛] and the object indications (𝑞1 .o.buff 𝑖 )o∈O with

the randomness 𝐵.𝑟𝑎𝑛𝑑 to the state 𝑞1 .PS𝑖 = 𝐵′.PS. Note that by the definition of the label

compute(𝑖, 𝜌) in 𝐿′, it holds that 𝐵.𝑟𝑎𝑛𝑑 = 𝜌 .

This concludes the proof of Theorem 1. ■

5 RELATION TO PRIORWORK
5.1 Comparison with Schett and Danezis
Now that we have presented our simulation and its proof, we can discuss how they are related to

the work of Schett and Danezis [16].

Our network component which consists of genBlock and echo algorithms is a natural extension

of the gossip algorithm of [16]. Indeed, the code responsible for generating new blocks and echoing

them is almost identical to that of gossip. We only observe that blocks should carry enough

information to resolve the randomized decisions that can come from local randomness or shared

objects. This is because wewant to exchange only blocks. In our protocol, each process is responsible

to pass along its local randomness or the indications it got from the shared object in the blocks that

it creates. The proofs of Lemmas 2 and 3 follow the proof of [16, Lemma 3.7].

Our interpretation algorithm is the natural extension of interpret algorithm of [16] for our

context. That is, when interpreting a deterministic protocol, the computation of each process is

only determined by the incoming messages and its state prior to processing those messages. When

interpreting a randomized protocol with shared objects, the local computation may depend on

local randomness and object indications. Our interpretation algorithm used those fields that were

already attached to each block by our genBlock. We note that Lemma 1 that states the common

interpretation of block DAGs, is analogous to [16, Lemma 4.2]. However, the proof of the latter

had a very minor mistake (acknowledged by the authors [15]), and therefore our proof is slightly

different.

Finally, the guarantees of randomized protocols, unlike those of deterministic protocols, cannot

always be expressed as trace properties. Particularly, for our simulation to be faithful to the original

protocol, we need a more careful and precise statement and proof. Therefore, the modeling in

Sections 2.5 and 4.3 as well as the proof of Theorem 1 are totally different from what appears in [16].

5.2 Analyzing Existing Protocols
Here we discuss how our simulation applies to existing protocols, concentrating on Aleph [8] and

DAG-Rider [10]. These protocols aim to order the blocks of the DAG, so as to implement Byzantine
Atomic Broadcast (BAB). We briefly recall the problem of BAB and summarize how [8, 10] achieve

this goal.
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A BAB protocol is a broadcast protocol that allows all processes to receive the same messages in

the same order. One natural way of implementing a BAB protocol using a block DAG is by having

each process attach the messages it wants to broadcast to a block and then broadcast the block to

everyone. The processes then just need to agree on an order of the blocks, which would induce an

order of the messages.

Analogous to our simulation, both Aleph and DAG-Rider have a communication component

that is responsible for building and maintaining the common DAG. In both protocols, each block in

the DAG belongs to a specific round, and each correct process has a single block in each round.

In Aleph [8], ordering the blocks in the DAG is achieved by electing a leader block in each round,

and then having that leader block (deterministically) dictate the order of its ancestor blocks that

have not been ordered yet.

In DAG-Rider [10], the DAG is divided into waves where each one consists of four consecutive

rounds, and a leader block is elected for each wave. The block leader election is done by interpreting

the (same) block DAG as a consensus protocol and utilizing a shared object for generating random-

ness, namely, a common coin. It is critical to note that our simulation preserves the properties of

the shared object, for example the unpredictability of the common coin. This is because our forward

simulation preserves the compute events, in which the object invocations happen. This means that

the object cannot distinguish if it is being used in the context of the original protocol or in the

context of the block DAG simulation of the protocol. This means that its properties are preserved.

Aleph and DAG-Rider can be easily analyzed using our framework. The consensus protocol used

can be analyzed independently of Aleph or DAG-Rider, while assuming it has access to a common

coin. Then by Theorem 1, the simulation of the consensus protocol on the black DAG is faithful to

the original consensus protocol. This would not only simplify reasoning about safety and liveness

of Aleph and DAG-Rider, but it would support modularity: the simulated consensus protocol in

Aleph or DAG-Rider can be seamlessly replaced using Theorem 1.

6 DISCUSSION
We have presented a faithful simulation of DAG-based BFT protocols, which use public coins and

shared objects, including protocols that utilize a common source of randomness, e.g., a common
coin. Being faithful, the simulation precisely preserves properties of the original BFT protocol, and

in particular, their probability distributions.

One of the appealing properties of our block DAG framework is that it allows to minimize the

communication when running multiple instances of potentially different protocols. This can be

done by using the same joint block DAG to interpret multiple protocol instances. The logic of the

communication layer does not change, other than the need to specify the associated instance for

each user request and object indication that is attached to the blocks. Each process would then run

multiple interpretation instances, one for each protocol instance. We note that a process does not

necessarily need to attach a separate randomness tape for each instance, and can instead attach a

small random seed. Processes can then use a pseudorandom generator to expand the seed to a large

enough pseudorandom string that can be used for all of the instances. This ensures that block size

does not grow beyond the size of the user requests and the object indications.

Our simulation relies on the fact that it is safe to reveal the randomness to the adversary as soon as

it is used. We can similarly define private-coin protocols, whose security relies on processes ability to
keep secrets from the adversary. A classical example would be any Asynchronous Verifiable Secret

Sharing scheme (e.g. [4]). From a theoretical point of view, it would be interesting to demonstrate

how we can simulate such algorithms on block DAGs. However, we note that some protocols are

entirely public-coin other than a dedicated private-coin sub-protocol, such as Aleph-Beacon in
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Aleph [8] (which is used to implement a common coin). In this case, the dedicated sub-protocol can

be encapsulated as a shared object, thus factoring out the use of private-coin simulations.
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