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Abstract

We study those (n, n)-permutations, and more generally those bal-
anced (n,m)-functions, whose component functions all admit a derivative
equal to constant function 1 (this property itself implies balancedness).
We call these functions quadratic-like permutations (resp. quadratic-like
balanced functions) since all quadratic balanced functions have this prop-
erty. We show that all Feistel permutations, all crooked permutations and
(more generally) all balanced strongly plateaued functions have this same
property and we observe that the notion is affine invariant. We also study
in each of these classes and in the class of quadratic-like APN permuta-
tions the “reversed” property that every derivative in a nonzero direction
has a component function equal to constant function 1, and we show that
this property can be satisfied only if m ≥ n. We also show that all the
quadratic-like power permutations F (x) = xd, x ∈ F2n must be quadratic,
which generalizes a well-known similar result on power crooked functions.
We give several constructions of quadratic-like permutations and balanced
functions outside the three classes of quadratic balanced functions, per-
mutations affine equivalent to Feistel permutations and crooked permuta-
tions. We characterize the property by the Walsh transform.

1 Introduction

Among the so-called (n,m)-functions F : Fn2 → Fm2 , those that are balanced,
that is, whose pre-images F−1(y) = {x ∈ Fn2 ;F (x) = y} all have the same size
(namely, the size 2n−m, where necessarily m ≤ n) present a particular interest
in discrete mathematics, and in their applications such as cryptography.

Among balanced functions, those such thatm = n, that is, (n, n)-permutations,
are of a still more specific interest, since permutation polynomials have always
been the subject of a special attention in discrete mathematics, and substitu-
tion boxes (S-boxes) in those block ciphers having the structure of substitution
permutation network (SPN) need to be permutations.

1



We know (see e.g. [7]) that an (n,m)-function is balanced if and only if its
component functions, that is, the Boolean functions (from Fn2 to F2) of the form
v ·F , where v ∈ Fm2 \ {0} and “·” is some inner product in Fm2 (for instance the
usual inner product y ·y′ =

∑m
i=1 yiy

′
i), are all balanced (that is, have Hamming

weight 2n−1).
We also know that quadratic Boolean functions f : Fn2 → F2, that is, Boolean

functions whose algebraic degree (see definition in Section 2) is at most 2, are
balanced if and only they admit at least one derivative (in some direction a)
Daf(x) := f(x) + f(x + a) equal to constant function 1 (such an element a is
called a 1-linear structure of f).

As we shall see, such a property is very useful for studying - or possibly for
finding - balanced functions (and in particular, permutations). But if all the
component functions of F are quadratic, then the function F is itself quadratic.
In cryptography, this is considered a weakness when F is used as an S-box, since
it allows an attack on the cipher, called the higher order differential attack;
see [14, 12]). However, the property that all component functions admit a 1-
linear structure is not restricted to quadratic balanced functions. We shall see
indeed that the (balanced) functions having this property constitute a strict
super-class of the class of quadratic balanced functions, and is then particularly
interesting to study, because the non-quadratic elements in this super-class have
some advantages of quadratic functions without sharing their weaknesses. We
shall call quadratic-like balanced the functions whose component functions all
have a 1-linear structure.

The class of quadratic-like balanced functions contains, as we shall show in
Section 3, several classic classes of vectorial balanced functions, and this gives
a link between classes which apparently are quite different. It contains, for
m = n even, all the so-called Feistel permutations (which play an important
role in the design of block ciphers)1. These permutations have the form (x, y) ∈
(Fn/22 )2 7→ F (x, y) = (y, x + φ(y)), where φ : Fn/22 → Fn/22 can be any function
(whatever the choice of φ, function F is a permutation). The class of quadratic-
like balanced functions also contains all crooked permutations (we shall recall
in Section 2 what these functions are and prove this property in Section 3)
and more generally all balanced strongly plateaued functions (whose component
functions all are partially-bent - see the definition in Section 2 and the proof in
Section 3).

We shall then study constructions of quadratic-like balanced functions, and
focus on those that are neither quadratic, nor affine equivalent2 to permuta-
tions having a Feistel form, nor crooked, nor even strongly plateaued. We shall
characterize the notion by the Walsh transform.

1To be honest, this inclusion has a limited impact on Feistel ciphers themselves, since in
such ciphers, the Feistel permutations, which have a too simple structure from a cryptographic
viewpoint, are composed to reach a sufficient complexity through the iteration of rounds, and
the property of being a quadratic-like permutation (or balanced function) is not preserved by
composition, similarly to quadraticity and contrary to bijectivity (and balancedness).

2The definition of this equivalence will be recalled in Section 2.
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2 Preliminaries

For n a positive integer, we denote by Fn2 the n-dimensional vector space over
F2 = {0, 1}, by ei for 1 ≤ i ≤ n the i-th element of the canonical base of Fn2 , and
by F2n the finite field with 2n elements. We shall denote by + the addition in
any of these two groups. The vector space Fn2 can be endowed with the structure
of the field F2n , by the very construction of the Galois extension F2n of F2, or
given a basis (α1, . . . , αn) of F2n viewed as a vector space over F2, by mapping
any (x1, . . . , xn) ∈ Fn2 to

∑n
i=1 xiαi ∈ F2n . In the paper, we shall write Fn2 when

we shall not use the structure of field and F2n when we shall use it. With “·” we
indicate any inner product over Fn2 or F2n , for instance the usual inner product
over Fn2 : a · b =

∑n
i=1 aibi ∈ F2 where a = (a1, . . . , an) and b = (b1, . . . , bn), or

the inner product over F2n : for a, b ∈ F2n , a · b = trn(ab) ∈ F2, where tr(x) =∑n−1
i=0 x

2i is the (absolute) trace function. We denote similarly inner products
over Fn2 × Fm2 or over F2n × F2m , defined as: (a1, a2) · (b1, b2) = a1 · b1 + a2 · b2.

For positive integers n,m, we call (n,m)-functions (and n-variable Boolean
functions when m = 1) the functions F : Fn2 → Fm2 . If we do not specify n,m,
we speak of vectorial Boolean functions if m > 1 and of Boolean functions
if m = 1; in this latter case, we denote the functions by lower case letters
f : Fn2 → F2. We can write an (n,m)-function F as F = (f1, . . . , fm), where the
(n, 1)-functions fi, for i = 1, . . . ,m, are called the coordinates of F . For v ∈ Fm2 ,
the v-component of F is the (n, 1)-function Fv : x 7→ v · F (x). For a ∈ Fn2 ,
we call derivative of F in the direction of a the (n,m)-function DaF (x) =
F (x+a)+F (x). A function F admits a unique representation as a multivariate
polynomial in n variables x1, . . . , xn:

F (x) =
∑

I⊆{1,...,n}

aI
∏
i∈I

xi, aI ∈ Fm2 ;x = (x1, . . . , xn).

The algebraic degree, or simply the degree, of F is then deg(F ) = maxI{|I|; aI 6=
0} if the function is nonzero (and 0 if the function is zero). Notice that the
algebraic degree of F equals the maximum degree of its component functions.
Function F is affine if and only if deg(F ) ≤ 1 and linear if additionally F (0) = 0.
If deg(F ) ≤ 2 then F is called quadratic, similarly we define cubic functions,
and so on. An (n,m)-function F is called balanced if all its preimages, namely
F−1(y) = {u ∈ Fn2 ;F (u) = y} for y ∈ Fm2 , have the same size. We have that
an (n,m)-function F is balanced if and only if all its component functions (that
is, in the case of functions over the vector space Fn2 , all the linear combinations
of the coordinate functions with non-all zero coefficients) are balanced (see e.g.
[7, Proposition 35]). For m = n, balanced functions are called permutations,
since they induce a permutation over Fn2 . Two (n,m)-functions F and G are:
affine equivalent if G = A1 ◦ F ◦ A2 for A1, A2 affine bijections of Fm2 and
Fn2 respectively; extended affine (EA) equivalent if G = F ′ + A for F ′ affine
equivalent to F and A an (n,m)-affine map; CCZ-equivalent [8] if GG = A(GF )
for A affine bijection of Fn+m

2 and GF ,GG the graph {(x, F (x));x ∈ Fn2} of F
and G respectively. Affine equivalence is a particular case of EA-equivalence,
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which is itself a particular case of CCZ-equivalence. The balancedness property
is generally preserved only by the affine equivalence, while the algebraic degree
(when greater than 1) is also preserved by EA equivalence but in general not
by CCZ equivalence.

An (n, n)-function is crooked (in the strict sense of [1]) if, for every nonzero
a ∈ Fn2 , the image set of DaF is the complement of a linear hyperplane. More
generally, an (n, n)-function is almost perfect nonlinear (APN) if for any a, b ∈
Fn2 , with a 6= 0, the equation DaF (x) = b admits at most 2 solutions.

The Walsh transform of an (n, 1)-function f is Wf (u) =
∑
x∈Fn2

(−1)f(x)+u·x,

for u ∈ Fn2 . The Parseval’s relation for Walsh transform writes
∑
u∈Fn2

Wf (u)2 =

22n and the inverse Walsh transform formula writes
∑
u∈Fn2

WF (u)(−1)u·x =

2n(−1)f(x).

We also have the formula: W 2
f (u) =

∑
a∈Fn2

(∑
x∈Fn2

(−1)f(x)+f(x+a)
)

(−1)u·a

and its inverse formula
∑
x∈Fn2

(−1)f(x)+f(x+a) = 2−n
∑
u∈Fn2

(−1)u·aW 2
f (u). We

say that a ∈ Fn2 is a linear structure of f if Daf(x) is a constant function.
Specifically, we say that a is a 0-linear structure (resp. 1-linear structure) if
f(x + a) + f(x) is the constant function 0 (resp. 1). The set E0 of 0-linear
structures of f is a vector space and, if the set of 1-linear structures of f is
non-empty, this latter set is an affine space whose direction is E0. We have
that a is a 0-linear structure, resp. 1-linear structure, if and only if supp(Wf ) =
{u ∈ Fn2 ;Wf (u) 6= 0} is included in {0, a}⊥ = {x ∈ Fn2 ; a · x = 0}, resp.
in its complement, see [7, Proposition 29]. Recall that a balanced quadratic
Boolean function always admits a 1-linear structure (see e.g. [7, Proposition
55 and the lines following it]). We say that f : Fn2 → F2 is bent if its Walsh
transform Wf takes the values ±2

n
2 only. We say that f is partially-bent if

for any a ∈ Fn2 the derivative Daf is either balanced or constant. Hence,
every quadratic functions is partially-bent. A vectorial Boolean function whose
components are all partially-bent is called strongly plateaued (see [7, Chapter 6,
Subsection 5.1]. Crooked functions are (equivalently) APN strongly plateaued
functions [6, 7].
The Walsh transform of an (n,m)-function is defined as WF (u, v) = WFv (u).

For m = n odd, F is called almost bent (AB) if WF (u, v) ∈ {0,±2
n+1
2 } for every

u, v ∈ Fn2 , v 6= 0. This implies that F is APN.
To conclude this part, we recall that when m = n, or more generally when

m divides n, identifying Fn2 with F2n and Fm2 with its subfield of order 2m, we
can uniquely represent F as a univariate polynomial (of degree at most 2n − 1)
over F2n :

F (x) =

2n−1∑
i=0

bix
i, bi ∈ F2n .

Using this representation, the algebraic degree corresponds to the maximum
2-weight (i.e. Hamming weight of the binary expansion) of the exponents i such
that bi 6= 0. All the notions presented before find an equivalent definition in
this setting. If not specified, it will be clear from the context whether we are
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considering the univariate or the multivariate representation of F .

3 Quadratic-like balanced functions

The idea of quadratic-like balancedness comes from the observation of the prop-
erties of balanced quadratic functions and the following lemma.

Lemma 1. Consider any (n,m)-function F : Fn2 → Fm2 , where n and m are two
positive integers. If for any nonzero v ∈ Fm2 , Fv admits a 1-linear structure,
then F is balanced (which implies that m ≤ n, and if m = n, then F is a
permutation).

Proof. As we recalled in Section 2, we know that any vectorial (n,m)-function
F is balanced if and only if its component functions Fv, v 6= 0 are balanced.
And we know that if a Boolean function has a derivative equal to constant 1,
then it is balanced since it takes complementary values on two complementary
affine hyperplanes. This completes the proof.

We recalled in Section 2 that any balanced quadratic Boolean function f :
Fn2 → F2 admits a 1-linear structure. Therefore, we introduce the following
definition and terminology.

Definition 1. A function F : Fn2 → Fm2 is called quadratic-like balanced if for
any nonzero v ∈ Fm2 , there exists a ∈ Fn2 such that DaFv = v ·DaF is constantly
1, that is, a is a 1-linear structure of Fv.
In the case m = n, the function is called a quadratic-like permutation.
We shall call component-to-linear-structure map, shortly cls map, any function
mapping v ∈ Fm2 \{0} to one of such a (that is also nonzero) satisfying DaFv ≡ 1
(where “≡” means “constantly equal to”). We may extend the domain of such
a map to Fm2 by mapping 0 to 0.

Notice that the property for the case of permutations can be characterized
by means of the graph of the function.

Remark 1. Given an (n, n)-function F , if we denote GF := {(x, F (x));x ∈
Fn2} and ∆F := GF + GF , then F is a permutation if and only if ∆F has no
intersection with (Fn2 \ {0}) × {0} and it is quadratic-like if, for every nonzero
v, there exists a such that ({a}× Fn2 )∩∆F ⊂ {a}× ({0, v}⊥)c where ({0, v}⊥)c

is the complement of {0, v}⊥ = {y ∈ Fn2 ; v · y = 0}.

In the next proposition, we summarize in the terms of Definition 1 the ob-
servations made at the beginning of this section, and we recall the arguments
for clarity:

Proposition 1. Consider any (n,m)-function F : Fn2 → Fm2 , where n and m
are two positive integers.
If F is balanced and quadratic, then it is quadratic-like balanced.
If F is quadratic-like balanced, then it is a balanced map (not necessarily quadratic);
and then if m = n, F is a permutation.
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Proof. The first assertion is a consequence of [7, Proposition 35] and the prop-
erty that a quadratic Boolean function f is balanced if and only if it has a
1-linear structure (see e.g. [7, Proposition 55] and the few lines following this
proposition). The second is a rephrasing of Lemma 1.

The following example shows that this newly-introduced notion is not trivial,
in the sense that, in general, the set of quadratic balanced functions is a proper
subset of the set of quadratic-like balanced functions, which is itself a proper
subset of the set of balanced functions.

Example 1. Over F4
2, consider the following two permutations

F1(x) =


x1x2 + x3

x1x2 + x1x3 + x2

x1x2 + x2x3 + x1 + x2

x1x2x3 + x4

 , F2(x) =


x1

x2

x1x3 + x4

x1x2x3 + x2x4 + x3

 .
Then F1 is an example of quadratic-like permutation (of degree 3), while F2 is
an example of permutation not quadratic-like. Notice that, by removing the first
coordinate of F1 and F2, we have an example of quadratic-like balanced (4, 3)-
function (of degree 3) and an example of balanced (4, 3)-function not quadratic-
like. Another example of permutation not quadratic-like, is the inverse map
considered in the univariate representation. Indeed, for n = 4, 2n − 2 = 2 · 7,
and for v = 1 there is no a ∈ F2n such that trn(x7 + (x + a)7) = trn((a1/2 +
a4)x3 + a2x5 + (a3/4 + a5/2 + a6)x+ a7) is constantly 1.

These are just simple examples for illustration purposes. We shall see more
general examples and counter-examples in the next subsections and sections.

3.1 Invariance under equivalence relations

When introducing a new property for vectorial Boolean functions, we are inter-
ested in knowing under which classical notion of equivalence (recalled in Section
2) the property is invariant.

Consider two affine equivalent (n,m)-functions F, F ′, with F ′ = A1 ◦F ◦A2,
for A1, A2 affine bijections over Fm2 and Fn2 respectively. Let L1, L2 be the linear
parts of A1, A2 resp., then for a ∈ Fn2 , we have DaF

′(x) = F ′(x+ a) + F ′(x) =
L1

(
F (A2(x)+L2(a))+F (A2(x))

)
. Hence, v ·DaF

′(x) = L∗1(v)·DL2(a)F (A2(x)),
with L∗1 the adjoint linear operator of L1, that is v · L1(u) = L∗1(v) · u for any
u, v ∈ Fm2 . So we can state the following result.

Proposition 2. The quadratic-like balancedness is invariant under affine equiv-
alence.

Clearly, the notion is not preserved by EA-equivalence (and therefore by
CCZ-equivalence), since the more general property of being balanced is not pre-
served. For example, consider F to be any affine permutation; F is a quadratic-
like permutation but it is EA-equivalent to any constant function, which clearly
cannot be a permutation.
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Remark 2. We investigated whether, restricted to permutations, the quadratic-
like property is EA invariant. Consider the following (5, 5)-functions

F (x) =


x1x2x3 + x1x2x4 + x1 + x2x3x4 + x2x3 + x5

x1x2x4 + x1x2 + x1x3x4 + x1x3 + x2
x1x2x3 + x1x2 + x1x3x4 + x1x3 + x2x3x4 + x2x3 + x3 + x5

x1x2x3 + x1x2x4 + x1x3x4 + x1x3 + x4
x1

 , L(x) =


x5
0
0
0

x2 + x3

 ,
then it can be verified that both F and F+L are permutations, but F is quadratic-
like and F + L is not. Therefore we have that EA equivalence, restricted to
permutations, in general does not preserve the quadratic-like property. The
same holds for balanced (n,m)-functions, for m < n. This can be verified if
we consider the (5, 2)-functions obtained by reducing F and L to their first two
coordinates.
Moreover, when restricted to permutations, the quadratic-like property is not pre-
served by the application of the inverse transformation either. Indeed, consider
the quadratic permutation, in univariate representation, F (x) = x3 ∈ F25 [x]
and its inverse F−1(x) = x21. Being quadratic, F is quadratic-like whereas we
checked that F−1 is not. Hence, the quadratic-like property is in general not
preserved by the application of the inverse transformation.

3.2 The reversed quadratic-like property

An interesting question is to determine, for each quadratic-like balanced function
F , whether for every nonzero a, there is v such that DaFv ≡ 1 (which is a kind
of reverse of Definition 1; hence the name chosen below).

Definition 2. We say that an (n,m)-function satisfies the reversed quadratic-
like property if for every nonzero a ∈ Fn2 , there exists v ∈ Fm2 such that DaFv
is constantly 1.

Note that the reversed quadratic-like property is also invariant under affine
equivalence. Moreover, as quadratic-like balanced (n,m)-functions cannot exist
when m > n, we have:

Proposition 3. (n,m)-functions with m < n do not satisfy the reversed quadratic-
like property.

Proof. Consider F an (n,m)-function. Set ∆(v) = {a ∈ Fn2 ; v ·DaF ≡ 1} and
Γ(a) = {v ∈ Fm2 ; v ·DaF ≡ 1}. We have, by counting in two different ways the
number of pairs (a, v) such that v ·DaF ≡ 1, that

∑
v 6=0 |∆(v)| =

∑
a6=0 |Γ(a)|.

Assume that F satisfies the reversed quadratic-like property. Then for any
a 6= 0, we have |Γ(a)| ≥ 1. So

∑
v 6=0 |∆(v)| =

∑
a6=0 |Γ(a)| ≥ (2n − 1). On the

other hand, the maximum value of |∆(v)| is 2n−1, since the set of those 1-linear
structures of the Boolean function Fv is an affine space that is not a vector space.
So, we have 2n − 1 ≤

∑
a 6=0 |Γ(a)| =

∑
v 6=0 |∆(v)| ≤ (2m − 1)Max|∆(v)| ≤

(2m − 1)2n−1. Hence, 2n−1
2n−1 ≤ 2m − 1 and then 2m − 1 ≥ 2n−1 − 2−(n−1),

implying 2m − 1 ≥ 2n−1 (since it is the next closest integer), which in turn
implies 2m ≥ 2n−1 + 1, and therefore, m ≥ n.
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Remark 3. The reversed quadratic-like property does not imply balancedness.
Indeed, balancedness is impossible for m > n, and functions satisfying the re-
versed quadratic-like property exist for every m ≥ n. For instance, given an
(n,m)-function F satisfying it, then we can construct an (n,m + 1)-function
F ′ = [F ||0] (where || represents the concatenation), the last component being
simply the zero function (or a constant function), such that F ′ satisfies the
reversed quadratic-like property.

Proposition 4. Consider F : Fn2 → Fn2 a quadratic-like permutation. If F ad-
mits a cls map which is a permutation, then F satisfies the reversed quadratic-
like property. More generally, in the case of a quadratic-like balanced function,
the reversed property corresponds to the fact that every nonzero a in Fn2 is in
the image set of some cls map, there exists a cls map Γ and a nonzero v ∈ Fn2
such that Γ(v) = a.

Proof. Consider Γ : Fn2 → Fn2 the permutation cls of F , and we denote by Γ−1

its inverse. Then, for every nonzero v ∈ Fn2 , we have DΓ(v)Fv = 1, implying
that for every nonzero a ∈ Fn2 , we have DaFΓ−1(a) = 1. From this it follows the
reversed quadratic-like property of F . A similar proof holds for the second part
of the proposition.

Remark 4. If any derivative of an (n, n)-permutation F has for image set an
affine space, then since this affine space does not include 0, it is included in the
complement of a linear hyperplane and F satisfies then the reversed quadratic-
like property.

We were not able to find examples of quadratic-like permutations not sat-
isfying the reversed quadratic-like property. We leave then the following open
question.

Question 1. For F a quadratic-like permutation, does F always satisfy the
reversed quadratic-like property? What happens if F has degree 2?

3.3 Non-existence of non-quadratic power quadratic-like
permutations

We consider now (n, n)-functions which are monomials when described in the
univariate representation (over F2n), which are called power functions and have
the form F (x) = xd where d is a positive integer such that gcd(2n − 1, d) = 1.
First, we notice that the quadratic-like property simplifies in this case. Indeed,
we have the following equalities, for a, v 6= 0:

DaFv(ax) =trn(v(ax+ a)d + v(ax)d) = trn(vad(x+ 1)d + vad(x)d)

=D1Fvad(x) (1)

Hence, F is a quadratic-like permutation if and only if there exists λ ∈ F2n such
that D1Fλ(x) = 1. Indeed, this condition is necessary according to (1), and it
is sufficient thanks to the fact that a 7→ ad is a permutation. Moreover, the
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reversed quadratic-like property is equivalent to the quadratic-like property: if
Γ is a cls map, then denoting λ = Γ(1), we have, again thanks to (1), that

Γ(v) =
(
λ
v

)1/d
for every nonzero v, where 1/d is the inverse of d modulo 2n− 1.

Hence Γ is bijective. We summarize this in the following proposition.

Proposition 5. Consider F (x) = xd a power permutation. Then the following
properties are equivalent.

1. F is a quadratic-like permutation.

2. There exists λ ∈ F2n such that trn(λ((x+ 1)d + xd)) is constantly 1.

3. F satisfies the reversed quadratic-like property.

4. There exists a bijective cls map.

Corollary 1. All quadratic power permutations satisfy the reversed quadratic-
like property with a bijective cls map.

We further study this case, proving the following

Theorem 1. The only power quadratic-like permutations are quadratic.

Proof. We call 2-weight of an element of Z/(2n−1)Z the Hamming weight of the
binary expansion of any of its representatives. Let xd be a power permutation
defined over F2n and assume it is quadratic-like. Recall that its algebraic degree
equals the 2-weight of d. From Proposition 5, we have that there exists λ ∈ F2n

such that trn(λ((x+ 1)d + xd)) ≡ 1. Let I ⊆ {0, . . . , n− 1} be such that d has
binary expansion

∑
i∈I 2i and let ω = |I| be the algebraic degree of F (x) = xd.

We assume that ω > 2 (note that for ω = 2, that is, when xd is quadratic, we
know that such (I, λ) exist and we know what they are; see e.g. [7]). In the
following, we complete the proofs of Hertel-Pott [11] and Langevin-Veron [15],
which addressed the case λ = 1, and so (for having trn((x+1)d+xd) ≡ 1) n odd,
and they used it to characterize quadratic power functions (their result was then
used by Kyureghyan [13] to show that power crooked functions are quadratic).
We give all the necessary arguments and we generalize them to prove that this
is never possible (i.e. we address the general case where λ is assumed to be any
element and n has any parity).
For every 1 ≤ k ≤ ω − 1, the part of algebraic degree exactly k in trn(λ((x +

1)d+xd)) equals the Boolean function trn(λ
∑
J⊂I;|J|=k x

∑
j∈J 2j ). Denoting by

R the (cyclotomic) equivalence relation “eRe′ if there exists l such that e′ = 2le
(mod 2n − 1)”, let us denote by Ci1 , . . . , Cir (where r is some positive integer
and where ij ∈ Cij ) the corresponding equivalence classes in Z/(2n−1)Z (called
cyclotomic classes of 2 modulo 2n−1). Recall from e.g. [7] that there is existence
and uniqueness of the representation of any n-variable Boolean function in the

form f(x) =
∑r
j=1 tro(ij)(βjx

ij ) + β2n−1x
2n−1, with

{
βj ∈ F

2o(ij)
,

β2n−1 ∈ F2
, where

o(ij), the size of the cyclotomic class Cij containing ij , divides n. We have
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βj ∈ F
2o(ij)

because β2o(ij)

j = βj .

For every k = 1, . . . , ω − 1, we have then trn(λ
∑
J⊂I;|J|=k x

∑
j∈J 2j ) ≡ 0, and

for k = 1 we obtain that trn(λ
∑
j∈I x

2j ) = trn((
∑
j∈I λ

2−j )x) is identically 0,

which is equivalent to
∑
j∈I λ

2−j = 0, and since trn(λ) = 1, this implies that
ω = |I| is even.
For every 2 ≤ k ≤ ω − 1, let us denote by C ′k,i1 , . . . , C

′
k,ir

the equivalence

(sub)classes in the set {
∑
j∈J 2j ; J ⊂ I, |J | = k} (note that all the elements in

a class Cij have the same 2-weight, say, wij , and all the C ′k,ij with k 6= wij are

empty). The (unique) univariate representation of trn(λ(xd + (x+ 1)d)) equals∑ω−1
k=0

∑r
j=1 tro(ij)(tr

n
o(ij)

(λ
∑
α∈C′k,ij

xα)).

Thanks to the property trno(ij)(u) = trno(ij)(u
2), satisfied by all the functions

trno(ij), each term trno(ij)(λ
∑
α∈C′k,ij

xα) in this sum can be written in the form

trno(ij)((
∑
α∈C′k,ij

λ2`α )xij ) for some `α. By the uniqueness of the univariate

representation, we have then
∑
α∈C′k,ij

λ2`α = 0 and since trn(λ) = 1, this

implies trn(
∑
α∈C′k,ij

λ2`α ) = |C ′k,ij | (mod 2) = 0 , that is, C ′k,ij has an even

size.
Note that, by addition, for every 2 ≤ k ≤ ω− 1,

∑r
j=1 |C ′k,ij | =

(
ω
k

)
is even, and

since ω is also even, this is equivalent to the fact that |I| = ω is a power of 2,
but we shall not use this.
- We first take k = ω − 1. Consider an integer y such that y ∈ C ′ω−1,ij

for

some j. Since |C ′ω−1,ij
| is even, then there exists a distinct h ∈ C ′ω−1,ij

, h 6= y.

Denote by Y and H the subsets of I (of size ω− 1) such that y =
∑
j∈Y 2j and

h =
∑
j∈H 2j . Set t to be the smallest integer such that y = 2th (mod 2n − 1).

Hence it holds Y = {i ⊕ t; i ∈ H}, where ⊕ is the sum in Z/nZ; we call
τ : i 7→ i ⊕ t this translation, which is a 1-to-1 mapping from H to Y . The
set Z := H ∩ Y has size |Z| = ω − 2, and H = Z ∪ {a} and Y = Z ∪ {b} for
some a, b. This implies that I = Z ∪ {a, b}. Then we can construct a sequence
z1 := a, z2, . . . , zs := b such that zi+1 := τ(zi) = zi ⊕ t for 1 ≤ i ≤ s − 1. This
is possible by hypothesis since τ(H) = τ(Z ∪ {a}) = Z ∪ {b} = Y . Indeed,
taken any c ∈ H, either we construct a sequence c1, . . . , cν ∈ I with c1 := c,
ci+1 := τ(ci) for 1 ≤ i ≤ ν − 1 and cν 6∈ H, so cν = b; or we construct an
ultimately periodic sequence (the number of possible values in H being finite),
that is, such that cµ = τ(cν), for some µ < ν, and since τ is injective this
implies c1 = τ(cν−µ+1), that is, the sequence is in fact periodic. Clearly, if we
take c = a, we cannot be in the second case, since a 6∈ Y , so we can assume
the existence of such a sequence z1, . . . , zs such that z1 = a, z2, . . . , zs = b. The
only restriction on the integer s is 2 ≤ s ≤ ω. Notice that for s = 2 we have
b = τ(a) = a⊕ t, and for s = ω we have I = {z1, . . . , zs}.

10



Set J = I \ {z1, . . . , zs}, then

d =
∑
i∈I

2i =

s∑
i=1

2zi +
∑
j∈J

2j =

s−1∑
i=0

2a⊕it +
∑
j∈J

2j .

We have:

H =I \ {b} = {z1, . . . , zs−1} ∪ J,
τ(H) ={τ(z1), . . . , τ(zs−1)} ∪ τ(J) = {z2, . . . , zs} ∪ τ(J),

=Y = I \ {a} = {z2, . . . , zs} ∪ J ;

Hence, J is invariant under τ , that is τ(J) = J . This implies
∑
j∈J 2j ≡∑

j∈J 2τ(j) ≡ 2t
∑
j∈J 2j (mod 2n − 1), so (2t − 1)

∑
j∈J 2j ≡ 0 (mod 2n − 1).

But since d is coprime with 2n − 1, we have that (2t − 1)d 6≡ 0 (mod 2n − 1)
and therefore τ(I) 6= I, that is, τ({z1, . . . , zs}) 6= {z1, . . . , zs}; hence, b ⊕ t 6= a
and then t 6= n/2.
- We now consider the case k = 2. Let j be such that 2a + 2a+t ∈ C ′k,ij . There

are s − 1 shifts of the pair {a, a ⊕ t} (among which the pair itself) that are
included in {z1, . . . , zs}. And since t 6= n/2, we have that J contains |J | other
shifts of {a, a ⊕ t} (since each element c of J corresponds to a distinct pair
{c, c+ t}). Hence:

|C ′k,ij | = s− 1 + |J | = ω − 1.

We proved that ω is even, but also |C ′k,ij | is even for 2 ≤ k ≤ ω − 1. A
contradiction.

Note that Theorem 1 gives a more general result than the well-known one
saying that the only crooked power permutations are quadratic (but on the
other hand, it does not address crooked functions in a generalized sense, which
are not balanced).

Remark 5. Since for power permutations, quadratic-like bijectivity and reversed
quadratic-like property are equivalent, we have the same negative result for power
functions about the reversed quadratic-like property.

4 Some classic subclasses

We consider some known classes of balanced functions, and we study whether
they are quadratic-like. The results obtained will illustrate the interest of the
notion of quadratic-like balancedness. Indeed, we have three classic classes
(Feistel permutations, crooked permutations and strongly plateaued balanced
functions) which all three happen to be included in the class of quadratic-like
balanced functions, providing some link between these three classes which were
apparently completely unrelated.

11



4.1 Feistel permutations and generalizations

Proposition 6. (i) Every Feistel permutation

(x, y) ∈ (Fn/22 )× (Fn/22 ) 7→ F (x, y) = (y, x+ φ(y)),

where n is even and φ : Fn/22 → Fn/22 is any function, is a quadratic-like per-
mutation admitting as cls map any function of the form (v1, v2) 7→ ((1 +
δ0(v2))a1, δ0(v2)a2), where a1 is any element satisfying v2 · a1 = 1 if v2 6= 0
and a2 is any element satisfying v1 · a2 = 1 if v1 6= 0, and where δ0 is the Dirac
(or Kronecker) symbol (whose value equals 1 at 0 and 0 everywhere else).
(ii) More generally, all the (bijective) functions of the form (x, y) ∈ Fr2×Fn−r2 7→
F (x, y) = (y, x + φ(y)), where n is any positive integer, r is some integer,
0 ≤ r ≤ n and φ : Fn−r2 → Fr2 is any function, are quadratic-like permutations
with their cls maps defined similarly.
(iii) Still more generally, let G be any quadratic-like balanced (n − r,m − r)-
function, the function

(x, y) ∈ Fr2 × Fn−r2 7→ F (x, y) = (G(y), x+ φ(y)) (2)

is a quadratic-like balanced (n,m)-function.

Proof. (i) (ii) The component functions of such a function are Fv(x, y) = v1 ·
y+ v2 · (x+ φ(y)) with v = (v1, v2) 6= (0, 0) and have derivative in the direction
a = (a1, a2) equal to Da(Fv)(x, y) = v1 · a2 + v2 · a1 + v2 ·Da2φ(y). If v2 6= 0,
then a = (a1, 0) such that v2 · a1 = 1 satisfies Da(v · F ) ≡ 1, and if v2 = 0 then
v1 6= 0 and we can take a = (0, a2) such that v1 · a2 = 1, to get Da(Fv) ≡ 1.
Hence, whatever the choice of φ, function F is a quadratic-like permutation.
(iii) This extends to the most general case by changing v1 · a2 into Da2Gv1(y)
in the expression of Da(Fv)(x, y), and by changing the condition v1 ·a2 = 1 into
Da2Gv1 ≡ 1 when v2 = 0 and v1 6= 0.

Note that if φ is non-quadratic, then F is non-quadratic.
We still call Feistel the generalized form of permutations given in Proposition

6 (ii). We shall not call Feistel the functions in Proposition 6 (iii), because (iii)
is a secondary construction of quadratic-like balanced functions (it uses such
functions to build new ones), not a primary construction, and the set of the
functions it allows to build is not clear.

When we shall give constructions of quadratic-like permutations, we will
need to determine whether some of the constructed functions are outside the
class of those permutations that are affine equivalent to Feistel permutations.
This will be ensured when they do not satisfy the reversed quadratic-like prop-
erty, thanks to the following proposition, which has its own interest.

Proposition 7. A Feistel permutation satisfies the reversed quadratic-like prop-
erty.

Proof. Take a Feistel permutation F (x, y) = (y, x+φ(y)), then the derivative in
direction a = (a1, a2) of the component v = (v1, v2) has the form Da(Fv)(x, y) =
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v1 · a2 + v2 · a1 + v2 ·Da2φ(y). The case a = (a1, 0) does not pose any problem.
Instead, if a2 6= 0, we can take v2 = 0 and v1 such that v1 · a2 = 1. This proves
the reversed quadratic-like property for the Feistel permutation.

If all the functions we shall construct satisfy the reversed quadratic-like
property, we shall need another way of ensuring that some of the constructed
functions lie outside the class of those permutations that are affine equivalent
to Feistel permutations. The following result provides such a way, and has
additionally the interest of characterizing those permutations which are affine
equivalent to the generalized Feistel permutations described in Proposition 6
(iii), and of showing that these are affine equivalent to those particular permu-
tations described in this same Proposition 6 (iii) with r = 1:

Proposition 8. A quadratic-like balanced map F : Fn2 → Fm2 is affine equivalent
to a map as in Equation (2) if and only if there exists some nonzero direction
a such that DaF is constant and nonzero.

Proof. First, recall that the property of having a nonzero direction admitting a
constant derivative is invariant under affine equivalence.
If F is as in Equation (2), then D(a1,0)F (x, y) equals (0, a1) and is then constant.
Conversely, if F : Fn2 → Fm2 is quadratic-like balanced and there exists a ∈ Fn2
such that DaF is constant and nonzero, then up to affine equivalence, we can
assume a = en. For b = DaF ∈ Fm2 , consider a linear bijection L of Fm2 such that
L(b) = em. For G = L◦F we have DaG(x) = L(F (x+a) +F (x)) = L(b) = em.
So, DenG(x) = em, hence G has the following form

G(x) =

[
G′(x1, . . . , xn−1)

xn + g(x1, . . . , xn−1)

]
,

with G′ : Fn−1
2 → Fm−1

2 and g : Fn−1
2 → F2. Clearly, since G is quadratic-like

balanced, G′ is also quadratic-like balanced. Hence, G is as in Equation (2),
with r = 1.

Example 2. Consider the following 4-bit permutations

F1(x) =


x1 + x2x3x4

x1x3x4 + x1 + x2

x3

x4

 , F2(x) =


x1 + x2x4 + x2 + x3

x1 + x2 + x3x4

x1x4 + x1 + x3

x4

 .
Then F1 is an example of a quadratic-like permutation neither quadratic nor
affine equivalent to a Feistel permutation; instead, F2 is an example of a quadratic
permutation not affine equivalent to a Feistel permutation. Notice that, up to
affine equivalence, F1 and F2 are the only such examples (in dimension 4). This
result is due to the complete classification (up to affine equivalence) of 4-bit per-
mutations provided by De Canniere in [10]: among the list of 302 (inequivalent)
permutations only 12 are quadratic-like, of which only 2 are not equivalent to
Feistel, namely F1 and F2.
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4.1.1 Composition of quadratic-like balanced maps

We know that for balanced functions, being quadratic, respectively, having the
Feistel structure, is not preserved by composition. Let us check that the same
happens with quadratic-like balancedness. Let us for instance consider the com-
position of the same Feistel permutation (x, y) 7→ (y, x+φ(y)) twice. We obtain
the function F (x, y) = (x+φ(y), y+φ(x+φ(y))). Taking φ affine would not lead
to a significantly different function. Let us then take φ of algebraic degree 2,
and to make it simple, let us take the simplest possible one, the (2, 2)-function
φ : (z1, z2) ∈ F2

2 7→ (z1z2, z1) ∈ F2
2. Then, for x = (x1, x2) and y = (y1, y2), we

have F (x, y) =
(
x1 + y1y2, x2 + y1, y1 + (x1 + y1y2)(x2 + y1), y2 + x1 + y1y2

)
,

that is:

F (x, y) =
(
x1 + y1y2, x2 + y1, y1 +x1x2 +x1y1 +x2y1y2 + y1y2, y2 +x1 + y1y2

)
and, for v = (v1, . . . , v4), while for v3 = 0 we can always find (a, b) such that
v ·D(a,b)F (x, y) ≡ 1, for v3 = 1, this is never possible.

4.2 Crooked permutations

Recall that Reference [1] has introduced the notion of crooked (n, n)-function
(sometimes called strict crooked function, since the notion has been later gen-
eralized, see e.g. [7]), such that, for every nonzero a ∈ Fn2 , the image set of
DaF equals the complement of a linear hyperplane of Fn2 , say the complement
of {0, πF (a)}⊥ where πF (sometimes called the orthoderivative of F ) is some
function from Fn2 \ {0} to itself.
Note that the existence of non-quadratic crooked functions is an open problem.

Proposition 9. Let F be a crooked (n, n)-function in the strict sense of [1].
Then F is a quadratic-like permutation whose (unique) cls map equals the
compositional inverse of the orthoderivative. Hence, F satisfies the reversed
quadratic-like property.

Indeed, we know from [1] that both F and the orthoderivative are permu-
tations, and we have that v = πF (a) is such that DaFv ≡ 1, which makes that
π−1
F is a cls map for F . Its uniqueness as a component-to-linear-structure map

is clear, since for any value a 6= π−1
F (v), we have that DaFv is in fact balanced.

The converse of the above proposition is true in the class of APN functions.
First we provide a result on quadratic-like APN permutations.

Proposition 10. If F is an APN quadratic-like permutation, then it satisfies
the reversed quadratic-like property. Moreover, there exists one and only one
cls map for F , which is itself a permutation.

Proof. First, recall that an APN permutation cannot have a derivative in a
nonzero direction having a zero component (this result was used in [4] to study
APN permutations in even dimension.) Let us recall why: if there exist nonzero
v ∈ Fn2 , a ∈ Fn2 such that v · DaF (x) = 0, then since F being APN, we have
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|Im(DaF )| = 2n−1, the image set of DaF equals the whole linear hyperplane
of equation v · x = 0, and so there must exist an input χ ∈ Fn2 such that
DaF (χ) = 0n, which contradicts the fact that F is a permutation.
Assume that there exists α ∈ Fn2 such that, for every nonzero v, the component
v ·DαF (x) does not equal constant function 1. This implies that no cls map
Γ can be injective (since it is not surjective). Hence, there must exist distinct
nonzero directions v1, v2 such that Γ(v1) = Γ(v2) = b, for some nonzero b ∈ Fn2 .
So it holds v1 · DbF (x) = v2 · DbF (x) ≡ 1, implying (v1 + v2) · DbF (x) = 0,
contradicting the fact that F is an APN permutation.
This implies also that for any nonzero v ∈ Fn2 , the only 0-linear structure of
Fv is the zero element. The set of 1-linear structures of Fv being non-empty, it
is an affine space whose direction is the vector space of 0-linear structures (see
Section 2), which is here trivial, so it contains only one element. This implies
that there exists one and only one cls map, which is a permutation since the
reversed quadratic-like property is satisfied.

The above proposition shows that every quadratic-like APN permutation is
crooked. Indeed, for every nonzero a there exists v such that v · DaF = 1, so
DaF is valued in the complement of {0, v}⊥, and then (since F is APN) its
image set equals this complement. Hence the following result.

Proposition 11. Given F an APN permutation, then F is quadratic-like if and
only if F is crooked (in the strict sense of [1]).

Remark 6. The APN permutation in dimension 6 given in Ref. [3] is not
quadratic-like. It has seven components that have 1-linear structures (these are
exactly the 7 components of algebraic degree 3, all the rest of the components
having algebraic degree 4 and not admitting any 1-linear structure).

So determining whether non-quadratic quadratic-like APN permutations ex-
ist exactly corresponds to the open problem on crooked functions (in the strict
sense). We do know that they do not exist in monomial and binomial form, see
[2, 13].

4.3 Strongly plateaued balanced functions

Recall that an (n,m)-function is strongly plateaued if and only if all its compo-
nent functions are partially bent. Fv being partially bent means (see [5]) that
there exists a vector subspace Ev of Fn2 , whose dimension is even, and a vector
subspace E′v of Fn2 whose sum with Ev is direct and equals Fn2 , and an affine
Boolean function `v on E′v such that the restriction of Fv to Ev is bent and,
for every x ∈ Ev and every y ∈ E′v, we have Fv(x + y) = Fv(x) + `v(y). Since
denoting by fv the bent function equal to the restriction of Fv to Ev, we have
WFv (0) = Wfv (0)W`v (0) and since Wfv (0) 6= 0, we have that Fv is balanced
if and only if `v is balanced and this is equivalent to the existence of b such
that Db`v ≡ 1. Then D(0,b)Fv ≡ 1. Therefore, we have the following result,
combined with Remark 4 and [7, Proposition 107].
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Proposition 12. All strongly plateaued balanced functions are quadratic-like.
Moreover, strongly plateaued permutations satisfy the reversed quadratic-like
property.

Remark 7. Of course the question whether all plateaued balanced functions
(possibly with a single amplitude) are quadratic-like can be raised and the an-
swer is no because we have the example of Kasami APN permutations that are
plateaued (with single amplitude since they are AB) and not quadratic-like (since
not crooked, and/or since non-quadratic power functions).

5 Constructions

We are interested in constructing quadratic-like balanced functions of degree
greater than 2 and being not Feistel nor strongly plateaued. Notice that Propo-
sition 6 (iii) provides already an iterative construction method of quadratic-like
balanced maps. For example, the permutation F1 displayed in Example 1 can
be obtained this way.

We continue with two trivial constructions, obtained by either shortening the
output space, or enlarging the input space of a quadratic-like balanced map.

Remark 8. Notice that from a quadratic-like balanced function F : Fn2 → Fm2
we can construct many quadratic-like balanced maps F ′ : Fn2 → Ft2 with t < m,
since the notion is stable under the erasure of some coordinates of F .

Remark 9. There is an obvious secondary construction of quadratic-like bal-
anced functions:
Let F be any quadratic-like balanced (n,m)-function, G any quadratic-like bal-
anced (r, s)-function and H any (n, s)-function, then: F : (x, y) ∈ Fn2 × Fr2 7→
(F (x), G(y) +H(x)) is a quadratic-like balanced (n+ r,m+s)-function. Indeed,
for every a ∈ Fn2 , b ∈ Fr2, v ∈ Fm2 and w ∈ Fs2, we have (v, w) ·D(a,b)F(x, y) =
v · DaF (x) + w · DbG(y) + w · DaH(x). We assume (v, w) 6= (0, 0). If w = 0
then v 6= 0 and we can take a such that v ·DaF ≡ 1, If w 6= 0 we can take a=0
and b such that w ·DbG ≡ 1.

Similarly, let F be any quadratic-like balanced (n,m)-function, G any quadratic-
like balanced (r, s)-function and K any (r,m)-function, then: F : (x, y) ∈
Fn2 × Fr2 7→ (F (x) + K(y), G(y)) is a quadratic-like balanced (n + r,m + s)-
function.

We present another method providing quadratic-like balanced maps. In
the two constructions below (Propositions 13 and 14), we shall use vectorial
functions ψ, φ from Fn−m2 to Fm2 . But to define ψ, φ, we shall use an operation
of multiplication between the elements of Fm2 , for which 0 is the only absorbent
element. Hence, we shall need to work in the field F2m . We consider then ψ, φ
as being from the vector space Fn−m2 to the field F2m .

Proposition 13. Let 1 ≤ m ≤ n. Consider any map ψ : Fn−m2 → F2m and set
φ(y) = ψ(y) + (ψ(y))2 + c, where c ∈ F2m is such that trm(c) = 1. Then the
(n,m)-function (x, y) ∈ F2m × Fn−m2 7→ xφ(y) is quadratic-like balanced.
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Proof. Take any nonzero v ∈ F2m . The derivative at a = (a1, a2) ∈ F2m ×Fn−m2

of trm(vxφ(y)) equals trm(vxDa2φ(y) + va1φ(y + a2)). If we take a2 = 0 to
cancel vxDa2φ(y), we get then trm(va1φ(y)). Now, with a1 = v−1 we get
trm(φ(y)) = trm(ψ(y) + (ψ(y))2 + c) = trm(c) = 1.

Remark 10. There is some similarity between the function (x, y) 7→ x + φ(y)
involved in Feistel permutations (that is balanced and moreover quadratic-like
balanced) and the function (x, y) 7→ xφ(y) in Proposition 13. But in fact they are
quite different, not only because addition and multiplication in F2m do not behave
similarly nor have the same complexity, but also since there is no constraint on
φ such that x+ φ(y) is (quadratic-like) balanced, while for xφ(y), we need that
φ(y) does not vanish for having a balanced function, and still more for having a
quadratic-like balanced function.

We can deduce a construction of quadratic-like permutations as follows.

Proposition 14. Let 1 ≤ m ≤ n. Consider any map ψ : Fn−m2 → F2m and set
φ(y) = ψ(y) + (ψ(y))2 + c, where c ∈ F2m is such that trm(c) = 1. Moreover,
consider a function ϕ from Fn−m2 to Fn−m2 (or to F2n−m if the reader prefers)
that is a quadratic-like permutation.
Then the (n, n)-function F : (x, y) 7→ (xφ(y), ϕ(y)) is a quadratic-like permuta-
tion.

Proof. Consider a nonzero (v1, v2) ∈ F2m × F2m . If v1 6= 0, we take a2 = 0
and the derivative at direction a = (a1, 0) of trm(v1xφ(y) + v2ϕ(y)) equals
trm(v1a1φ(y)) and we can finish as in the proof of Proposition 13. If v1 = 0
(and v2 6= 0) then we take a1 = 0 and the derivative at direction a = (0, a2)
of trm(v1xφ(y) + v2ϕ(y)) equals trm(v2Da2ϕ(y)). By the hypothesis on ϕ, we
know that there exists a2 such that trm(v′Da2ϕ(y)) ≡ 1.

Note that such quadratic-like permutations are non-quadratic when ψ is
non-affine (or ϕ is non-quadratic). In a stronger way, the image sets of some
derivatives D(a1,a2)F (x, y) = (xDa2φ(y)+a1φ(y+a2), Da2ϕ(y)) may have max-
imum rank (i.e. rank n), assuming this is true for ϕ, and so, by induction.
The functions in Proposition 14 are not affine equivalent to Feistel, in general,
since they do not have a constant derivative D(a1,a2)F (x, y) with (a1, a2) 6=
(0, 0), when φ has no zero derivative in a nonzero direction, because if a2 6= 0,
then xDa2φ(y) + a1φ(y+ a2) is non-constant whatever is a1, and if a2 = 0 (and
a1 6= 0), a1φ(y + a2) = a1φ(y) is not constant since φ is not constant.
Note also that the functions in Proposition 14 may have the reversed quadratic-
like property, for instance when ψ (and then φ) is constant and ϕ is quadratic,
since we can take v = (a−1

1 , 0) if a1 6= 0 and v = (0, v2) where v2 is orthogonal
to the direction of the image set of Da2φ if a1 = 0; and it may not have the
reversed quadratic-like property (for instance when φ is constant and the image
set of some derivative of ϕ has maximum rank n−m).
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5.1 A construction in ANF form

Starting from the quadratic-like permutation of Example 2, we provide a (it-
erative) construction of quadratic-like permutations not equivalent to Feistel
permutation and of degree up to n/2 + 1.

We take m a positive integer. Consider g : Fm2 → F2 any Boolean function,
and consider A = [aij ] and B = [bij ] distinct invertible m × m matrices over
F2. For x, y ∈ Fm2 , by A ? x we denote the multiplication between A and
x = (x1, . . . , xm), outputting an element of Fm2 . We study the (2m, 2m)-function

F (x, y) =

[
F1(x, y)
F2(x, y)

]
=

[
(g(y)(A+B) +A) ? x

y

]
, (3)

where we can write

F1(x, y) = g(y)
[∑m

k=1(aik + bik)xk
]
1≤i≤m +

[∑m
k=1 aikxk

]
1≤i≤m .

Notice that the (cubic) quadratic-like permutation in Example 2 is such that

x = (x1, x2), y = (x3, x4), g(y) = x3x4, A =

[
1 0
1 1

]
and B = AT .

To study the quadratic-like permutation property for F as in (3), we take
any nonzero (v, w) ∈ Fm2 × Fm2 . If v = 0 then for d ∈ Fm2 such that d ·w = 1 we
have (v, w) ·D(0,d)F = 1. Assume now v 6= 0.

v · F1(x, y) =g(y)

m∑
i=1

vi

m∑
k=1

(aik + bik)xk +

m∑
i=1

vi

m∑
k=1

aikxk

Then, for (c, d) ∈ Fm2 × Fm2 we have

v ·D(c,d)F1(x, y) =Ddg(y)v · ((A+B) ? x) + g(y + d)v · (B ? c) + v · (A ? c)

v ·D(c,0)F1(x, y) =g(y)

m∑
k=1

ck

m∑
i=1

vi(aik + bik) +

m∑
k=1

ck

m∑
i=1

viaik

=g(y)c ·
(
(AT +BT ) ? v

)
+ c · (AT ? v)

Hence we want c such that c · (AT ? v) = 1 and c · (BT ? v) = 1. Since A
and B are invertible matrices, then u1 := AT ? v and u2 := BT ? v are both
nonzero, and there exists c such that c · u1 = c · u2 = 1. With such c we have
(v, w) ·D(c,0)F = 1. This proves that F is quadratic-like permutation.

To study the equivalence to a Feistel permutation, we need to verify whether
there exists a direction (c, b) such that D(c,b)F is constant. The derivative for
F1 equals[

Dbg(y)
∑m
k=1(aik + bik)xk + g(y + b)

∑m
k=1(aik + bik)ck +

∑m
k=1 aikck

]
i
,

and for being constant, we would need aik + bik = 0 for every i and for every
k. Hence by taking A and B distinct, and g non-constant, we know that F can
never have a constant derivative.
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To study the reversed quadratic-like property, we consider the derivative in
any nonzero direction (c, b). If b 6= 0 then by taking (0, w) such that w · b = 1,
we have (0, w) · D(c,b)F (x, y) = w · b = 1. Otherwise, if b = 0 then by taking
v such that v · (AT ? c) = v · (BT ? c) = 1 we have (v, 0) · D(c,0)F (x, y) =
v ·D(c,0)F1(x, y) = 1.

Notice that this construction can be generalized with F2(x, y) = H(y) quadratic-
like permutation over Fm2 . The generalized construction still satisfies the studied
properties (quadratic-like permutation not equivalent to Feistel), and it satisfies
the reversed quadratic-like property if H satisfies the reversed quadratic-like
property.

This analysis is summarized in the following result.

Proposition 15. For n = 2m with m > 2, consider g : Fm2 → F2 any (non-
constant) Boolean function and H : Fm2 → Fm2 a quadratic-like permutation.
Take A,B any two distinct invertible m×m matrices over F2. Then the (n, n)-
function

F (x, y) =

[
(g(y)(A+B) +A) ? x

H(y)

]
,

with x, y ∈ Fm2 is a quadratic-like permutation not equivalent to Feistel. With
? we denote the product between matrices (of compatible dimensions). More-
over, F satisfies the reversed quadratic-like property if H satisfies the reversed
quadratic-like property.

5.2 From Maiorana-McFarland bent maps

We recall a notion introduced in [9]:
An n-variable Boolean function f is cubic-like bent if for any nonzero a ∈ Fn2
there exists b ∈ Fn2 such that DaDbf ≡ 1. There is a strong connection between
Maiorana-McFarland cubic-like bent functions and quadratic-like permutations:

Proposition 16. Consider f : Fn2 × Fn2 → F2 a Maiorana-McFarland map
f(x, y) = x · π(y) + g(y), with x, y ∈ Fn2 , π : Fn2 → Fn2 and g : Fn2 → F2. If f is
cubic-like bent, then π is a quadratic-like permutation. Moreover, if g = 0, then
π satisfies also the reversed quadratic-like property.

Proof. This follows from Proposition 14 and Proposition 9 of the work on cubic-
like bent maps, [9].

Remark 11. From the analysis presented in [9], we have that over F4
2 all the

quadratic-like permutations satisfy also the reversed quadratic-like property.

6 The Walsh transform of quadratic-like bal-
anced functions

Since quadratic-like balanced functions are characterized by the fact that all
their component functions have a 1-linear structure, and since there exists a
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characterization of linear structures by the Walsh transform (see e.g. [7, Propo-
sition 29]), there is a straightforward characterization of quadratic-like balanced
functions by their Walsh transform. We give it in the next proposition. For our
paper to be self-contained, we give a proof.

Proposition 17. Consider any (n,m)-function F : Fn2 → Fm2 , where n and m
are two positive integers.
F is quadratic-like balanced (resp., has the reversed quadratic-like property) if
and only if, for every nonzero v ∈ Fn2 , there exists av ∈ Fm2 (resp., for every
nonzero a ∈ Fm2 , there exists va ∈ Fn2 ) such that the function u 7→ WF (u, v)
vanishes on the linear hyperplane {0, av}⊥ (resp., the function u 7→ WF (u, va)
vanishes on the linear hyperplane {0, a}⊥).

Proof. Assume that DaFv(x) ≡ 1, then we have:

WF (u, v) =
∑
x∈Fn2

(−1)u·x+Fv(x) =
∑
x∈Fn2

(−1)u·x+Fv(x+a)+1

=−
∑
x∈Fn2

(−1)u·x+u·a+Fv(x) = −(−1)u·aWF (u, v).

Therefore, if u · a = 0, then WF (u, v) = 0.
Conversely, if the function u 7→ WF (u, v) vanishes on the linear hyperplane
{0, a}⊥, then we have:∑
x∈Fn2

(−1)v·(F (x)+F (x+a)) =2−n
∑

x,y,u∈Fn2

(−1)v·(F (x)+F (y))+u·(x+y+a)

=2−n
∑
u∈Fn2

W 2
F (u, v)(−1)u·a = −2−n

∑
u∈Fn2

W 2
F (u, v)

and therefore DaFv(x) ≡ 1, according to the Parseval relation.

Remark 12. This allows to show again that almost bent quadratic-like permuta-
tions are crooked (which is known by Proposition 11). Indeed, thanks to the Par-
seval relation, we know that for any almost bent (n, n)-function F and for every

v 6= 0, there exist 2n−1 elements u such that WF (u, v) = ±2
n+1
2 . These elements

are then those of the complement of {0, av}⊥. We have then W 2
F (u, v) = 2n+1

if av · u = 1 and W 2
F (u, v) = 0 if av · u = 0, which implies by the inverse for-

mula seen in Section 2:
∑
x∈Fn2

(−1)Fv(x)+Fv(x+a) = 2−n
∑
u∈Fn2

(−1)u·aW 2
F (u, v) =

2
∑
u∈Fn2
av·u=1

(−1)u·a =
∑
u∈Fn2

(−1)u·a
(

1 − (−1)av·u
)

= 2nδ0(a) − 2nδ0(a + av), which

means that D0Fv ≡ 0 and DavFv ≡ 1, which we knew already, but also that for
every a 6∈ {0, av}, the derivative DaFv is balanced. Hence, all the derivatives of
Fv are constant or balanced, which means that Fv is partially-bent and then F
is strongly plateaued and APN, that is, crooked.
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7 The ANF of a quadratic-like permutation

Consider F : Fn2 → Fn2 a quadratic-like permutation and φ : Fn2 → Fn2 a cls

map for F , with φ(0) = 0.
For an integer k (1 ≤ k ≤ n) we say that F satisfies the property (Pk)

if φ sends a set of k linearly independent elements into linearly independent
elements. Then, up to apply an affine transformation, we can assume φ(ei) = ei
so Fi(x) = ei · F (x) = fi(x1, . . . , xi−1, xi+1, . . . , xn) + xi, for i = 1, . . . , k.

Clearly, if F satisfies the property (Pk) for some positive k > 1 integers,
then it also satisfies the property (Pk−1).

Remark 13. Consider F : Fn2 → Fn2 a quadratic-like permutation. If there
exists a linear bijection φ that is a cls map for F , then F satisfies the property
(Pn). This implies that, up to affine equivalence, we can assume φ to be the
identity, so that for any nonzero v ∈ Fn2 it holds v ·DvF (x) ≡ 1. Notice that this
function exists for n ≤ 3. Indeed, up to affine transformation, for dimensions
n = 1, 2, 3 we have

F (x1) =
[
x1

]
, F (x1, x2) =

[
x1

x1 + x2

]
, F (x1, x2, x3) =

 x1 + x2x3

x1 + x2 + x1x3

x1 + x2 + x3 + x1x2

 .
Instead, for n ≥ 4, no quadratic-like permutation admits such a linear φ. The
proof of this last statement is quite techincal, so we leave it in the Appendix, see
A.1.

Even without assuming the existence of such a linear cls map φ, we still have
that a quadratic-like permutation F satisfies property (Pk) for some k ≥ 3, see
the following proposition. We leave the proof in the appendix, given its length
and technicality, see A.2.

Proposition 18. For n ≥ 3 consider F : Fn2 → Fn2 a quadratic-like permutation,
then F satisfies property (P3). This means that, up to affine equivalence, the
function has the following form

F (x1, . . . , xn) =



f1(x2, . . . , xn) + x1

f2(x1, x3, . . . , xn) + x2

f3(x1, x2, x4, . . . , xn) + x3

F4(x1, . . . , xn)
...

Fn(x1, . . . , xn)


,

with fi : Fn−1
2 → F2.
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A Some proofs

A.1 Proof of Remark 13
Assume that F (x1, . . . , xn) is a quadratic-like permutation admitting φ(x) = x the identity
map. Consider n ≥ 4, and name Fi the i-th coordinate of F . Then

F1(x) =x1 + x2`1 + x2x3t1 + x2x4k1 + x2x3x4u1 + x3r1 + x3x4s1 + x4v1 + o1

F2(x) =x2 + x1w2 + x1x3g2 + x1x4h2 + x1x3x4u2 + x3r2 + x3x4s2 + x4v2 + o2

F3(x) =x3 + x1w3 + x1x2f3 + x1x4h3 + x1x2x4u3 + x2`3 + x2x4k3 + x4v3 + o3

F4(x) =x4 + x1w4 + x1x2f4 + x1x3g4 + x1x2x3u4 + x2`4 + x2x3t4 + x3r4 + o4,

with `i, ti, ki, ri, si, vi, oi, wi, gi, hi, fi, ui Boolean function in the variables x5, . . . , xn. Notice
that we already used the fact that DeiFi ≡ 1 for i = 1, . . . , 4. First, we consider that
Dei+ej (Fi + Fj) ≡ 1, for 1 ≤ i < j ≤ 4.

• For (i, j) = (1, 2), we have 1+`1+x3t1+x4k1+x3x4u1+1+w2+x3g2+x4h2+x3x4u2 ≡
1, so u2 = u1, g2 = t1, h2 = k1 and w2 = 1 + `1.

• For (i, j) = (1, 3), we have 1+x2t1+x2x4u1+r1+x4s1+1+w3+x2f3+x4h3+x2x4u3 ≡
1, so u3 = u1, f3 = t1, h3 = s1 and w3 = r1 + 1.

• For (i, j) = (1, 4), we have 1+x2k1+x2x3u1+x3s1+v1+1+w4+x2f4+x3g4+u4x2x3 ≡
1, so u4 = u1, f4 = k1, g4 = s1 and w4 = 1 + v1.

• For (i, j) = (2, 3), we have 1+x1t1+x1x4u1+r2+x4s2+1+x1t1+x1x4u1+`3+x4k3 ≡ 1,
so k3 = s2 and `3 = r2 + 1.

• For (i, j) = (2, 4), we have 1+x1k1+x1x3u1+x3s2+v2+1+x1k1+x1x3u1+`4+x3t4 ≡
1, so t4 = s2, `4 = v2 + 1.

• For (i, j) = (3, 4), we have 1+x1s1+x1x2u1+x2s2+v3+1+x1s1+x1x2u1+x2s2+r4 ≡
1, so r4 = v3 + 1.

Next step, Dei+ej+el (Fi + Fj + Fl) ≡ 1.

• (i, j, l) = (1, 2, 3), we have 1 + `1 + (x2 + x3 + 1)t1 + x4k1 + (x2 + x3 + 1)x4u1 + r1 +
x4s1 + `1 + (x1 + x3 + 1)t1 + x4k1 + (x1 + x3 + 1)x4u1 + r2 + x4s2 + r1 + (x1 + x2 +
1)t1 + x4s1 + (x1 + x2 + 1)x4u1 + 1 + r2 + x4s2 ≡ 1, so u1 = 0 and t1 = 1.

• (i, j, l) = (1, 2, 4), we have 1 + `1 + x3 + (x2 + x4 + 1)k1 + x3s1 + v1`1 + x3 + (x1 +
x4 + 1)k1 + x3s2 + v2 + v1 + (x1 + x2 + 1)k1 + x3s1 + v2 + 1 + x3s2 ≡ 1, so k1 = 1.

• (i, j, l) = (1, 3, 4), we have 1 + x2 + x2 + r1 + (x3 + x4 + 1)s1 + v1 + r1 + x2 + (x1 +
x4 + 1)s1 + x2s2 + v3 + v1 + x2 + (x1 + x3 + 1)s1 + x2s2 + v3 + 1 ≡ 1, so s1 = 1.

• (i, j, l) = (2, 3, 4), we have 1 + x1 + x1 + r2 + (x3 + x4 + 1)s2 + v2 + 1 + x1 + x1 + r2 +
1 + (x2 +x4 + 1)s2 + v3 + 1 +x1 +x1 + v2 + 1 + (x2 +x3 + 1)s2 + v3 + 1 ≡ 1, so s2 = 1.

As last, from De1+e2+e3+e4 (F1 + F2 + F3 + F4) ≡ 1 we have 1 + `1 + (x2 + x3 + 1) + (x2 +
x4 + 1) + +r1 + (x3 + x4 + 1) + v1 + 1 +w2 + (x1 + x3 + 1) + (x1 + x4 + 1) + r2 + (x3 + x4 +
1) + v2 + r1 + (x1 +x2 + 1) + (x1 +x4 + 1) + r2 + 1 + (x2 +x4 + 1) + v3 + v1 + (x1 +x2 + 1) +
(x1 +x3 + 1) + v2 + 1 + (x2 + 1x3 + 1) + v3 + 1 ≡ 1 that gives us 0 = 1. Hence a contradiction.

A.2 Proof of Proposition 18
To ease the reasoning, when we talk about valid directions for a component function Fv , we
refer to those elements a such that DaFv ≡ 1. Moreover, to ease the notation, with gi we
denote a Boolean function in which the variable xi does not play any role, and with gi,j we
have that both variables xi, xj do not play a role.

The aim is to write the coordinates as Fi(x) = fi(x1, . . . , xi−1, xi+1, . . . , xn) + xi. Be-
fore starting, we recall how to apply a linear transformation in order to move from a valid
direction a to a valid direction ej , where ej is the j-th element in the canonical base of Fn

2 .
Consider a =

∑n
i=1 λiei with λj 6= 0 for a j, and then consider the linear bijection L sending
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xj → xj and xi → xi + λixj for i = 1, . . . , n, i 6= j. Notice that L(ej) = a. Then consider
the linear equivalent map G = F ◦ L, it then holds DejGv(x) = v · (G(x + ej) + G(x)) =
v · (F (L(x) + L(ej)) + F (L(x))) = v · DaF (L(x)) ≡ 1, as claimed. This implies that

Gv(x) = fjv (x) + xj . Moreover, notice that if F has already the first t coordinates as f ii + xi
for i = 1, . . . , t, then if j > t, applying the above mentioned linear transformation will not
change the form of the first t components.

The case i = 1 can be easily assumed valid, up to applying an affine transformation, and
so F1(x) = f11 + x1.

For i = 2, if there is a valid direction a =
∑n

i=1 λiei with λj 6= 0 for a j > 1, then we
apply the above mentioned linear transformation, we swap the variables x2 and xj , and we
obtain F2 as in the statement. Otherwise, assume that the only valid direction for F2 is e1,
and so F2(x) = f12 +x1. Then, for F1+F2 = f11 +f12 we need a valid direction, which clearly is
different from e1. So, up to apply the mentioned linear transformation, we can assume that e2
is a valid direction for F1 +F2 and we can replace F2 := F1 +F2, leading to F2(x) = f22 +x2.

Consider the case i = 3. If F3 admits a valid direction a =
∑n

i=1 λiei with λj 6= 0 for
a j > 2, then we apply the above mentioned linear transformation, we swap the variables
x3 and xj , and we obtain F3 as in the statement. Moreover, if one among the components
F1 + F3, F2 + F3, F1 + F2 + F3 admits a valid direction

∑n
i=1 λiei with λj 6= 0 for a j ≥ 3,

then we can perform the mentioned linear transformation and replace the coordinate F3 with
that component.
Hence we are left with the case that any component of the form ηF1 + νF2 + F3 has valid
directions of the form e1, e2, e1 + e2.

• Assume e1 is a valid direction for F3, hence F3 = x1 +f13 . Consider F1 +F3 = f11 +f13 .
Clearly, e2 must be a valid direction of F1 + F3, so f11 + f13 = x2 + h12. Then, for
F1 +F2 +F3 = h12 + f22 it holds that e1 is a valid direction, and so f22 = x1 + f122 . We
proceed with F2 +F3 = f122 + f11 + h12 where e2 is a valid direction, so f11 = x2 + f121 ,
but with this we have that F1 + F2 = f121 + f122 admits a possible direction not in
〈e1, e2〉, so with applying the mentioned linear transformation for F1 + F2 and with
the final replacement, F1 := F3, F3 := F1 + F2 we are done.
The case e2 is analogue to the previous one, so we do not need to analyse it.

• Assume e1 +e2 is a valid direction for F3, but e1, e2 are not. Without loss of generality
up to swapping the role of x1 and x2, we have F3 = x1 + (x1 + x2)h12 + f123 , with
h12 6= 0, 1. Let us write F1 = x1 + x2g121 + f121 and F2 = x2 + x1g122 + f122 . Then,
for F1 + F3 = x2g121 + f121 + (x1 + x2)h12 + f123 , the only possible valid direction are
e2, e1 + e2. For F2 + F3 = x1g122 + f122 + (x1 + x2)(h12 + 1) + f123 the only possible
valid directions are e1, e1 + e2.

– If a valid direction for F1 + F3 is e2 and a valid direction for F2 + F3 is e1, then
g121 + h12 ≡ 1 and g122 + h12 = 0. In this case, F1 + F2 + F3 = f121 + f122 + f123

– If a valid direction for F1+F3 is e2 and a valid direction for F2+F3 is e1+e2, then
g121 +h12 ≡ 1 and g122 ≡ 1. In this case, F1+F2+F3 = f121 +x1+f122 +x1h12+f123

– If a valid direction for F1+F3 is e1+e2 and a valid direction for F2+F3 is e1, then
g121 ≡ 1 and g122 + h12 = 0. In this case, F1 +F2 +F3 = f121 + f122 + x2h12 + f123

– If a valid direction for F1 + F3 is e1 + e2 and a valid direction for F2 + F3 is
e1 + e2, then g121 ≡ 1 and g122 ≡ 1. In this case, F1 +F2 +F3 = f121 + x1 + f122 +
(x1 + x2)h12 + f123

For the first three cases, clearly F1 + F2 + F3 has an admissible direction with λj 6= 0
for a j ≥ 3. Also the last case works since F1 + F2 = f121 + f122 and this situation has
been already analysed in the previous item.

This concludes the proof since, up to a linear transformation, we have F3 = f33 + x3.
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